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Abstract 

In this thesis, we consider tracking an articulated hand without using markers. 

Our hand tracking method performs nearest-neighbor-based search in a 3D hand 

model large database. For robustly and efficiently, we choose to capture a small real 

hand images database for each user as an intermediate dataset. And use 

Hierarchical-searching and temporal consistency to efficiently search in the large 

database and disambiguate the result. Our prototype system can estimate hand pose 

including rigid and non-rigid out-of-image-plane rotation, slow and fast gesture 

charging when rotation, and recover after the hand left the camera in real time. We 

believe it can be a more intuitive way for advance human computer interaction.  
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Chapter 1 
 

Introduction 

 

In recent years, significant revolutions in graphics input and human-computer 

interaction have occurred. Various new consumer-level devices that can capture the 

motion of human body and hand gesture, such as data glove, the Microsoft Kinect and 

the Wii Remote. However, all of these new devices require specific equipment like 

markers, infrared cameras or projectors. These devices are difficult to supplant the 

conventional input device. On the other hand visible-light cameras become essential 

components in modern mobile equipment. Therefore, bare-hand vision-based tracking 

are still an attractive research topic. Moreover, tracking a non-rigid articulated object 

like human hand through normal single camera is one of the fundamental and 

important problems in computer vision and robot learning.  

 

For the existing techniques, marker-less 3D reconstruction of hand pose based on 

a single image is an extremely difficult problem. First, the hand is an articulated 

object with more than 20 DOF. There are a large number of parameters to be 

estimated. That is difficult to operate in real-time with current consumer-level 

hardware. Second, the hand is an articulated object but the color of all parts is close to 

each other. Furthermore, since the views in cameras are projected results, the shapes 

in camera view are of large variety and with considerable self-occlusions. It is 

difficult to extract robust feature. Finally, resembling the full body motion; motion of 
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the fingers is non-linear such that it is difficult to model the hand motion distribution. 

On the other hand, as the research by Ali Erol et al[EBN*07], the hand pose change 

fast and abrupt with a speed reaching up to 5 m/s for translation and 300°/s for wrist 

rotation. It combines with non-linear motion, introduces extra difficulties for tracking 

algorithms, especially for temporal filter based methods.  

In this thesis, we consider tracking an articulated hand without using markers 

and focus on the motion estimated. Our motion model includes 20 degrees of freedom 

for the joint angles and 6 for orientation and location. To deal with the large 

self-occlusion and high dimensionality problem, we propose a data-driven technique 

using multiple feature and hierarchical approximate nearest neighbor search to 

efficiently approximate arbitrary hand motion distributions. As described by many 

color marker-based research, the bare-hand feature is insufficient to reliably constrain 

the hand pose. We choose to capture a small real hand image database for each user as 

a nature “color glove”. And for the high dimensionality data searching, we use 

non-Euclidean distance measures such as chamfer distance for robustness. The 

majority of efficient database indexing methods are designed for Euclidean distance 

measures or metric distance measures. We propose using hierarchical method with 

multiple features to combine these database indexing methods and non-Euclidean 

distance measures matching. Our prototype system can estimate hand pose in an 

interactive rate and provides an intuitive interface for advanced human computer 

interaction. 
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Chapter 2 
 

Related Work 

 

This chapter gives a short overview of the current techniques in optical hand 

tracking that can estimate the 3-D position and joint configuration of the hand. From a 

methodological point of view, the work on optical hand tracking could be divided into 

two groups: model-based tracking and single-frame pose estimation. From the view 

point of feature selection, it could be divided into bare-hand tracking and 

marker-based tracking. Since hand tracking continues to be a very active research 

area, there are many earlier review papers have been published, for example: Ali Erol 

et al. [EBN*07]. In this thesis, we focus on some state-of-the-art on bare hand with 

both model-based and single frame that related to our method. 

 

2.1 Video tracking 

Video tracking is a process of locating a moving object in consecutive video 

frames. To track a rigid object moves on 2D image sequences, there are several 

algorithms have been proposed. For example: Mean-shift tracking [KH75] is an 

iterative localization algorithms based on the maximization of a similarity measure. 

However, hand is an articulated object and the motion of it can include 3D position 

and orientation. Filtering involves incorporating prior information about the object 

dynamics and hypotheses. With robust features, may allow the tracking of complex 
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objects with high degree-of freedom. For linear functions subjected to Gaussian noise, 

Kalman filter is one of the best filtering algorithms. However, motion of the fingers is 

non-linear. Particle filtering [AFJ01] is for implementing recursive Bayesian filters 

using Monte Carlo simulations for non-linear and non-Gaussian motion. But the 

problem of it is the requirement on the number of samples. For a high DOF non-linear 

motion, the sampling region and transition prior is often difficult to be determined, 

may require a extremely large number of simples. Otherwise, it results in a poor 

outcome. 

 

2.2 Model-based hand tracking 

Model-based approaches use an articulated 3D hand model for tracking. At each 

frame of the image sequence, they project the model into the image and search in the 

configuration space to find the best parameters that minimize the error functions. In 

most cases it is assumed that the model configuration at the previous frame is known. 

So in the first frame, manual initialization procedure is required.  

B. Stenger et al. [SMC01] used a model that based on generalized cylinders and 

presented a method based on unscented Kalman filter. Then, they presented another 

method [STTC06] based on hierarchical Bayesian filter. In this method, a large 

number of templates are uniformly generated from their cylinder based model. Then, 

they used chamfer distance for matching. Since the hierarchical filtering is efficient, 

they successfully tracked restricted rigid motion and low degrees-of-freedom 

articulated motion but still far from real-time and high DOF motion. 

 Martin de La Gorce et al. [GFP11] built a detailed generative model that 

incorporated a polygonal mesh to accurately model shape, synthesize the model 

projection on-line, the hand texture, and the illuminant are dynamically estimated 

through Shape from Shading. The model provides state-of-the-art pose estimate on 
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complicated background, high DOF and occlusion sequence, but their method is also 

too complicated and takes too much execution time on synthesize novel model 

projection. These methods showed the on-line synthesis and uniform sampling can 

handle complicated situation but cannot reach real-time or interactive performance 

off-the-shelf hardware. 

 

2.3 Single-frame pose estimation 

In the single-frame pose estimation approach, a set of hand features is labeled 

with a particular hand pose, and a classifier is learnt from this training data. Recently, 

the boundaries between model-based and single-frame methods are blurred. In several 

papers, training data are generated from 3D models but did not search over the entire 

configuration space. 

Michalis and Vassilis[PA08] generated a large image database included 80,640 

images, i.e., 20 hand shapes × 84 viewpoints × 48 image plane rotations. All database 

images were generated using projection of 3D model. The authors proposed an 

embedding-based and hash table-based indexing methods for hand shape recognition. 

Javier et al. [RKK09] proposed a nearest neighbor search in a large database included 

100,000 computer-generated images with different grasp types, different viewpoints 

and different illuminations. They used time continuity enforcement in joint space to 

disambiguate the ambiguity. All of these efficient methods can match every incoming 

image to the large number of database images at interactive times. However, most of 

them can only recognize a few gestures or motions, which limited their applications 

on human-computer interaction. 

Is a database of 100,000 entries insufficient for tracking more motion for HCI? 

Robert and Jovan [WP09] proposed using a color glove to improve the robustness of 

matching function and use the color information to improve their pose estimate result 
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by using inverse kinematics to penalize differences between the result of the pose 

estimate and the original image. However the database that they used is still in a size 

of 100,000 entries and it is generated from a 3D model. They successfully track many 

common hand gestures, sign language alphabet and random jiggling of the fingers. 

Therefore their system enables interactive-time control character and rigid bodies in 

3D space. This color-glove tracking using example search inspire a way for our 

interactive posture estimation, our problem become  if we can efficiently and 

correctly search a database of about 100,000 bare hand images, we can probably track 

a bare hand motion for HCI at interactive times. 
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Chapter 3 

 

Overview 

 

Our goal is to track bare hand’s 3D positions and gesture from a single-view 

image sequence. Using 3D hand model is difficult to directly match the user’s hand 

shape. Nevertheless, capturing 100,000 real examples is intractable. In our work, we 

propose a hybrid method. First, we utilize a small labeled real hand image database 

from easy, short and simple real user training, to find a few approximate 

nearest-neighbors groups that are near the query image. Then we apply our 

Bayesian-filtering-based pose reconstruction on these groups in the large database that 

is generated from 3D model to fully estimate the true pose. 

 In chapter 4, we describe the construction of the databases and a means of robust 

matching. At first, for both the construction of the database and processing the query 

image, we need to apply hand image segmentation to all images. We classify each 

pixel either as background or hand using Gaussian mixture models trained from a set 

of hand-labeled images. For the matching function, the chamfer distance [BTBW77] 

is used to compute the similarity between the input hand image and database images. 

This method is a well-known method to measure the distance between two edge 

images. 

 In chapter 5, we propose our Approximate Nearest Neighbor (ANN) search that 
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using both two databases. For the small database, a standard Approximate Nearest 

Neighbor quick search method, Kd-tree is employed. Then we apply the k-means 

method to derive the cluster of the K-nearest neighbor images on their Corresponding 

26 DOF hand configuration data. By discovering the approximate nearest neighbors, 

we can apply our Bayesian-filtering-based pose reconstruction on the large 3D model 

database, efficiently sample the closest entries in the large database not only from the 

temporal continuity but the observations. 

 Our experiment result and further discussion are presented in chapter 6 and 7. 
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Figure 3.1 Flow chart of our system 
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Chapter 4 

 

Hand image recognition 

 

 The core of our approach is to correctly search the most similar image from a 

database for a given bare hand image. To accomplish this, an input image is first 

transformed into a normalized query, and then compared to each entry in the database 

according to a robust distance metric.  

  

4.1 Image segmentation and normalization 

 From both the query sequence and database training data, we classify each pixel 

either as background or foreground by using a Gaussian mixture model trained from a 

set of hand-labeled images. At first, we capture a few hand images of training 

subject’s hand with the specified background. Then we manually label the region of 

the hand and pre-cluster each pixel either as hand pixel or background as the initial 

mixture distribution. At this stage, we use Expectation-Maximization (EM) algorithm 

to estimate the parameters of the multivariate probability density function in the form 

of a Gaussian mixture distribution with K mixtures. 

 Consider the set of N pixels x1, x2,…,xn from HSV space drawn from a Gaussian 

mixture: 
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p x =  πk𝒩(

K

k=1

x|μ
k

, ∑k) 

where K is the number of mixtures, 𝓝 is the normal distribution density with the 

mean μ
k
 and covariance matrix ∑k, πk  is the weight of the k-th mixture. Given the 

number of mixtures K and the samples x1, x2,…,xn, the EM algorithm finds the 

maximum-likelihood estimates (MLE) of the all these mixture parameters. 

max
πk ,μk ,∑k

 log

N

i=1

 πk𝒩(

K

k=1

x|μ
k

, ∑k) 

EM algorithm includes two steps: Expectation-step (E-step) and Maximization-step 

(M-step). At E-step, we find a probability of each sample to belong to mixture k using 

the currently available mixture parameter estimates. Then at the M-step, the mixture 

parameter estimates are refined using the computed probabilities. The algorithm is 

repeated these two steps until model parameters converge. To clarify our target, we 

use a simple black color background, but the method can be easily extended to 

complex background with more training images. 

 Now for each pixel of query sequence and database training data, we can 

efficiently cluster the hand pixels. Since there are still a few noises, we assume user’s 

hand is the biggest hand-like color object in the image, and find the biggest connected 

components of the hand pixels as the hand segmentation result. Finally, we normalize 

the segmented hand image into a 64X64 tiny image. (See Figure 4.1) 

 

4.2 Database sampling 

 Ideally, the database for pose estimation should be a large database that 

uniformly samples all natural hand configurations and all possible 3D orientations. 

Unfortunately, since hand configuration has 20 DOF, searching a database including 
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all the configurations require extremely high computation cost. In our system, we aim 

at a natural way of human-computer interaction. Therefore, our 3D model database  

 

 

 

Figure 4.1 Examples of our image segmentation input and output.  

Top: 3 samples from our training images, the region of the hand has labeled manually.  

Bottom: left: the raw query image. Middle: segmented hand. Right: normalized 

64X64 tiny image 

 

includes 50 various hand shapes. These configurations span the sign language 

alphabet, common hand gestures, and random jiggling of these gestures. We used the 

graphics software Poser Pro 2010 [SS10] to generate synthetic images from different 

3D rotations. Since the range of the hand Extension and the performance 

considerations, 3D rotations are limited to a hemisphere. In our experiment, the 

resolution of y and z-axis rotation is 15 degrees, and the x-axis Extension is limited to 

-40 degrees to 40 degrees and is 20 degrees, resulting in a total of 13 X 13 X 5 X 50 = 

42500 images.  It takes a few hours to generate these synthetic images. Image 

generation can be designed as a script-based automated process. 

 For our hybrid method, we require to capture another small real hand image 
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database. We use an iterative and greedy sampling algorithm to select a few important 

configurations from the 3D model database. We define a distance metric between two 

configurations using the root mean square (RMS) error between the joint angles of the 

corresponding hand configurations. Then each sample configuration is selected to be 

furthest from any of the previous selected samples. The selected configurations can 

cover the most dispersed configurations of the 3D model database. (See Figure 4.2) 

At the training state, a user only needs to pose these gestures with different 

x-axis rotations. We capture a video that the user turns the hand a hemisphere along 

the y-axis. Then we apply a simple video segmentation that based on image RMS to 

approximate the real y-axis rotations. Therefore, the training program can be short and 

simple. The result is a small real image database that efficiently covers the space of 

the 3D model database. 

 

i sample

i+1 sample

i+2 sample
 

Figure 4.2 an example of the small database configurations selection, the number of 
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selection will affect the performance of our hybrid knn search.  

 

4.3 The Chamfer distance 

 Now given a normalized query image, we extract the database images that are 

the closest to the query. In our system we measure distance between edge images, 

because edge images tend to be more stable than intensity images with respect to 

different lighting conditions. We use the chamfer distance to compute the similarity 

between two edge images. Edge images are represented as sets of points, 

corresponding to edge pixel locations. Given two edge images, X and Y, the chamfer 

distance D(X, Y) is 

𝑫 𝑿,𝒀 =
𝟏

|𝑿|
 𝐦𝐢𝐧

𝒚∈𝒀
∥ 𝒙 − 𝒚 ∥

𝒙∈𝑿

+
𝟏

|𝒀|
 𝐦𝐢𝐧

𝒙∈𝑿
∥ 𝒚 − 𝒙 ∥

𝒚∈𝒀

 

where ∥ 𝒙 − 𝒚 ∥ denotes the distance between two pixel locations x and y, D(X, Y) 

penalizes for points in either edge image that are far from any point in the other edge 

image. It can be computed efficiently by using a distance transform of the edge image. 

This transformation takes the set of edge pixels as input and assigns each location the 

distance to its nearest edge pixels. For example, the distance transform value at 

location u contains the value 𝐦𝐢𝐧𝒚∈𝒀 ∥ 𝒖 − 𝒚 ∥. The chamfer distance for a pair edge 

images can be computed by correlating their edge points with their corresponding DT 

images. (See Figure 4.3) 
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Figure 4.3 from left to right: normalized input image, edge image and DT images 

 

 Chamfer matching is a robust method for edge image matching. However, if we 

use brute force search on a database included 100,000 entries, it takes a few seconds 

to match the input image with the database is clearly too long for an interactive 

application. It can be shown empirically that KNN method is inherently ambiguous 

(one-to-many), substantially different poses can give rise to the similar edge image. 

 In the next chapter, we proposed our hierarchical and Bayesian-filtering-based 

hybrid method to efficiently disambiguate the KNN result. 
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Chapter 5 

 

Fast bare-hand pose estimation 

 

5.1 Approximate Nearest Neighbor Search 

 Computing the exact nearest neighbors in high dimensions in limited time is a 

difficult task. In those cases, we can use an algorithm which doesn't guarantee to 

return the actual nearest neighbor in every case, such as Kd-trees, Locality Sensitive 

Hashing and best bin first. However, most of these methods cannot be applied to an 

arbitrary non-Euclidean distance measure like chamfer distance. And there is no 

existing method that allows applying Kd-tree or LSH to the chamfer distance. 

 Since the simple Euclidean distance is insufficiently for the distance metric 

between a real hand image and a model image. In contrast, using chamfer distance on 

a small database is time-consuming to achieve human-computer interaction. We use a 

hierarchical method to address this contradiction. First, we simplify a small 

real-image database that uniformly covers the space of the 3D model database as we 

described in Section 4.2. We apply a simple Kd-tree on this small database with 

simple Euclidean distance. Then, we re-evaluate the weight of the top K-NN using the 

chamfer distance to approximate the exhaustive chamfer distance search. Since the 

size of the small database we used including less than 10,000 images, we observed 

that we can only apply chamfer matching on less than 1,000 nearest neighbor to get a 
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sufficiency result.  

 Although we can blend these nearest neighbor poses now, and then use this 

blended pose as a distribution center to approximate the best pose likelihood 

distribution using a Monte Carlo sampling or uniform searching. However, since the 

3D rotations and configurations of these real hand images are only approximate, and 

the result of KNN is inherently ambiguous. (See Figure 5.1) The blending pose can be 

pulled away from all nearest neighbors. In contrast, as B. Stenger[STTC06] described, 

hierarchical searching, at higher levels partition may not yield accurate 

approximations to the true likelihood distribution, but are used to discard inadequate 

hypotheses. More analysis and processing to the KNN result are required. 

 

 

(a) 

 

(b) 

Figure 5.1 Example of KNN ambiguous: (a) Top: query image, middle: from left 

to right, top 10 NN image after chamfer matching, bottom: top 20, (b) using 

different query image. Fortunately, most of incorrect poses are far away from 

the approximate correct poses 
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5.2 Pose Clustering and Weight Blending 

 Ideally, we would like to apply a full chamfer matching to all 3D model images 

that around all the real KNN result states. However, it is inefficient when a search 

consists of many redundant samples, so called over-complete. We observed that the 

3D rotation and configurations of the true neighborhood poses are always close, and 

the ambiguous poses are far away from them. So we can apply the k-means method to 

derive the cluster of each pose. Since hand configuration has 20 DOF and the rotation 

only has 3 DOF. We apply a simple Principal Component Analysis (PCA) to reduce 

the dimensional of configurations, to keep the cluster balance between rotation and 

configuration. 

 After clustering, we can blend the poses that are in the same cluster to acquire a 

few independent and non-overlapping regions of hypothesis. Again, an ambiguous 

pose in the middle of two clusters can still affect the blending accuracy. We propose 

using the temporal smoothness to disambiguate. Let 𝑄𝑡 = {𝑞1,1
𝑡 ,… , 𝑞𝑁,1

𝑡 , … ,𝑞𝑁 ,𝑀
𝑡 } be 

the set of joint angle configurations in time t which has M cluster and each cluster has 

N pose, 𝑞𝑡−1 be the previous estimated pose. For each member of Qt, we set their 

weights as a simple Exponential function: 

𝜔𝑛 ,𝑚 = 𝑒
−

(𝑞𝑛 ,𝑚
𝑡 −𝑞𝑡−1)2

2𝜎2  

, where σ2 is the variance of the distance from each entry pose 𝑞𝑛 ,𝑚
𝑡  to the previous 

estimated pose 𝑞𝑡−1. 

For a cluster m which has N poses, let 𝑞1,𝑚
𝑡 ,… , 𝑞𝑁,𝑚

𝑡  be the members this cluster, we 

normalize these weights independently such that: 

 ωn,m

N

n=1

= 1 
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And the blending pose of the cluster is computed as: 

qm
t =  ωn,m

N

n=1

qn,m
t  

Since the hierarchical likelihood distribution problem we described in section 5.1, 

we choose to use the temporal information to disambiguate but apply a temporal filter 

at this stage. We observed that the hand motion can move quickly, and dynamics of 

hand motion is difficult to model at the full state space. Our real image database is 

small enough to allow us to apply real time ANN search and attach importance to 

observation than temporal information. It allows us having more chance to track hand 

motion that changes in different speed and better accuracy. 

 

5.3 3D model Database sampling and Hand Pose Reconstruction 

Now, we are received a few regions that may with high probabilities in the 

model database. In this section, we introduce our pose reconstruction method based 

on these candidate regions. In general, tracking can formulate as a Bayesian inference 

problem. Given the configuration at time t is represented as 𝒒𝒕 and the observation 

is  𝒛𝟏:𝒕 , the state estimation probability  𝑝(𝒒𝒕|𝒛𝟏:𝒕)  with the following Bayesian 

formulation: 

𝑝 𝒒𝒕 𝒛𝟏:𝒕 ∝  𝑝 𝒛𝒕 𝒒𝒕  𝑝 𝒒𝒕 𝒒𝒕−𝟏 𝑝 𝒒𝒕−𝟏 𝒛𝟏:𝒕−𝟏 𝑑𝒒𝒕−𝟏 

where 𝑝 𝒛𝒕 𝒒𝒕  denotes the likelihood function that relates observations 𝒛𝒕 in the 

image to the unknown state 𝒒𝒕 , and 𝑝 𝒒𝒕 𝒒𝒕−𝟏  represents the transition prior that 

estimate by hand motion dynamics model based on the previous state. Therefore, the 

best hand configuration can be approximated by the Maximum a Posteriori (MAP) 

estimate over the N number of samples at each time t.  
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 Certainly, full searching or casually sampling can result in an unexpected result. 

In many temporal-filtering-based methods such as particle filters, hand motion 

dynamics is always modeling by linear models like Gaussian model, and transition 

prior is often used as an importance function. Since hand motion is non-linear, linear 

transition prior can speed up the searching but also restrict the sampling region. In 

contrast, choosing a particular motion model can also be restrictive. Therefore, we 

still use a Gaussian motion model, but the importance function is based on the high 

posterior regions by ANN search on the real image database. (See figure 5.3) 

 

 

Figure 5.2 an 2D example of our sampling method, the red star represents the 

previous best pose, the triangle represents the current best pose, the red circle 

represents the neighbors of the previous frame, and the blue small circles 

represent the high posterior regions by ANN search on the real image database, 

in most situation the regions of the red circle is difficult to decide 

  

As the same as in real database, the likelihood function is based on the chamfer 

distance. However, the edge features are often ambiguous due to clutter and it can be 

different for same configuration at different illuminations. This is hard to model even 

for synthetic hand images. For this reason, we use silhouette as our features instead. 
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Silhouette provides less information about the full hand configuration. Since our 

importance regions far away from each other and silhouette can be synthesized easily, 

silhouette is useful than edge for chamfer distance in this stage. 

To reconstruct the final hand pose, similar to the particle filter, we can 

approximate the distribution 𝑝 𝒒𝒕 𝒛𝟏:𝒕  by a weighted set of Q samples, for 

L=1,…,P draw samples from the importance function: 

𝑊𝐿 =  
𝑝 𝒛𝒕 𝒒𝒕 𝑝 𝒒𝒕 𝒒𝒕−𝟏 

𝑝 𝒒𝒕 𝒓𝒕 
 

where r denotes the observation in real database, 𝑝 𝒒𝒕 𝒓𝒕  represents the proposal 

distribution based on ANN search, and 𝑊denotes the importance weights. Certainly 

we normalize these weights such that ∑𝜔𝐿 = 1, then we can use the weight blending 

we described in section 5.2 to get a final pose efficiently. However, there is still 

significant jitter since the pose blending without a temporal smoothing, and many 

simples have small weights. In the following, we only consider those samples having 

high weights and combine with the temporal smoothness term; we can formulate the 

motion reconstruction as an energy minimization problem. A data prior term enforces 

plausible reconstruction results and a smoothness term measures the smoothness of 

the synthesized motion: 

𝑞∗ = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑞

( 𝜔𝑝𝑟𝑖𝑜𝑟 𝐸𝑝𝑟𝑖𝑜𝑟  𝑞 + 𝜔𝑠𝑚𝑜𝑜𝑡 ℎ𝐸𝑠𝑚𝑜𝑜𝑡 ℎ  𝑞 ) 

where the two weights 𝜔𝑝𝑟𝑖𝑜𝑟  and 𝜔𝑠𝑚𝑜𝑜𝑡 ℎ  are user-defined constants. For a set of 

poses 𝑄𝐿
𝑡 = {𝑞1

𝑡 ,… , 𝑞𝑃
𝑡 } with corresponding weights 𝑊𝐿

𝑡 , we assume the poses in the 

local region are a simple distribution that can model by a kernel function. We use a 

kernel based approach proposed by [TZK*11], the data prior term 𝐸𝑝𝑟𝑖𝑜𝑟 : 

𝐸𝑝𝑟𝑖𝑜𝑟  𝑞 =    𝑊𝐿
𝑡

P

L=1

𝐾( 𝑞𝐿
𝑡 − 𝑞 ) 

Where K() is kernel function. As Tautges described [TZK*11], a kernel based 
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representation is well suited to approximate arbitrary shaped probability density 

functions. For smoothness term, we assume that the pose at time t depends on the 

poses at time t-1 and t-2, and the smoothness term is: 

𝐸𝑠𝑚𝑜𝑜𝑡 ℎ  𝑞 = 𝐾( 𝑞 − 𝑞𝑡−1∗ ) 

Where 𝑞𝑡−1∗  are the best poses in the previous two frames. We initialize the 

optimization with the weight blending pose and optimize using the 

Levenberg-Marquardt algorithm [Lourakis. 04].  
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Chapter 6 

 

Experiments and Results 

 

 Our experiments perform on a desktop with Intel® Core™ i5-760 Processor, 

4GB main memory. In our experiments, the entire following test sequences from a 

single camera at 10 frames/sec and the user is same with the training subject. And for 

all of these sequences, we use the same database and same parameters. There are five 

test sequences that include rigid and non-rigid out-of-image-plane rotation, slow and 

fast gesture charging when rotation, and recover after the hand left the camera. 

 To measure the accuracy of our approach, we perform the evaluation by applying 

Root Mean Square (RMS) to finger end point 2D position. However, this is difficult 

to acquire the ground truth data from a single-view sequence. We manually label 

ground truth locations of the tip of the middle finger, and calculate the root mean 

square error for two sequences. 
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Figure 6.1 sequence ok_shoot 

 

 

 

Figure 6.2 sequence ok_shoot error performance 
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Figure 6.3 sequence grasp_and_rotation 

 

 

 

 

Figure 6.4 sequence grasp_and_rotation error performance 
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Figure 6.5 sequence fast_gesture 

 

 

 

 

Figure 6.6 sequence recovery 
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Figure 6.7 sequence pose_occlusion 
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Discussion 

 In experiments, we show that our system succeed tracking most of these motions. 

And our system can run in real-time performances, which are around 10 frames per 

second (10 FPS) rate. Figure 6.1 shows the results from a sequence that includes two 

gestures and rotation. Figure 6.3 shows the results from a sequence that includes a 

grasp motion and rotation. Figure 6.2 and Figure 6.4 show their error performance and 

the mean RMS error is 5.4 and 15.7 mm, respectively. It can be observed that when 

the rotation and gesture change happen, the error increase but do not cause tracking to 

fail.  

 In Figure 6.5, we test a fast gesture change with rotation. We observed that at the 

last change, the gesture change is too fast since the tracking cannot succeed fully 

recovering the “OK” gesture. It is because the distance between the “1” gesture and 

“OK” gesture is far, the temporal coherence may affect the likelihood of “1” gesture, 

and must take more frames to recover this gesture. 

 Since our ANN search on the whole real image database every time, our system 

is able to recover after the hand left the camera. Figure 6.6 shows that.  

 In Figure 6.7, we show the limitation of our bare-hand features. In the right 2 

image, the hand shake and a small error occur. And at the bottom, we observed that 

that the “2” gesture cannot change to “1”gesture. It is because we have 2 similar 

gestures “H” and “R” in our database, the edge and silhouette are not a robust feature 

to measure the different between different fingers. Figure 6.8 shows these there 

gestures.  
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Figure 6.8 Form left to right: “1”  “H” and “R” gestures 

 

 Finally, the following experiment shows the comparison between our hybrid 

method and full KNN search on real image database and synthetic database. We apply 

our method and full KNN search on “grasp_and_rotation” sequence, figure 6.9 shows 

the result. If we use only the real image database, the distribution of the database is 

too dispersed, and many incorrect poses can make an unsatisfactory blending result. 

And if we use only the synthetic database, since the different between the real hand 

and the 3D model hand, will cause many pose occlusion.

 

Figure 6.9 Left: full KNN search on real image database. Right: on synthetic 

database 
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Chapter 7 
 

Conclusions and Future work 

 

 In this thesis, we present an approach to tracking an articulated hand without 

using markers in real time and the limitation of our work is that we need a small 

real-image database capture form each user. We use hierarchical-searching to 

efficiently find the KNN result in a large 3D synthetic hand database, and use the 

temporal consistency to disambiguate the KNN result. Our experiments show that we 

successfully estimate the 3-D position and joint configuration of the hand under many 

self-occlusion situations. And our system can provide data for human computer 

interaction. 

There are many possible extensions to our system. The most critical issue in our 

future works is to use more robust similarity measures. The edge and silhouette 

feature is inherently ambiguous even we apply a temporal disambiguate. Especially 

for smooth- appearance gesture like fist or the different between N and S in the sign 

language alphabet. As Martin de La Gorce et al.’s described [GFP11], texture and 

shading is a crucial visual cue for hand, but it is difficult to extract shading feature in 

real time. If we can design a hybrid method, off-line synthesize a 3D model database 

with finding correct texture and shading from a little training data, may directly 

increase the robustness of the tracker. Second, our prototype system needs to capture 

real-image database from a novel user every time. We can collect more hand image 

from different people, and may allow user to use the most similar hand’s data in 

database, instead of the specify user training. 
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