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Abstract

The unlicensed 60 GHz spectrum is very attractive for the broadband wireless
networks because it can support the multi Gbs transmissions with 7 GHz bandwidth.
Due to the oxygen absorption and path loss, the transmission range is limited to
several meters. Operating in the 60 GHz band, IEEE 802.15.3c and 802.1lad
networks use directional antenna and beamforming technique to avoid high
propagation attenuation and path loss, and improve the overall system throughput by
exploiting spatial channel reuse. In our thesis, we introduce the necessity and design
challenges of inter-piconet communications. First, we develop a formulation for
optimal relay selection and scheduling to minimize the inter-piconet flows’
transmission time. Since the optimization is a NP problem, our research is to find a
heuristic algorithm to solve. Based .on our observation, we propose a joint design of
relay selection and scheduling=with greedy concept. Specifically, we define
“interference-free”, *“concurrence-restricted extent”, and “concurrence index” for
properly selecting relays to improve the degree of spatial channel reuse. The designed
scheduling algorithm consists of two phases: intra-piconet flow scheduling and
inter-piconet flow scheduling. After performing phase 1 operations, intra-piconet
flows are scheduled and the total required channel time is known. The phase 2
operations are to use the least channel time extension to schedule all inter-piconet
flows. We evaluate our algorithm through simulations. The results show that the joint

algorithm performs well and does achieve its objectives.
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Chapter 1. Introduction

Millimeter wave wireless personal area networks (mmWave WPANS) operating in
the 60GHz band have attracted much attention recently due to its high-data-rate
transmission capability (over 3Gbps) so that numerous high-bandwidth-demand
indoor wireless applications become possible. Examples of such applications include
uncompressed transmission of high definition TV (HDTV), high speed internet access
and wireless gigabit Ethernet. Existing wireless local area networks (WLANS) and
wireless personal area networks (WPANS) cannot support these applications due to
the required data rate is far beyond their capabilities. As a result, mmWave WPAN has
become a major trend in the short range communication systems, leading to active
research and standardization efforts in this area such as the IEEE 802.15.3c [1, 2] and

802.11ad [3].

1.1 An Overview of  IEEE 802.15.3c
Network

The fundamental unit of an mmWAVE WPAN is named as a piconet, which is
formed in ad-hoc fashion as shown in Fig.1.1. Among a group of nodes, one of them
is designated as the piconet coordinator (PNC). The PNC is responsible to admit

devices to be the members of the piconet, keep their information for maintaining the
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Figure 1.1 Piconet architecture
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piconet, announce the existence of the piconet, and synchronize communications
among devices in the piconet. In addition, the PNC manages access control of the
remaining nodes. The necessary control information is embedded in beacon messages.
Once power-up, a DEV remains in passive scanning mode for a period of time. If no
beacon is heard during that time, then the DEV assumes the role of a PNC and begins
transmitting beacons. Upon receiving a beacon message, nodes are aware of the
existence of the PNC, and they learn when and how to access the channel. The
channel time is divided into a sequence of superframes, and each superframe consists
of three portions: beacon, contention access period (CAP) and channel time allocation
period (CTAP). Each superframe starts with a beacon, followed by a CAP. The
channel access of CAP is governed by the Carrier-Sense Multiple Access/Collision
Avoidance (CSMA/CA) method. The remaining time in a superframe is CTAP, which
provides time division multiple access (TDMA) type of communications. The CTAP
comprises one management channel time allocation (MCTA) and multiple channel
time allocations (CTAs). MCTA is for nodes to issue their transmission requests to the
PNC, while CTAs are for nodes to transmit data frames. The superframe format is
shown in Fig. 1.2.

For two piconets, if they are close to each other so that the coverage are
overlapped, we call a piconet is a dependent piconet of the other (parent piconet). As a
dependent PNC is outside the parent piconet, the dependent piconet is also named
neighbor piconet; otherwise, it is a child piconet. In 802.15.3 standard, if the parent
PNC permits the formation of a dependent piconet and there is sufficient channel time
available, the parent PNC shall allocate a CTA (also named private CTA) to the
dependent piconet as its superframe. A neighbor piconet, for example, divides the
private CTA into BP, CAP, and CTAP as shown in Fig. 1.2. However, DEVs equipped

with directional antennas in 802.15.3c can transmit multiple data flows in a CTA
2



without interference, so we prefer each piconet operates its own superframe instead of
sharing superframe. That is, we schedule flows transmitting within a piconet and
across piconets both in normal CTAs and every piconet parallel runs its superframe
simultaneously. Piconet coordination was introduced in [4] based on information
exchange via an intermediate DEV, thereby making superframe synchronization
possible. Beacon alignment was meanwhile proposed to avoid beacon interference
since the beacon is important for piconet synchronization.

In [5, 6], the authors designed a scheduling algorithm considering positioning,
axis alignment, and resource allocation for an IEEE 802.15.3c piconet. First, a
network coordinator of the piconet (i.e., PNC) determines coordinates of each joined
devices. Upon knowing each device’s coordinates and LOS flows’ information, the
PNC allocates resources (i.e., channel time) to managed devices to maximize
time-and-spatial reusability. Flows that will not interference with each other can be
scheduled to transmit simultaneously. The scheduling algorithm deduct the total
transmission time with the same amount of data so that the system resource can be

allocated effectively. In this thesis, we extend the previous work to perform in

Parent Superframe

Superframe m-1 Superframe m Superframe m+1

Quasi-omni Beacon Period Contention Access Period Channel Time Allocation Period
(CAP) (CTAP)
Beacon Beacon | ociation | Regular CTA | CTA2 CTA
frame in frame in CAP CAP MCTA 1 | (Private) | n
direction #1 direction #n v

Beacon2 | CAP | CTAP

Neighbor Superframe

Figure 1.2 Superframe format of IEEE 802.15.3 MAC protocol



multiple piconets’ communication. Upon knowing the locations of all member DEVs,
the neighbor PNCs can share their information and one PNC (i.e. main PNC) allocates
a good timing for the multiple piconets’ communication as well as assigns the most

suitable relay node to transmit efficiently.

1.2 Problem Description and Objectives

Because of the features of short wave length, high path loss, and high oxygen
absorption, the transmission range of a node is restricted to be less than 10 meters.
Therefore, an mmWAVE WPAN may consist of multiple piconets, and the support of
inter-piconet communications is essential for data deliveries. One feasible approach for
inter-piconet communications is “relaying”. The concept of relaying is simple, while
its design is complicated. This is due to the beamforming technique [7]. Beamforing
utilizes multiple antenna elements:to form a beam toeard a certain duration with
increased signal strength, and the Significant signal degradation can be compensated.
With beamforming technique, nodes can only transmit and receive signals at a specific
direction, which means exploiting spatial channel reuse among data flows can improve
scheduling efficiency and channel utilization. How to select relays to improve the
degree of spatial channel reuse, and increase the system throughput are our major
concerns. To this design goal, scheduling should be designed jointly with relay
selection. We use Fig. 1.3 as an example to illustrate how relays affect the scheduling
efficiency. Herein we name a flow whose sender and receiver locate in different
piconets an “inter-piconet flow”; otherwise, it’s an “intra-piconet flow”. In Fig. 1.3, f;

and f, are intra-piconet flows; f; and f, are inter-piconet flows.



Piconet 1 Pigonet 2

() Device  (0) Relay candidate —— Flow
Figure 1.3 An illustration of inter-piconet flows, intra-piconet flows, and relay
candidates

Considering piconet 1, N; and N, are two available relays of f; and f,. If both
fz and f, select N; (or N;) to be the relay, two CTAs are utilized (one is for f;
and the other is for f,) for data transmission. Another assignment is that f; and f,
have distinct relays. Considering that N, _is the relay of f; and N, is the relay of f,,
since N; ‘s reception is interfered with | f;, these three flows still utilize two CTAs (one
isfor f; and f,, and the other is for_f3) totransmit data. If f; and f, select N, and
N, respectively as the relays, f;, f; and f; are interference-free flows and can be
scheduled in the same CTA.

In this paper, a joint relay selection and scheduling algorithm is designed for
mmWAVE WPANSs. The objectives of the designed joint algorithm are to exploit the
characteristic of beamforming technique, maximize the degree of spatial channel reuse,
and increase the performance of system throughput.

Scheduling intra- and inter-piconet flows with relay selection is a NP problem
obviously. To simplify our problem, our algorithm can be divided into two phases:
intra-piconet flow scheduling and inter-piconet flow scheduling. In phase 1, we use a
greedy algorithm to schedule intra-piconet flows, and derive a nearly shortest CTAP
which compost of CTAs with flow transmission. In phase 2, based on the result of

phase 1, we modify our objective to minimize the extension of the CTAP to transmit
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both kinds of flows. We design a relay selection rule to find the suitable relay

allocation to meet our target while scheduling the inter-piconet flows.

1.3 Objective

In this thesis, we formulate a framework to find the optimized our problem and
design a joint algorithm of relay selection and scheduling for IEEE 802.15.3c
networks. The contributions of our approach are summarized as follows.

(1) We define rules for relay selection, which is one of the key conditions to improve
the degree of spatial channel reuse.

(2) By taking transmission and reception beam patterns into consideration, the
proposed verification rules of concurrent transmission most exert the advantage of
beamforming technology.

(3) Upon all intra-piconet flows been scheduled, our designed joint algorithm uses the

least channel time extension to-do inter-piconet flow scheduling.

1.4 Thesis Organization

The thesis is organized as follows. In Chapter 2, we study the related work. The
optimization framework is formulated in Chapter 3. In Chapter 4, we present the
designed joint relay selection and scheduling algorithm. Simulation results are
presented and discussed in Chapter 5. We summarize and conclude the work in

Chapter 6.



Chapter 2. Related Work

Research issues recently proposed of 60 GHz communication include physical
implementation and system architecture design, beamforming technical design,
effective performance analysis and improvement, relay selection, and resource
allocation. Our thesis focuses on the resource management and relay selection
between multi-piconet communications.

In IEEE 802.15.3 standard, the PNC uses conventional scheduling scheme that
allocating a unique CTA to one data flow and the interference-free transmission is
guaranteed. The scheduling scheme does not benefit from the usage of beamforming
technology and spatial reuse so the system throughput in 802.15.3 WPAN has room
for improvement. An enhanced IEEE 802.15.3 traditional scheduling scheme to
support simultaneously operating piconets (SOPS) is proposed in [8]. The throughput
is limited because the same superframe is shared by the dependent piconets as we
mentioned in chapter 1; therefore, they defined the CTAs adaptively as normal CTAs
and public CTAs that mitigate the inter-piconet interference and enhance the
efficiency. Against to traditional superframe sharing configuration, each dependent
piconet maintains its own superframe. To avoid beacon collisions in the overlapped
area, the timing of all existing superframes are informed by operating piconet
coordination and beacon alignment. As for interference occurred in CTAP, the PNCs
schedule their intra-piconet flows into the normal CTAs, and these flows can transmit
simultaneously; the PNCs allocate the public CTAs interlaced to transmit the
inter-piconet flows. However, blocking the time interval in one piconet while the
inter-piconet flows transmit in the other piconet is not efficient, so we do some
modification that two flows can be scheduled in a CTA if no interference happened

regardless of the flow types.



A randomized exclusive region (REX) based scheduling was introduced in [9, 10]
to explore the spatial multiplexing gain in mmWave WPANs. The paper derived the
exclusive region (ER) based on the use of omni- or directional antennas to allow
concurrent flows transmission that are favorable in terms of per flow throughput and
network throughput. Every receiver of a flow can draw its ER by computing a
mainlobe and sidelobe of gain. If two flows are mutually outside each other’s
exclusive regions, the flows can be scheduled to the same time duration to transmit. In
REX, one flow is selected to be scheduled in a time slot; then, all remaining flows are
verified according to the ER condition to discover spatial channel reuse-capable flows.
The paper proposed an effective scheduling idea, but the PNC has to measure the
channel gain to manage those flows. Though concurrent transmission is considered,
inter-piconet communications and relay: selection are not addressed.

Effective throughput of mmWave WPAN deploying relay was studied in [11].
Taking the impact from concurrent transmission into consideration, they proposed a
deflection routing algorithm to maximize the effective throughput. By collecting the
co-channel interference (CCl) periodically, the PNC maintains a table consisting of all
the potential CCI to and from each and every link, and the PNC determines the
suitable relay node and timing for requesting flows. In [12], the authors further
formulated the scheduling problem and transfer this problem as a max-weight
matching problem of a bipartite which can be solved by Kuhn-Munkres algorithm.
However, devices send periodical probing signals so that the overhead gained
inevitably. The contributions of these papers only work on the intra-piconet flows, and
they do not feature the characteristics of directional antenna. [13] classified
communications into two categories: direct path and relay path, and propose a
deflection routing scheme. Both share the channel resource when

signal-to-noise-plus-interference ration (SINR) of a receiver is acceptable. This
8



method improves the effective throughput by sharing time slots for direct path with
relay path. The authors also propose Virtual Time-Slot Allocation (VTSA) to allow
multiple flows concurrently transmitting in per slot basis. By maintaining the CCI
table, the PNC assign the flows with less CCI value to share the same CTA. The CTA
sharing the same channel resource with primary CTA is named a virtual CTA. The
CTA is reusable and the throughput is improved. PNCs collect the information of
co-channel interference to do relay selection, while the cost of probing channel
statuses is high.

In [14], the authors proposed a joint link scheduling, channel assignment, and
routing scheme for the 60 GHz multi-channel wireless mesh networks with directional
antennas. They first designed a linear programming framework to model the network
throughput of multi-channel multi-radio” wireless mesh network and then study the
routing optimization problem. It also proposed a heuristic greedy algorithm to obtain
a feasible solution to approximate the optimal network throughput. Te greedy
algorithm went to estimate the flow rate of each link on a channel in a CTA and
schedule the link flow every CTA. Once collecting every possible link and channel
information in the mesh network, the PNC will assign first flow to the channel that
can provide maximum flow rate and assign next flow with second highest rate that
would not interfere to those scheduled flows in the same time slot. This paper
considered multiple channel assignment which is not the issue in our research.

Since the duration of superframe is not fixed but limited to 20 ms, the time
division also plays a role in improving system throughput. In [15], the paper studied
the throughput of the 802.15.3c WPAN system that is based on the hybrid multiple
access of CSMA/CA (CAP) and TDMA (CTAP). From the analysis, the authors found
that the throughput is significantly affected by the access time of CAP even if data

transmission is mainly performed in CTAP. A tradeoff occured while a large access
9



time of CAP could reduce data transmission collisions; however, it would lead to
degradation in the throughput since the data transmission time in CTAP was reduced
relatively. Otherwise, lower the access time of CAP would not benefit the system
throughput. The increasing data transmission collisions along with the shorter CAP
would also lead to a reduction in the throughput due to an increase in the unused data
transmission time in CTAP because of the failure of data transmission channel release
in CAP. The paper provided the approximated optimum access time of CAP with
different contending devices for maximizing the throughput. Moreover, it introduced
throughput improvement through a reduction in the failures of data transmission
channel release. In our simulation part, we set our parameters refer to the analysis

result of this paper to gain our throughput.
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Chapter 3. Problem Formulation

In this section, we formulate a non-linear programming framework to find the
optimized relay selection and flow scheduling which minimize the extension of total
transmission time and maximize the system throughput. Our proposed framework is
applicable to the muti-piconet communications with directional antennas and
time-sharing in a superframe. We first define our object and then develop the

constraints. The symbols and notations we used are listed in Table 3.1..

3.1 Framework Objective

As we mentioned in Chapter 1, our algorithm is divided into two phases. In
phase 1, we optimally schedule intra-piconet flows and minimized the CTAP. After
scheduling all intra-piconet flows, we can derive t;yrra CTA sets which contain the
concurrent transmission intra-piconet flows within a CTA and the CTA duration. We
do not know how many CTA sets will be used finally, so we allocate every hop of all
inter-piconet flows a virtual CTA of which-the duration is initially zero at first. The
duration of the virtual CTAs will be assigned after we schedule the flows in. We
assume there are t CTAS that t=t;yrratt;nter @Nd tyrer €quals to the sum of the
inter-piconet flows.

Here we list the assumptions and givens before optimization.

(1) The piconet path of an inter-piconet flow is given but the relay node is undecided.
That is, we only know the flow would pass through which piconets but relay
nodes. We also get the hop number of an inter-piconet flow from the piconet path.

(2) The piconet topology, flow requests (including the senders and receivers), DEVS’
type, and relay-capable DEVs are known by the PNC of that piconet. The
reception and transmission beam width are set to be the same.

(3) We assume all piconets in the system are synchronized by control messages.

11



(4) After scheduling in phase 1, the minimized CTAP, CTA sets and their time

durations are given.

(5) We schedule the inter-piconet flows hop by hop, and take the last hop of an

inter-piconet flow as an intra-piconet flow.

We seek to minimize the extension of CTAP and the extension can be caused by

scheduling the inter-piconet flows into either the existing CTAs with intra-piconet

flows or the virtual CTAs and turn them to real. Let A¢ be the time of CTA,

extended by flow i. The object is

Min. ,er AL
1, VSi €S
S.t. E+(Si) — E_(dl) = 0, V Vi ¢S,D
1, Vd,eD

Y Xrer ter Xir = tINTER
xitrz[AHii’dj > <p] U [AHZ;'_'S" > (p], Vj € intra-piconet flow in CTA,
yfr:[Aasdj s (p] U [AGZ’S" > (p], Vvj € intra-piconet flow in CTA,
xitT‘ : yitr =1
xlpr + Za,b:si or d; xéb <1

At = {(tfi — CTA,) xitryl?:r’ if by, > CTA;
i

0, otherwise
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Table 3.1 Symbols and notations used in formulation
At Time extension of CTA; by flow i
T CTAset, T={CTA;, CTA,, ..., CTA}, t=t;nrrattinrEr
t;ntra | Number of CTAs for all scheduled intra-piconet flows
t;nter | Number of the inter-piconet flows
E*(s;) | Set of outgoing flow number on device s;

E~(d;) | Set of incoming flow number on device d;

S Set of senders

S Sender of flow i

D Set of destinations

d; destination of flow i

R Set of relay candidates

xt., yt. | Flow i’s identifier, flow i selects relay candidate r of the requested hop in
CTA,.

xt, Intra-piconet flow scheduled in CTA,

tr, Flow time of flow i

) Beam width

A8)* | Angle between two vectors xy and Xz

Then, we introduce two classes of constraints that the relay selection and flow

scheduling have to satisfy and optimize the object.
® Constraints for Basic Relay Selection

In this part, we list two basic constraints that the feasible solution has to follow,
but decisive constraints for the best relay selection are derived in next section.
1. Single path constraint

Although the piconet path of a flow transmission is known and there are several
relay candidates can be selected, the multi-path issue is ignored in our research. Only
one path is determined by the formulation. We use E*(s;) and E~(d;) to denote the
outgoing and incoming flow set of device V; If the device is a sender instead of a
receiver, E*(s;) and E~(d;) are 1 and O respectively, and vise versa; if the device is
a relay node for more than one flow, then the sum of outgoing flows is equal to the

13



sum of incoming flows. The constraint is shown in (2).

2. Path guaranteed constraint
We have to guarantee all inter-piconet flows are all well scheduled with adequate

relay nodes. For flow i, the xf. is an identifier that means a flow i taking relay node r

transmitting in CTA,. The sum of flow identifiers in CTAs and for all flows should

equal to the flow requests and the constraint can be expressed as (3).

® Constraints for Optimal Relay Selection and Flow Scheduling

3. Interference-free constraint

Flows can transmit data simultaneously if two flows do not interfere to each
other. Here we define an interference-free condition; two flows can be scheduled in
the same CTA if they satisfy the condition. A receiver only accepts signals in a certain
beam direction, because it equips a directional .antenna. We assume the reception and
transmission beam widths are ¢.

Let (s;, d;) and (s;,d;) be the senders and receivers of flow f; and f;. The
interference-free condition is twofold:

(1) If s; (or s;) is not located in d;’s (or d;’s) reception beam, d; (or d;) cannot
hear the signal from s; (or s;) and two flows do not interfere with each other.

(2) If (1) is not satisfied, but d; (or d;) is not located in s;'s (or s;'s) sending beam,
then f; and f; still do not interference. Otherwise, f; and f; can not be
scheduled in the same CTA.

The inter-piconet flow scheduled in a CTA has to verify the interference-free
condition with all intra-piconet flow within the CTA. We use the symbol A8.)”* to

represent the angle between two vectors xy and xz, and according to the

_, Wz

xy|xz|

trigonometric function, A8)* = cos

For flows f; and f;, we can derive

Si,Sj

four angles, Aeii’dj, Aeii'dj, A6,

, and AH(Z’S" . In (4), if s;’s transmission beam

14



does not cover d; or s; does not located in d;’s reception beam, then x{, is set to
be 1. On the other hand, if s; and d; follow the condition, yt. issetto be 1in (5).
Constraint (6) shows that flow i takes relay r in CTA, if (4) and (5) are satisfied.
4. Half-duplex constraint

We assume every DEV direct to a beam sector only, and apply the half-duplex
constrain of the wireless communications to 60GHz WPAN. That is, more than two
flows share the same DEV can not be scheduled in a CTA, which also means that a
DEV can either be a sender or receiver of one flow in the same time duration. We
derived the constraint as (7), where x!, denotes the scheduled flow in CTA,.
5. CTAP extended by flow i

This constraint couples CTAP extension with scheduling result and this is also a
key constraint that decides which relay ‘and:transmission timing combination. If an
inter-piconet flow with relay r is allocated in CT A, it may increase the time and also
affect the accommodation to other flows. The CTAP extension is correlated to the
CTA extension and new CTA allocation by scheduling each inter-piconet flow. In (8),
if flow i is scheduled and the transmission time is larger than the CTA duration, the
extension time is the differences of the two.
® Complexity

If there are m relay candidates, n inter-piconet flows, and t CTAs for intra-piconet
flows, the complexity of finding the optimal solution is O(n!m™n(t + n)). The
computation includes n! scheduling orders, m™relay selection combination, and
each flows has (t + n) CTAs can be scheduled in. Obviously, the optimization is a NP

problem, and the computation in a PNC would cause large power consumption.

15



Chapter 4. The Designed Joint Relay
Selection and Scheduling Algorithm

In this section, we introduce the designed algorithm in detail. We consider a
WPAN which consists of multiple piconets, and intra-piconet and inter-piconet flows
coexist in this network. The operations of nodes’ joining and leaving a piconet, PNCs’
announcements of their existence, axis alignment, and positioning are described in [5].
Nodes in this WPAN are classified into three types: PNC, relay-incapable, and
relay-capable. The node which initiates a piconet acts as a PNC. Nodes which can
receive beacons from at least two PNCs are relay-capable nodes. Nodes which are
neither PNCs nor relay-capable are relay-incapable nodes.

Moreover, the “beam width” and “azimuth angle” represent the covered angle of
the beam pattern, and the angle between the direction of the beam and the X-axis in
azimuth plane, respectively. In our-algorithm, we assume the transmission beam width
and the reception beam width are ¢; the transmission azimuth angle and the reception
azimuth angle of flow i are denoted as 6} and 67, respectively. Moreover, let A8,

be the included angle of two vectors zx and Zzy.

4.1 CTA-based relay selection

We first give five definitions and then explain how to select a relay for an
inter-piconet flow in a specific CTA.
1. Interference-free

Refer to the interference constraint (4)-(6), two flows are interference-free if they
can be scheduled in the same CTA. As shown in Fig.4.1, f; (the sender is N;, and
the receiver is N,) and f; (the sender is N3, and the receiver is N,) are

interference-free flows, while f; and f;, (the sender is Ns, and the receiver is Ng)
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interfere with each other (due to N, can hear the signals sent by N;).

. . N3,Ny N1,N3
For flows f; and f;, we can derive four included angles A6y*™, A6y ",

AHII\\,IIZ‘N‘*, and AH,'\\,';’N3. The condition that f; can transmit data simultaneously with

f; is neither N, can receive N,;’s signals nor N, can receive N; ‘s signals.
Specifically, N, cannot receive N;‘s signals only when (a) N, is not located within

the reception beam of N,; or (b) N, is not located within the transmission beam of

N; . For condition (a), the induced angle A8y must be bigger or equal to half of

the reception beam width (i.e., %); otherwise, for condition (b), the induced angle

AH,’\\,’f’N“ must be bigger or equal to half of the transmission beam width. Taking the

effect of side lobes into consideration, we double the angle threshold to be ¢.
Similarly, in order not to receive Ns*s signals,, N, must be located outside the

transmission beam of N; or N5 must be located outside the reception beam of N,.

Therefore, the induced angles AB,'\\,';’N3 or AH,’\\,’:‘N“ must be larger or equal to the

Figure 4.1 Interference-free: an example
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reception beam width and the transmission beam width, respectively. In short, the

condition of interference-free is in (9).
(265" = @)11(2637" = 9)), and

(203" = p)11(a032" = 0)) ©)

2. Concurrence restricted extent

For a relay-capable node in a specific CTA, the concurrence restricted extent is the
area in angles which cannot be the reception azimuth angles of this node to avoid
interfering with existing scheduled flows. Herein ©,; indicates the concurrence
restricted extent of relay-capable node i in CTA j. Herein, ©;; = (a,b) means that
the reception azimuth angles of node i iniCTA j cannot be any value between a and b;
(a,b) U (¢,d) indicates the wunion of  two ~angle sets. We first use a

2-intra-piconet-flow case to explain ‘how to derive ©,;, and then generalize our

g
derivation.

In Fig. 4.2(a), there are two intra-piconet flows (f; and f,) and one inter-piconet
flow. Since f; (the sender is N, and the receiver is N,) and f, (the sender is Nj

and the receiver is N,) are interference-free, both are scheduled in the same CTA, say

CTA;. We assume that Ns is a considered relay of the inter-piconet flow, and 6; and

0, are the azimuth angles of vectors N;N; and NsNs. It’s obvious that, if Ng is not

covered by the transmission beams of N; and N; or Ng’s reception beam does not

cover N; and Nj, the PNC can schedule these three flows in CTA,. We consider two

cases: the transmission beams of N; and N; overlap and do not overlap.

(@) The transmission beams of N, and N; overlap: the criterion that two beams
overlap is |8; —6,]| < 2¢ (shown in Fig. 4.2(a)). The concurrence restricted

extent of N: , which is colored green, is in (10).
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(a) Overlapped transmission beams  (b) Non-overlapped transmission beams
Figure 4.2 Concurrence restricted extent: an illustrative example

6,+6 6,-6 6,+06 6,-6
@5'1:(122_(| 12 2|+(,0),122+(| 12 2|+(P)) (10)

(b)The transmission beams of N; and Nz do not overlap: ©5,, which is shown in
Fig. 4.2(b), is simply in (11). In both situations, we block 2 ¢ to satisfy the
interference-free condition.

61—, 0.+9)U(0; —9,0,+9) (11)
Now we generalize our derivation by considering n intra-piconet flows allocated in

CTA:. These n intra-piconet flows are sorted by the decreasing order of the azimuth

angle, and thus 8, <6, <--- < 6,. Since transmission beams may or may not

overlap, we further assume that these n beam patterns are grouped into m beam sets,
where m < n. The i"™ beam set consists of n; overlapped transmission beams, and

thus Y72, n; = n. The generalization form of 05, isin (12).

_ 9n1+91 (|9n1_91| ) 9n1+n2+9n1+1 |6n1+n2_6n1+1|
95,1—< —t(—5—te))U . + - +¢))|u..u

Onq+ng 4t 1 +110n Oni+ny+tny, 1 +1—0n
1+tn2 2(m 1) i<| 1+tnz 2(m 1) |+(p> (12)

3. Set of relay candidates
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Considering allocating inter-piconet flow i in CTA j, all qualified relay-capable
nodes form the set of relay candidates, which is denoted as S;;. To be a
relay-candidate node, the reception azimuth angle of a relay-capable node is not in the
concurrence restricted extent, and the transmission azimuth angle does not interfere
with any receiver of the scheduled intra-piconet flows.

An example is shown in Fig. 4.3(a). In this example, two piconets form a WPAN.
In this network, there are 11 nodes, two intra-piconet flows (f; from N, to N,; f,
from Ns to Ng), and two inter-piconet flows (f; from N; to N,; f, from N, to
Ng). Ny, N;,, and N;; are three relay-capable nodes. The transmission and
reception beam widths are 30°. We assume the PNC of piconet 1 schedules f; in
CTA;. For f5, the concurrence restricted extent of N, is the blue sector. Since the
blue sector covers N5, No is not qualified to be a relay candidate of f;. Moreover,
since the transmission beams of N; and N; do not cover (N,,, N;;) and N,,

reSpeCtIV9|y, 53'1 = (Nlo, Nll)' Slmi|al’|y, 54,1 b/ (Ng, NIO' Nll)'
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(b) Case 2: N; selects Nj; to be the relay

Figure 4.3 Set of relay candidates: an illustrative example

4. Concurrence index

Each relay candidate is assigned a concurrence index and this index is exactly
utilized to select a relay for an inter-piconet flow. Assume that there are m relay
candidates for an inter-piconet flow in CTA;. The concurrence index of relay

candidate k is calculated as in (13).

IRy ier(2m=0; )
(m-1)2m

I k=12, ..,m (13)

5. CTA-based relay designation

For each inter-piconet flow in a specific CTA, the PNC designate the node which
has the largest concurrence index among all relay candidates to be the relay.

We use Fig. 4.3 again to illustrate how to select a relay. If N; selects Ny, as its
relay node, the concurrence restricted extent of Ny is 90° (i.e., 3¢, the green sector

in Fig. 4.3(a)), while it is 60° for N;; (i.e., 2¢, the purple sector in Fig. 4.3(a)).
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4m—150°

Therefore, I, = = 0.792. On the other hand, if N5 selects N;, as its relay,

the concurrence restricted extent of Ny and N;, is 90° (shown in Fig. 4.3(b)).

Therefore, 14 =4”:T20°= 0.833. Since I;; > I;,, the selected relay for f; in

4.2 Scheduling Algorithm

Our scheduling algorithm consists of two phases: the first phase is to allocate
channel time to intra-piconet flows, while the second phase is to serve inter-piconet

flows. For each piconet, the PNC performs phases 1 and 2 operations in order.

1. Phase 1: intra-piconet flow scheduling

The PNC first sorts all intra-piconet flows and the last hop of the inter-piconet
flows in decreasing order of the required-channel time. The flow which has the
longest required channel time among all will be scheduled first. A new intra-piconet
flow can be allocated in a CTA if it is interference-free with all existing flows. When
none of existing CTAs can accommodate this new intra-piconet flow, the PNC
allocate a new CTA to the flow. The detailed operations are in [6].

After performing phase 1 scheduling operations, we assume that all intra-piconet
flows utilize n CTAs for data delivery. Let ¢; be the time duration of the i™ CTA.

From [6], we know t; > t, = - = t,,.

2. Phase 2: inter-piconet flow scheduling

After serving all intra-piconet flows, the PNC then starts to schedule inter-piconet
flows. Similarly, all inter-piconet flows are sorted in decreasing order of the requested
channel time, and the inter-piconet flow which has the longest requested channel time
will be scheduled first.

Assume the PNC will schedule m inter-piconet flows. Let f;, f, ..., fin represent
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the sorted flows, and their requested channel times are ty, tf,, ..., tr , and ty = tp, =
2t

Briefly speaking, for each inter-piconet flow f;, the PNC first searches all CTAs in
order to find the possibility of allocating f; in existing CTA by performing the
interference-free verification, and concurrence-restricted extent derivation. When
discovering a CTA which has non-empty set of relay candidates, the scheduling for f;
completes. The detail steps are summarized in the following and the pseudo code is
shown in Fig.4.4
Step 1.
For f;, the PNC performs the verification of interference free, derives ©,, and S ;.
If $;, =0 , then the PNC derives ©,, and S;,. This process keeps till the PNC
discovers a non-empty S, j,1 < j < northe PNC has verified all n CTAs.
Step 2:
If discovering a non-empty §,; ;, 1'< j < n, the PNC allocates f; in CTA;, calculates
the concurrence index of each relay candidate, and designates the one with the largest
index value as the relay node. The calculation is introduced in Sec. 4.1. Besides, the
PNC sets the CTA time duration to be t; = max (t;, t,) and re-sort this CTA to keep
CTAs in decreasing time order.
Step 3:
If none of CTAs can accommodate f; (i.e., $;;v; = @), the PNC allocates a new
CTA(i.e,, CTA 1) t0 f; ,Sets t,,q = tp, re-sorts CTAs, and updates the number of
CTAs to be (n+1).
Step 4:

The PNC treats the scheduled inter-piconet flow as an intra-piconet flow.

Step 5:
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The PNC keeps performing steps 1-4 on £, f3, ..., fim.

We use the example in Fig. 4.3 again to illustrate the operations of the designed
joint algorithm. In Fig. 4.3, the required transmission times of f;, f,, f5, and f, are
0.7 ms, 0.5 ms, 0.6 ms, and 0.3 ms, respectively. After phase 1 scheduling, the PNC of
piconet 1 allocates CTA; to f; and sets t; be 0.7 ms; the PNC of piconet 2 also
allocates its CTA; to f, and sets t; be 0.7 ms, as shown in Fig. 4.5. The PNC of
piconet 1 then performs phase 2 operations to schedule f; and f,. Since tr, > t,,
the PNC schedules f; first. As we previously described, N;, and N;; are two relay
candidates of f; and I,; > I, thus N;; acts as the relay node of f;. The PNC
allocates f; in CTA; without modifying the CTA time. Now f; is viewed as an
intra-piconet flow of piconet 1, and the PNC re-checks the concurrence restricted
extent and the set of relay candidates for f,.-Since N, is not in the green and the
blue sectors, and f, is interference-free with  f; and f3, it can be scheduled in CTA;,
and its relay candidates are Ny and Nj,. The concurrent restricted extent of Ny and
N;o is (60° 4+ 30° 4 20° = 110°) and (60° + 30° + 10° = 100°), respectively. The

2m—110°
27T

2m—100°

concurrence index of Ny is Iy = = 0.694 for

= 0.722, while it’s

N, ,. Therefore, the PNC designates N, to be the relay of f,.

To schedule the second hop of f; and f,, the PNC of piconet 2 can only allocate
CTA, to f3, and thus t, = 0.5 ms. Similarly, the PNC performs phase 2 operations
on f, and discovers that f, can be allocated in CTA, without interfering with f;.

The scheduling result is summarized in Fig. 4.5.
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Phase 1:
Schedule intra-piconet flows and the last hop of inter-piconet flows using algorithm in [6]
Phase 2:

Joint relay selection and scheduling algorithm

Input: n inter-piconet flows
(fir tr,): flow 1D and request channel time, i=1,2, ..., n
m relay candidates
Ry relay candidate k, k=1,2, ..., m
beam width ¢
T CTAs with intra-piconet flows
{f};: flow set scheduled in CTAj,j=1,2, ..., T
ti:durationof CTAj,j=1,2, ..., . t; > t, > >t
1: for all flows
2: Sort fi,i=1tonand tf > tg, > > tp;
3for (fi, tr,), 1=1,2,...,n
4:  for ¢, j=1tot

5 Compute S;; and 0 j);

6 if S;;+ @

7 Allocate f; in CTA;;

8 for R, k=1tom

9 Calculate I;

10: Relay node of f; =arg max I;
11: if tr, >t

12: t =ty

13: break;

14:// If the inter-piconet flow can not be scheduled in the exist CTAs,
PNC will allocate one new CTA for that flow

15 if f; € CTA;,Vj

16: T=1+1;

17: Allocate f; in CTA;;

18: ty =ty

19: for R, k=1tom

20: Calculate I;

21: Relay node of f; =arg max I;

22: {f};: fi; l[Treat the scheduled flow as an intra-piconet flow
Figure 4.4 Pseudo code of joint relay selection and scheduling algorithm
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Piconet 1 Piconet 2

CTA1 CTA1 CTA2
Phase 1
scheduling { (f,, 0.7ms) = (f2, 0.6 ms)
results
Phase 2 (fs, 0.5 ms) (f3, 0.5 ms)
schedulin
results ’ (f4, 0.3 ms) (fa, 0.3 ms)
t1=0.7 ms t1=0.6 ms, t2=0.5 ms

Figure 4.5 The scheduling results of the example in Fig. 4.3

® Complexity

The complexity of the joint algorithm is O(n3). Compare to the optimal solution,
the joint algorithm can greatly decrease the complexity and the computation time.
Although the scheduling result is not the best assignment, the differences are quite

small and we show the comparison of utilized channel time in the simulation part.
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Chapter 5. Performance Evaluation

In this section, we evaluate the proposed scheduling algorithm by developing
simulation experiments. We first describe our simulation environment, performance

metrics, and the discussion results.
5.1 Simulation environment

Table 5.1 Parameter settings

Parameters Value
Piconet area 10mx10m
Number of piconets 4

Number of nodes per piconet 25

Beam width (y) 15° ~ 30° ~ 45°
Beacon time duration (t,) 1ms

CAP time duration (¢.) 2ms

MCTA time duration (¢,,,) 0.3 ms
Guard time (a)) 25ns

Max. superframe time duration 20 ms

Flow transmission time (¢(fi;x)) | 0.1ms~1ms
Data rate (r) 1 Gbps

Here we compare the performance of the designed joint relay selection and
scheduling algorithm with CTAP-minimized scheduling [6] with randomly selecting
relay nodes for inter-piconet flows. In particular, we investigate two variations of
CTAP-minimized scheduling algorithm: randomly selecting one relay for all
inter-piconet flows (denoted as 1 relay + CTAP_minimized), and randomly selecting
one relay for each inter-piconet flow (multiple relay + CTAP_minimized). In our
simulation, we consider a 4-piconet chain topology, and each piconet has 25 nodes.
Parameter settings in the following experiments are listed in Table 5.1. Refer to [15],
we set the CAP time duration to 2 ms to gain our throughput. Each simulation result is
the average of 30 runs. Utilized channel time (T), system throughput (p) and

spatial-directional reuse degree (y) are three observed and discussed performance
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metrics. Their definitions are in the following.
1. Utilized channel time (T): the utilized channel time to schedule all flows, and it is

calculated as

T =ng(ty + tc + ty + 34,) + 2?;1[252'1(@,] + At)],
where ng is the number of consumed superframes; t,, t., t,, and A, are the
time duration of a beacon, CAP, MCTA, and interframe guard time, respectively.
m; and t;; are the number of CTAs in the i superframe, and the j™" CTA time
duration of the i frame, respectively.
2. System throughput (p): the aggregated transmission rate of the considered WPAN
and its unit is Gbps upon all nodes operating at the same transmission data rate r

Gbps, then the system throughput is

ng «Mi «mi,j
T X2 2 Ye2q ti k)

p= - :

where n; ; and t(f; ) are the number: of flows which are scheduled in the "
CTA of the i" superframe, and the channel time requirement of the k™ flow in the
j™" CTA of the i" superframe.

3. Spatial channel reuse degree (y): the number of scheduled data flows per data

transmission time unit (ms), and its definition is

1 Zns m; Mij
nsm; i=14j=1 ti,j1

y:

5.2 Simulation Result

The performance of consumed channel time upon varying the number of flows
and ¢ = 15°, 30°, and 45° is shown in Fig. 5.1. In general, the designed joint relay
selection and scheduling algorithm performs better than CTAP-minimized scheduling
algorithm. Moreover, 1 relay performs the worst among all due to it only uses one
relay node. Inter-piconet flows wait for the relay to be served in turn. As the beam
width increases, the performance gap between the two algorithms also increases.
Specifically, compared with CTAP-minimized with random relays, our algorithm
achieves 22.2% performance improvement when setting ¢ = 15°, and this
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improvement further increases to 31.1% and 37.6% when setting ¢ = 30° and
@ = 45°. The reason is that, when the beam width is small, the interfered areas of
transmission and reception beams are small, thus even randomly designating a relay
node to serve an inter-piconet flow, the PNC can find a suitable CTA to schedule this
flow without interfering with existing intra-piconet flows. On the other hand, when
the beam width becomes 30° or 45°, the probability that none of CTAs can
accommaodate this inter-piconet flow is high. In such a situation, the PNC allocate a
new CTA for this inter-piconet flow, and thus the total utilized channel time increases.

The performance of system throughput is in Fig. 5.2. As we expected, our
algorithm performs the best among three approaches. This demonstrates that the
metric of concurrence index provides efficient interference avoidance.

The performance of scheduling efficiency is shown in Fig.5.3. Generally speaking,
as the beam width increases, the reuse degrees of three approaches diminish. In
particular, the degradation of CTAP-minimized scheduling with one relay node is the
least among three approaches. The reason is that the reuse degree is mainly limited by
the relay node, not the beam width and the concurrence restricted extent. Contrarily,
compared with our joint algorithm, the reuse degree of CTAP-minimized with
multiple relays is affected by the positions of selected relays. The factor of random
relay selection results in at most 23.71% ((6.03-4.60)/6.03=23.71%) performance
difference.

In Fig. 5.4, we compare the performance of our algorithm and the optimized result.
Since the optimization problem is a NP problem, we can use the brute-force method to
try on every feasible solution. Limited by the simulation time, we simplify the
environment to 2 piconets and the maximum flows to 30 flows, and other parameters

are the same. The result shows that the differences grows largest while the beam
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width is 45° . It is because a not suitable relay selection of a flow will block more
concurrent restricted extent and let more inter-piconet flow scheduled in a new CTA.
The degradations of our heuristic algorithm are 10.63%, 15.02%, and 23.02% while

the beam width are 15° , 30" , and 45° , respectively.
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Figure 5.2 The system throughput v.s. the number of flows upon ¢ =30° andr =1
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Figure 5.2 The utilized channel time v.s. the number of data flows (Optimized
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32



Chapter 6. Conclusions and Future Work

In this paper, we explained the necessity of inter-piconet communications in a
WPAN. Inter-piconet communications can be realized by utilizing relays. We further
showed that relay selection impacts on the system performance. Based on our
observation, we designed a joint relay selection and scheduling algorithm which can
deal with both intra-piconet and inter-piconet flows. The joint algorithm consists of
two phases: the first phase is to schedule intra-piconet flows; the second phase is to
schedule inter-piconet flows. Relay candidates are screened through the verification of
“interference-free” and the derivation of “concurrence-restricted extent”. When
multiple relay candidates are available, “concurrence index” is used to designate the
most suitable relay.

We conducted simulations to evaluate the performance of our algorithm. The
simulation results showed that, ‘compared with CTAP-minimized with randomly
multiple relays scheduling algorithm, our algorithm achieves 20%-40% improvement
in utilized channel time, system throughput, and spatial channel reuse degree.

We design an algorithm including the relay selection and inter-piconet flows
scheduling to minimize the CTAP extension and improve the system throughput in
IEEE 802.15.3c networks. The flows we consider here need better QoS. They request
sufficient resource, and PNC guarantees different CTA duration to serve those flows.
However, in practical, the 802.15.3c networks are also applied to real-time
transmission. In this application, the flows requests are usually best effort. We have to
design an algorithm which considers the service type of saturated flow request or
real-time flow request. We assume the CTAP duration and the number of time slot in
CTAP are fixed, and our goal is to divide the CTAP into several CTAs with the same

duration and group all requested flows (intra- and inter-piconet flows) to concurrently
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transmit in those CTAs. Our challenge is how to decide the bottleneck piconet in
which each flow can obtain the less resource and limit the inter-piconet flows’
transmission. The relay selection is important because the best relay selection can let
most flows without interference transmit simultaneously. If less groups share a
superframe, the groups can get more resource. The basic design concept is to
maximize the group members and minimize the group number. In general, the
protocol components must contain the relay selection scheme, grouping algorithm,

and bottleneck piconet detection.
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