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Photo Tagging Recommendation Using Group Prior

on Social Network

Student: Yee-Choy Chean Advisor: Prof. Suh-Yin Lee

Institute of Computer Science and Engineering

National Chiao Tung University

Abstract

In social networking sites, photo images that are‘captured in the daily life occupy
a large proportion of web contents since most of people like to upload their photos to
share their activities. For sharing a photo with the people appearing in this photo, the
users have to manually tag the people with their names, and then the system will
recommend this photo to the people immediately. Thus, face tagging becomes a
mechanism for photo sharing on the social networking sites, which makes face
recognition on the social networking sites become a modern and useful application.
Therefore, more and more researches discuss the use of face recognition on the social
networking sites to help people tag the photo automatically. However, traditional
approaches which use face recognition to recognize people in the social network are
not a robust technique for the large number of people and the uncontrolled situation in
photos. Hence, the social contexts, which are kinds of user relationship learned from
the online social network, are adopted to improve the accuracy of face recognition.

In this thesis, we propose a novel system to address the task of tagging

recommendation for a photo. Not only the face recognition technique but also the



relationship among the people on social network is considered. Different from other
studies that just use the relationship between the uploading user and the faces which
will be tagged, we also utilize the group relationship of the faces appear in the photo.
The experiments show that the recognition performance is truly improved employing

the proposed mechanism.

Keyword: face detection, face recognition, social network, social context, photo

tagging
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Chapter 1. Introduction

More and more photos are captured in our daily life due to the ubiquitous
presence of capture devices such as digital camera, mobile phone, and camcorder. It is
possible that we capture thousands of photos in a travel, which we could not imagine
before. Along with the exposure of the large number of photos, most of the photos are
just stored in the computer because it is difficult to manage the photos manually.

Nowadays, social network becomes a new popular platform for people to interact
with each other. Thus, the users of social networks upload their photos onto the social
network not only for sharing their life experience but also jogging their own memory.
Moreover, users can tag the peopleappearing in a photo with their names so that the
system can notify the tagged users-and get-a good way to manage and search the
photos easily afterward. However, tagging all uploaded photos is a time-consuming
task for general users. Hence, if some tags can be recommended automatically by the
system, users can accomplish the ‘taggimng much quickly. For that reason, with the
benefits arising with social network development, the photo tagging recommendation
is the goal to achieve in this thesis.

To provide an appropriate tagging recommendation, using the face detection and
recognition to identify the people in a photo is a direct method to achieve this goal.
However, with the increasing number of people, the features of faces are insufficient
to distinguish the difference between them. As a result, the accuracy of face
recognition decreases when the number of people increases. In addition, uncontrolled
situation such as ambient illumination and capture angle of faces are also the
bottlenecks for practical face detection and recognition. Furthermore, most of people

might use the graphics editing program to make the photos look better before
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uploading.

In general, to recognize the people in a photo, we can quickly make judgments
regarding many aspects including their demographic description and identity if they
are familiar to us. Some questions related to the activities of, emotional states of, and
relationships between people in a photo can be answered by us. In other words, we
draw conclusions based on not just what we see, but also a life time of experience of
living and interacting with other people. Based on the observations, we adopt the
relationship among the people to filter out a portion of people which are more
possible to appear in the photo, and then apply face recognition on the filtered people.
In real world, it is difficult to quantize the relationship among people. Thanks to the
rapid development of social network, the  relationships between people can be
retrieved by their interactions. on the social network. For instance, if person A and
person B usually appear in photos simultaneously, we can say that person B is closer
with person A than others people. Afterward, when person A uploads a new photo, the
probability of appearance with-user B is higher than other persons. This kind of
information becomes a complementation when we recognize a person in a photo.

In social network, the data which we use to retrieve the relationship is called
social context. Two kinds of social context are used in our thesis: the number of
co-occurrence of two persons in a photo and the number of common friends that two
persons share. The relationship can be evaluated from the social contexts, and we are
able to apply the relationship on the face recognition. For example, we define a photo
that is going to be tagged as the query photo and the faces in the photo as the query
faces. Assume that the person uploads a photo with one face already tagged. We can
find a group of people that are related to that person of the tagged face, and only the
people in the group need to be considered in face recognition. As a result, we can

recommend a list of people who are more possible to appear in the photo for the faces
2



that are not recognized yet. In existing studies, only the relationship between the user
who uploads the photo and other users are considered. Actually, the relationship
among the people in a photo is also an important cue to recommend a list of people.

In this thesis, for a query photo, we assume that the uploading user has tagged
one face, termed as the known face and our goal is to find a group of people who are
related to the identity of the known face. The people are retrieved from their faces by
using face recognition at first. Then the relationships among the people are evaluated,
and a list of people is recommended to the photo tagging.

In experiments, we use the photos on Facebook from 94 volunteers to
demonstrate the performance of the proposed framework, and satisfactory
experimental results are obtained.

In Chapter 2, we review previous works on tag recommendation using face
detection and face recognition: In Chapter 3, we present our proposed system,
including Face recognition and social context used. Chapter 4 shows the experimental

results. At last, we will make a conclusion and discuss the future work in Chapter 5.



Chapter 2. Background and Related Work

Social network [1] is a social structure made up of people, which are connected
by socially-meaningful relationships. Because of the ubiquitous presence of digital
capturing devices such as digital camera, mobile phone, camcorders, most people
upload their personal photos onto the social networking sites not only for sharing their
life experience but also jogging their own memory. For sharing the photo with each
other on social networking sites, a user will tag the faces appearing in the photo with
their names. It can not only help the system recommend this photo to the users who
we want to share with but also provide a good way to manage and search photo album
easily afterwards [2]. In addition, -analyzing those tags is useful for friend
recommendation [3,4] and tag-recommendation [5-7].

Lots of studies recommend the tags for the photas-only by the image low-level
features [8,9]. For example, the studies which combines the face detection [10-13]
and face recognition [14,15] is «used-to_perform photo annotation automatically.
However, uncontrolled situations such as light, shooting angle and resolution of image
are the bottlenecks for practical face recognition. Besides, for making the photos
looked great, most of the people use the graphics editing program to edit the photo
before uploading. It makes a great challenge for face recognition also.

When we recognize the people in a photo, we can quickly make judgments
regarding many aspects including their demographic description and identity if they
are familiar to us. Some questions related to the activities of, emotional states of, and
relationships between people in an image can be answered by us. Thus, we draw
conclusions based on not just what we see, but also a lifetime of experience of living

and interacting with other people.



In consumer images, Gallagher et al. [16,17] improve the face recognition by
learning the prior probability of different individuals appearing together in a photo. In
addition, analysis of the context in an album is used to improve the recognition also
[18]. Those contexts includes the information related to the photo of the scene
surrounding the person, digital camera context such as location and photo capture
time and the interactions among people. In social networking sites, social context can
be analyzed to obtain the relationships among peoples. Sigurbjornsson et al. [19]
combine information from four contexts: all the photos in the system, photos of a user,
the photos of a user’s social contacts and the photos posted in the groups which a user
in.

In this chapter, we first present the overview of social network. Then, the
previous work of Face Detection, Face Recognition, Auto labeling with group prior,

photo annotation with social .context are introduced in following sections.

2.1 Overview of Social Network

Less than a decade ago, connecting to people meant communicating via snail
mail, fax machine, phone calls and beepers. Communication evolved into email, IM
(instant messaging) and SMS messaging through mobile phones since then. In today’s
ages, as a communication way, social network is undoubtedly a modern day
phenomenon.

Social network provides advancement of communication and self expression
especially. Since millions are logging in a variety of social networks, it is just natural
for businesses to promote their products and services through these social networks.
Social networks could easily group users according to the given information and it is

much easier to send appropriate advertisement to users. Besides, job seekers and those
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who want to promote themselves online have also used social network as a way to
achieve their goal. Many people use social networking websites to post their music,
photos and other works so that their skills could be noticed by other professionals.
They have already achieved fame through this technique and are still using social
network to connect to as many people as possible for self promotion. According to the
data collected by BrandZ [20], with almost 700 million users worldwide, the social
networking giant Facebook.com (FB) [21] was valued at a bit over 190 billion. It
seems like a field with unlimited potential.

In view of the fact that the photos with faces are a large portion of the uploaded
photos, it shows that face recognition on a social network platform is becoming a

important application area.

2.2 Face Detection

Given an arbitrary image, the goal of face detection is to determine whether there
is any face in the image and, if present, return the location of the face in the image
[11].

Human Face detection has been one of the most popular topics in the computer
vision literature, since face detection is the stepping stone to lots of applications, such
as face recognition, face tracking, face verification/authentication and analysis of
facial expressions. The single face detection algorithm proposed by Viola and Jones
[22] has the most impressive impact in 2000’s. It contains three main ideas that make
it possible to perform a successful detector that can run in real-time: the integral
image for fast feature evaluation, classifier learning with AdaBoost [23] for feature
selection and the cascade for fast rejection of non-face windows.

The main concept of integral image is computing the sum of values in a rectangle
6



subset of a grid. Figure 1 and Figure 2 show an example for using the integral image.
When we need to compute the sum of pixels in region D, we can use the points

1,2,34inintegral value. D=4-2-3+1

(x,y)

Integral image

(a) (b)
Figure 1. (a) Original image. (b) Integral image.

Integral image

Figure 2. Use of integral image.

n LR
(a) (b) (c)

Figure 3. (a) Edge Features. (b) Line Features. (c) Special diagonal line feature.




Input
Training example 5 = {(x; z; ).1= 1.2.3,.. . N}

T is the total number of weak classifiers to trained,

Initialize
Initialize example score F® (x;) = ln% (Ej
Where N+ and N- are the number of positive

and negative examples in the training data set.

Adaboost Learning
Fort=123,. ..T:
1. For each Haar-like feature h{x) in the pool, find
the optimal threshold H and confidence score ¢; and c; to
minimize the Z score Lt
Select the best feature with the minimum L* .
Update Fi(x) = Fr'l(x) + fi(x), [ = 1.2, N
4. Update W.y; W, I=12.
Output Final classifier F7(x).

bl

Figure 4. Adaboost learning pseudo code.

Using the integral image; we can-compute simple Haar-like rectangular features,
as shown in Figure 3.

Boosting is a method of finding a-highly accurate hypothesis by combining many
“weak” hypotheses, each with moderate.accuracy. For an introduction on boosting, we

refer the readers to [24] and [25]. Figure 4 shows the Adaboost learning pseudo code.

Further
processing

Input
sub-windows

Rejected sub-windows

Figure 5. The concept of Cascading Classifier.

Figure 5 shows the concept of Cascading Classifier. First, we make a binary decision
to classifiers which keep the sub-windows (positive sub-windows) for next round or

reject it (negative sub-windows) immediately. Afterwards, the positive response from
8



the first classifier triggers the evaluation of the second classifier and so on. After that

process, the output sub-windows are the faces we want.

2.3 Face Recognition

As mentioned above, face detection is highly related with face recognition.
Based on efficient face detection, face recognition has wide variety of applications.
The face recognition problem can be defined as: given static images, identify one or
more persons in the scene by comparing with the faces stored in the database. Face
recognition is one of the foremost challenging problems in computer vision. This is
the reason why it receives researcher’s attention and sustained development in recent
years. The applications of face.recognition technique can be categorized into two
main types: law enforcement applications and commercial applications. Law
enforcement applications include video camera surveillance and mug shot albums.
Commercial applications include static matching of face database on credit card, ATM
card and so on.

Many face recognition techniques can only apply on frontal faces, including
Eigenfaces, Neural network (NN), graph matching (GM), geometrical feature
matching (GFM) and template matching (TM) [26]. The advantage and disadvantages

of those methods are shown in Table 1.



Table 1. The comparison of the face recognition methods.

Advantage

Disadvantages

Eigenfaces

As fast, simple and practical
method.

Does not provide invariance
over changes in scale and
lighting conditions.

Not suitable for a single model
image recognition test because

matching method.

NN Efficient in feature extraction. | multiple model images per
person are necessary in order
for training.

GM Rotation invariance. Computationally expensive.

- . Dependent on the accuracy of
Useful for finding possible P . _y
) the feature location algorithms,
GFM matches in a large database . .
require considerable
such as Mug shot album. . .
computational time.
More logical than other feature . .
™ Computational complexity

2.4 Face Recognition in-Consumer Photos

Most of the researches in.face recognition-target the problem to recognize person
with given a face image. In consumer photos, the photographer captures photos not in
a random fashion, but rather to remember or document meaningful events in her/his
life. In addition, using the contexts includes information related to the photo of the
scene surrounding the person, camera context such as location and photo capture time,

and the social context describes the interactions between people, all this information

we mention can help us to improve the accuracy of face recognition.

In [18,27], the contexts in the photo are use to recognize persons in a photo.

Context is broadly defined as information relevant to something under consideration.

Different types of contexts are useful for recognizing people shown as in Table 2.

10




Table 2. Different types of context for face recognition.

Pixel Context | Camera Context Social Context
Clothing

First name
Color Image capture time

Age and gender

Other people GPS data
Person’s height

Relative pose

Gallagher et al. [28] considered the relationship among name, age and gender to
construct the model of identity recognition. As shown in Figure 6(a), for example,
given the names, Linda and Lydia, we want to associate the people in the photo with
the names. In Figure 6(b), author use the context provided by U.S Social Security
baby name database to compute statistics related to distribution over birth year,
gender and first name. Therfore, the name Linda is most likely the women on the right

and Lydia is another women'on the left.

Probability of Birth Year

W

A "

——Nora
0.1—Lydia
—+—Linda
o0.08l —=—Seymour
——Peyton

1900 1950 2000
Birth Year

(@) (b)

Figure 6. An example for using first name to recognize people. [28]

In addition, Gallagher et al. [16,17] considered the group prior to identify people
in consumer images with multiple people. The goal of the author is to provide the

computer with the same intuitive that humans would use for analyzing images of
1



people. The group prior describes the probability of a group of individuals appearing

together in an image.

Group Prior Recognition

—

P Pm
\ P> /

—Group

Recognition Accuracy
o
)
=3
a
<
I
H

0.5 1
Portion of Images Labeled

() (b)
Figure 7. Graph for.group prior recognition. [16]

Let P = {p1,p2, D3, .-, Pm} denoted all the faces in a photo and Steature =
{fi, f2, f3, -, fm} Dbe the set-of all the observed features of each people. This paper
graphically models the relationship between the identities of the people in the photo.
A particular in the image is pm, the associated features are f,,, and the name assigned
to person is ny,. The appearance feature f,, are derived solely from the pixels of the
face region in the image.

Figure 7(a) shows a graph that represents the appearance features and the
identities in a photo. Each person p has an undirected connection to all other people.
Figure 7(b) shows the recognition accuracy using individual prior (“Indiv”) and group
prior(“Group”), respectively. The individual prior considers only the prior probability
of an individual appearing in a photo. As a whole, accuracy of recognition by using

Group prior is much better than that by just using individual prior.
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2.5 Face Recognition Using Social Context in Social Network

Thanks to the rapid development of social network, many online personal photo
albums are embedded in some forms of social network. Since the photos in a personal
photo album are related and collected from a trip or activity, the social contexts of
social network are abundant to help us not only for photo understanding but also for
management efficiency.

In recent years, there are lots of studies focusing on improving face recognition
using social contexts. Moreover, based on the improvement, friend recommendation
can be provided as well. Once the face recognition is resolved, we can recommend the
people who appear in the album to the aloum owner as potential friends.

Stone et al. [29] demonstrates a simple method to enhance face recognition with
social network context. The goal of this work is to infer a joint labeling of face
identities over all nodes (identity) in the graph (social network) by applying a
pair-wise conditional randomfield (CRF) [30]. The potential functions of CRF are
categorized to two classes: (1) single-node potential (2) pair-wise potential. First,
single-node potential includes the face similarity and computes the distribution
reflecting the number of times that each person has been labeled in the user’s existing
personal photo collection. Second, the pair-wise potential includes the friendship
potential to describe whether two users are friend on social network. For example, if
user B exists in friend list of user A, user A and user B are friends. In addition, other
unary, pair-wise and higher-order potentials could also be considered to incorporate

other forms of information.
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Contact 1

Current user I Contact 2

Contact M ’ R Contact 3

é‘ﬂ &‘ﬂ

ﬂ Photo collections

Recognition
Engine

Figure 8. Centralized face recognition engine framework.

Many existing face recognition systems were developed using a centralized face
recognition approach, as shown in Figure 8. Put it in‘a simple way, A face recognition
engine should be constructed to recognize query faces Therefore, all the training face
images in the database are used to train the face recognition engine. This approach
only uses one face recognition engine to perform the recognition from beginning to

end.
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Contact 1

Current user Bl ﬂ Contact 2

L\ o

Collaborative FR
Framework

7

Contact M Contact 3

FR Engine FR Engine

ﬁ Photo collections

Figure 9. Collaborative face recognition engine framework.

In contrast to centralized, Choi et al. [31] ‘proposes collaborative face
recognition for face annotation on social network is proposed. Different from other
face recognition system used-on.social network; the goal of this work is to lower
computational cost and come with ‘a design suitable for deployment in decentralized
social networking sites. Figure 9 shows the framework of the collaborative face
recognition system. “Current user” is the user who uploads the query image. The
collaborative face recognition framework for the Current user is constructed with
multiple face recognition engines. Each user in the social network has their own face
recognition engine trained from their own photo collection.

Then, selecting suitable face recognition engines effectively by social contexts is
performed. It increases the possibility of selecting face recognition engines trained
from more face images. Occurrence and co-occurrence probability is used by this
work to estimate the strength of relationship between two users.

In addition, for make a friend recommendation system, [3,32] count the

15



occurrences of a person on a photo album to recommend a list of friends. The purpose
of these papers is different from our work. However, the algorithm of using the social

context can be a reference for our work.
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Chapter 3. Proposed System Architecture

In this chapter, we illustrate the framework for incorporating social network
context into face tagging recommendation system. First, we make a clear definition of
our problem in section 3.1. To easily understand the process of our work, an overview
of the system is provided in the section 3.2. The approach of face recognition that we
use is described section 3.3. As the most popular social networking site and the source
of dataset we use, we introduce the Facebook.com in section 3.4. The construction of
the social graph model in our system is discussed in section 3.5. A detailed description
of Similarity Score Estimator to estimate the Similarity Score is presented write in

section 3.6. The Group Prior Estimator-is described in section 3.7 in a great detail.

3.1 Problem Definition

Proposed

John

1. Johnuploads a photo and tags a person Recommendation List:

appearingin the photo. J
ames, Bob
2. Thephotowith a known person is the input of { ! }

proposed system.
3. Systemrecommenda list of people most
likely appearing in this photo.

Figure 10. An example for face tagging recommendation.
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Given an arbitrary photo with a known person, the proposed system recommends a tag
list for the rest people appearing in this photo. For example, as shown in the Figure 10,
there are three people in the photo. Assume that we know the face related to John who
exists in the photo, and we define the face as the known face and the rest as the query
faces. In addition, we estimate the strength of relationship between John and others.
Simultaneously, we recognize query face B and query face C which is detected by the
face detection algorithm through the face recognition. To combine the face recognition
result and social relationship result, a fusion approach is proposed. Finally, we apply

the Group Prior Estimator and recommend a list of names for this photo.

3.2 System Overview

- Query photo : photo waiting for tagging.
- known face :face already be tagged.
-Queryface :face tobe recognized. Query photo

Query Face
ase
FaceScare _! o he FaceScore l Relation Score = |
Estimator Estimator Estimator I |
[ | [ 11 Face data of
J' ‘L 1 network
Similarity Score e Similarity Score : users
Estimator Estimator
{ ! Co-occurrence
- - | I | Relationship of
I Group Prior Estimator I———— L

network user
(Social Graph
Model)

Mutual
friends

Recommendation List: { James, Bob

Figure 11. Framework of our face tagging recommendation system.

Figure 11 shows the framework of our face tagging recommendation system.

There are two databases used in our system: face database and relationship database.
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We build the face database with the training faces including people who exist in social
network. The relationship database is constructed from the social context extracted
from social network and is represented by a graph model. We quantify the social
relationship among the social networks users by making use of the identity
co-occurrence probability in photo collections on social network and the number of
mutual friends in the friend list that a user creates on the social network. The input of
our system is the photo we want to tag, which is called query image. Assume that the
user who uploads this photo already tags a face in the photo, which is defined as a
known face ug,own- The rest people that appear in this photo are defined as the query
faces and detected by face detection. For each query face, the Face Score is computed
by face recognition in Face Score' Estimator. By the way, the co-occurrence
relationship and the number of mutual friends for known face are retrieved from the
social graph model. Through® normalization, we can map the co-occurrence
relationship, number of mutual friends and face score into the same level. Then, the
Similarity Score is computed by Similarity Score Estimator. Finally, in group prior
estimator, we find a group of people who have higher probability to appear in this
photo than other groups, and those people become the recommendation list for the

photo.

3.3 Face Recognition based on PCA

In this section, we introduce the face recognition based on Principal Component
Analysis (PCA) method [33], which is one of the most successful techniques that have
been used in image recognition and compression. The purpose of PCA is to reduce the
large dimensionality of the data space to the smaller intrinsic dimensionality of

feature space, which is needed to describe the data economically. This is the case
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when there is a strong correlation between observed variables.
Let D ={d;,dy,..,dy,} denotes Np training dataset. The average D,q is

defined as following:

1 N
Davg = N_D*Zile d;. (1)
Each element in the training dataset differs from D,,, by the vector Y; =d; —

Davg. The covariance matrix Mc,, is obtained as:

1 N
Meoy = N_D Zile Y; *YiT' (2)

Since the covariance matrix M_,y- iS-Square, we can calculate the eigenvectors

and eigenvalues for M.,, . Hence, we choose -Np Significant eigenvectors of My,
as E, and compute the weight vectors W;, for each element in the training dataset,

where k € {1,2,3,...,Np}.
Wy = Ep*(d; — Davg) V i, k. (3)

For using the PCA method, eigenfaces face recognition [14] can be achieved. Let
Firaining = {ft1, ft1, ft1, ..., ftn,,} denote the set of Ng, training faces. Calculate
each face difference vector from the average face D,y by Equation (1), and the
covariance matrix M.,y iS obtained by Equation (2) .Then compute the eigenvectors
E, of covariance matrix M.,, , Which defines the face feature space. Finally, we
compute the weights W, by Equation (3) for each face image in the Fiyaining.

When a query face image is encountered, we calculate a set of weights Wy ¢.

. T . I
Wresee forming a vector T, = [wy, Wy, ..., wy, | to describes the contribution of

each eigenface in representing the input face image.
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Finally, we classify the weight pattern with compute the minimum distance of
the Wr.s OF query face image from vector T,. It means that testing image can be
classified to be in class Pg,ss When minimum(d,) < Drhreshola: Where d, =

|Weestk — Ty |- Figure 12 shows some dominant features for eigenfaces.

Figure 12..Dominant features of eigenfaces. [34]

3.4 Importance of Social-Network

Social network is more and more important in our daily life. It can help us find a
job, make a new friend and find a partner. Figure 13 shows how the social network
affects in our life. Assume that Bob is your friend and he knows Mary, and Mary’s
friend John has a job for you. Through the recommendation of Bob and Mary, you can
get the job more easily. The problem with social network in real world that is most of
connection between people is hidden. Your network may have huge potential, but that
is only available as when you can see the people of the connection. Put it simple, as
the example mentioned before, you don’t know who friends of your friends are and
this will make you a stranger to John. This problem is solved by the type of website ,

so called social networking sites.
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You Bob Mary John
-
A J
\\ ,/’
~ _— [E— - -
Job

Figure 13. An example illustrate the influence of social network.

3.4.1 The Most Popular social networking site — Facebook.com

Facebook is the most popular social networking site in several countries. We
conduct our experiments using a small-portion of the Facebook data. Figure 14 shows
the user profile page on Facebook. We can split the function of Facebook into several
parts. A: profile image, B: friend list (contact list), C: photo collection, D: posts

shared by current user, and E: friend events:
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Figure 14. A user profile page on the Facebook.com.

A. Profile Image: a profile image is the featured picture of the user of an online
profile. This image usually is the first impression of the user for others and also
can be potentially used to build the training face database in face recognition
algorithm.

B. Friend list: some studies call it “contact list”. It lists the friends who are added by
the user.

C. Photo collections: the photo albums uploaded by user. In addition, the photos

tagging with the user’s name are regarded as one of the photo collections.
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D. Posts shared by user: the comments shared by friends and the user.
E. Friend’s event: event created by user or his/her friends, birthday reminding and

the activity created by the group which the user joins.

Facebook provides a mechanism for users to share photos, video, music,
comments, and so on to their friend. If you want to share something from your friend
to other friends, there is a share button below those data.

In addition, one of the most popular services on Facebook is “name tagging”,
which gives you the ability to identify and reference people in photos, videos and
notes. The name tagging on the photos and videos can make a connection among
people.

People update the status.on the social networking site to reflect their thoughts
and feelings. Sometimes, the status includes referenced friends, groups or even events
they are attending. For instance, we can post "Grabbing lunch with Meredith Chin™ or
"I'm heading to Starbucks Coffee Company.”

Figure 15 shows an example of how a social networking site user posts a
message on his/her wall and the friends can give some comments following the
message. A “like” button is provided to let user’s friends express if they like it.

Figure 16 shows example of how a social network user share a video via the

social network. Both user and his friends can add a tagging on the video.
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her own photo
Mobile Uploads

1 3 people like this.

= View all 7 comments
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ours ago * Like
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fes ago ° Like

Figure 15. An example of user comment on Facebook.

B vour videos
Back to My Videos Previous | Next

In this video: Med Chean (videos - remove tag) F.LR - Get High & fREOFIEE
(NCTU Live)
Type a name: || by Med Chean (videos)
7:05
Like * Comment i R ER T = =
- Write a comment T

Tag This Video
Edit This Video
Delete Video
Embed this Video

Figure 16. An example of video tagging on Facebook.
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Click on people's faces in the photo to tag them. _Done Tagging

Type any name or tag:

or choose a person:
Gary Sia
MNed Chean (Me)
APing Chan
Abbie Ho
Abel Huang

Adeline Chen

Alex Kong

Alex Kwan
1 Aley Tai

Cancel

thx shisheng and doctor wiliam :D From the album
~My 21st Birthday~ b

this photo: Sheng Shi (photos), Wiliam Liong (photos) Gary Sia
Ser 5 Like - Comment Share
AT T Tag This Photo
! = Report This Photo

Figure 17. An example of photo tagging on Facebook.

Figure 17 shows the photo shared by the user on the-social network. The user and
his friends can add tag or comments on the photo. The comments and tags be added to
the photo become more important information for face recognition. Because these
contexts are most relevant to the photo, we can understand this photo by analyzing the

comments and tags.
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3.5 Construction of Social Graph Model

In this section, we discuss the construction of a Social Graph Model. In the social
networking sites, the interaction of people can represent the strength of relationship.
For example: Allen and Mary are in the same school and they have many mutual
friends. Then, we can make an assumption that Allen and Mary have a good
relationship than other else. In this thesis, relationship in the social network

represented by a weighted graph is described as follows.

1. Co-occurrence relation graph:
Such relationships naturally exist in_photo collections due to the natural social
interaction of human. In our:system, the relationships emerge from the tagging of
photos. For example, the system-may learn that John often appears in photos
where Mary appears, it iS happened when John and Mary usually joining a same
party or activity, afterward, John upload a photo, it has high possibility of Mary

appeared in the photo too.

Figure 18. Social graph model for co-occurrence relationship.

Figure 18 illustrates the structure of co-occurrence relation graph. Let U =

{fup| m=1,23,...,M} be the set of nodes including M users on the social
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network, and E = {e;;| i,j = 1,2,3,..,M}, i #J, is a set of edges connecting
between the users. W ={w;;|i,j =123,..,M} represents the set of

co-occurrence for u; and w; from photo collection on the social network.

2. Mutual friend relation graph:
Number of mutual friend is another way to estimate the relationship among people.
According to our observations, if two people have the more the number of mutual
friends, which is very similar to their social circles in real life. Maybe they are
same school or working in the same company. For this reason, they may have

more chance to take photo together.

Figure 19. Social graph model for mutual friend relationship.

Figure 19 illustrate the structure of Mutual friend relation graph, Let U =
{fu,,| m=1,2,3,..., M} be the set of nodes including M different users on the social
network, E = {ei]-| i,j =123, M} i #j, is a set of edges connecting between
the users. W = {w;;|i,j = 1,2,3,...,M} represents the number of Mutual friend of
u; and u; on the social network.

Co-occurrence relation graph and mutual friend relation graph are not only

represents the strength of relationship among user, but also become a consultation for
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estimate the location among the users.

3.6 Similarity Score Estimator

Co-occurrences
Relationship

Relation Score :l_

Similarity Score

Face Score

Mutual friends
Relationship

Figure 20. Construction of Similarity Score.

In this section, we define a Similarity Score Estimator to combine the Face Score
and the Relation Score. As shown in Figure 20, the Similarity Score includes the Face
Score and Relation Score. The ~Relation Score' contains the co-occurrences

relationship and mutual friend relationship.

Oj’(uknown:uj) = Zf:l Si(uknownv uj) where Uknown * uj- (4)

1,u and u; are in photo p;
5 o) = { g cinerwise l- ©

O;7(u Ui ) =07
Oi(uknown: ui) = - (inown ) —. (6)

O’max = O’min

Uxnown 1S the person who already known in the photo. First, let Oj’(uknown, u]-)
be a co-occurrence probability that indicate the number of ey, and u; appearing
in a photo. We rank the people who existing in social network with computed the
probability O;'(ugnown,uj) Of co-occurrence With Ugnown. Uknown iS the person
who already known in the photo and u; is one of the person in the social network.
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O’ pmin and 0',,4xis the maximum and minimum number of co-occurrence in photo

among the network users. To get the Oj(uknown,u]-), we normalize the

Oj , (uknown: uj)-

M;" (Wenowns Uj) = Cly,, . N Cly,. (7)

Mj’(ukfuj) -M/min (8)

M’max = M/min

Mj(uknown' uj) =

. ) = . . _ . . (9)
R] (uknown' u]) o * M] (uknown: u])+(1 O() * O] (uknown' u])-

Second, we compute the number of mutual friend M’(uknown, u]-) for Uxnown

and u;. Let ugnown be the person,who-already known in the photo and u; be the

one of user on the social network. CL IS the contact list belong to uj,,w, and

Uknown
CLy, is the contact list belong to u;. M’ in and M, is the maximum and
minimum number of mutual friend. among .the network users. To get the
M; (Uknown, 4j), we normalize the My’ (Uenown, Uy)-

The Relation Score Rj(Uxnown, ;) fOr Ugnown and u; can be computed by
using the co-occurrence relationship and mutual friend relationship. o is a parameter
to adjust the specific weight between mutual friend relationship and co-occurrence
relationship, and the range of a is 0 to 1. In our experiment, the best number of o is
0.3, it bring us a good result in experiments.

For estimating the Similarity Score S;(q,u;) of the query face g correspond to

the user u; who existing in the social network. We combine the Face Score

F;(q, u;) and Relation Score R;(uynown, u;) by the formula as following.

Sj(q’ uj) = B Fi(q’ ui) + 1-B)= Rj (uknown; uj)- (10)
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Note that the importance of relationship becomes higher as 3 decreases. To
make it easier to understand, let us take an example. Assume that in the social
network system constructed by 10 candidates with their face image data, photo
collection and friend list. Given a query image Q consisting of one known person
Urnown, query faces q; and q, as shown in Figure 21. The goal is recognize the

query face q;. First, we want to recognize the face q, who takes the photo with

Ugnown-

query image Q

Figure 21. An example of query face.

Let Fj(qy,u;) indicates the face recognition result for q; and u;. Since
Unown and qq taken photo together must exist some relationships between them,
the user who is close with ug,,wn has higher possibility of appearing in this query
image Q.

We combine the O;(Ugnown ;) and M;(Ugnown,uj) @ the Relation Score
R]-(uknown, uj) for ugnown and u;. Figure 22 shows the combining of co-occurrence
relationship and mutual friend relationship. O; to 0;, are co-occurrence
relationship which corresponding to network user u; and ugpewn. My to My, are

number of mutual friend which corresponding to network user u; and Ugpewn. Rq
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to Ry, are Relation Score which corresponding to u; and ugpewn-

Uknown Ml Mz M3 M4 MS Ms M}l Mg Mg Mlo

Figure 22. Combine the co-occurrence relationship and mutual friend relationship.

Next, Similarity Score S;(ugnown, u;) can be computed by integrating the Face Score
Fj(qy,u;) and the Relation Score R;j(ugnown,uj) for each u;. The higher the
Similarity Score of u; is, the more possible that the u; is the query face q, is. An
example of combine the Face-Score-and Relation Score-is shown in Figure 23. F; to
F1o are Face Score which corresponding to query face- q; and u;. Ry to Ry, are

Relation Score and S; to S;q are Similarity Score.

Figure 23. Combine the Face Score and Relation Score.

3.7 Group Prior Estimator

Most people appearing in an photo together are not only caused by an event or
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activity, but also a relation is existing among them. By considering the relationship of
group of people, we can find a group of people are possible appear in a photo. In this
section, we propose a framework to recommend a group of tag for the group of people

in the photo.

query Image Q

Guery face g,

Figure 24. The basic idea of group prior.

Figure 24 shows a photo comes from the social network. In general to recognize
the people in the social network, many studies use the social context to find the people
who have most relevant to the u,,u» and predict the query faces one by one. It just
consider the relationship between the uy,.w, and query faces. In this section, we
consider the relationship among the users to find a group of people who have the

highest likelihood for the people appearing in the photo.
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Similarity Score Similarity Score

N candidates N candidates

R How close they are?

\ - /
@ candidate

Figure 25. N candidates for each query face.

As mentioned in section 3.6, we compute Similarity Score between every of the
network user u; and query face: For each query face, we keep the top N candidates,
called candidate set, in ranking of Similarity Score. As.an example shown in Figure
25, there are two query faces<g,.and q, in _the photo, we can get a total two
candidate sets consisting of 2*N candidates. We employ the union operation on the
two candidate sets, called Fusion Set which contains K candidates, will be reserved

where K < N.
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Fusion Set

Relation Score @® Candidate

—

Community
detection

Figure 26.'Detected communities in the graph.

For finding a group of people who is close with each other in the Fusion Set, we
build a social graph model and-use.the community detection algorithm to detect the
community. The Figure 26 shows the built graph. Each node is an individual in the
Fusion Set. Edge is the connection between individuals and weight is the Relation
Score between the individuals. SHRINK [35] algorithm is used to detect the

communities for its fast execution performance and accuracy.
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Figure 27. Ranking community by average of co-occurrence relationship.

In Figure 27, after using the SHRINK algorithm to detect the community in the
graph, we intend to find a community which has most relevant with ., oun. First, for
each of the community, we average the co-occurrence relationship between the
Urnown and the corresponding candidates. Those-communities are ranked according
to the average of co-occurrence relationships. The higher the average value is, the
closer the uy,,wn and candidates in the community is.

The individuals in community are ranked by co-occurrence relationship
between uy,,wn and the individual. Then, the individuals in the community are
added into the recommendation list in order until the size of recommendation list is
equal to number query faces for photo. If the number of individual in the first
community is less than the number of query faces in photo, the individuals for second
community is added into the recommendation list in order. Finally, we obtain the

recommendation list for the query image.
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Chapter 4. Experimental Results

In this chapter, we present a comparison between the performance of a baseline
face recognition system and the performance of the same system but combined with
social network context. In section 4.1, we illustrate the collected dataset. Section 4.2
introduces the evaluation methods, and the experimental results are discussed in

section 4.3.

4.1 Experimental Dataset Collection

To make our experiment be a true phenomenon of the reaction in social
networking site, all the photos and contact lists are from Facebook.com. In addition,
for verifying our experimental results, we mark the location of the face and tag the
user name on the photos to construct the ground truths manually. Some photos in our
database are shown in Figure 28. To extract the relationships between people from the
photos, the number of people in each photo must be greater than two. Figure 29 shows
some faces appearing in the photos. Only the frontal faces are used in our databases

for decreasing the difficulty of face recognition.
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Figure 29. Faces appearing in the photos.

3

Moreover, if the face detection cannot correctly extract the faces in the photos,
the face recognition also cannot work successfully. For revealing that the social
relationship makes a great impact on the photo tagging recommendation system, we
fetch the faces manually for avoiding unsuccessful face detection.

Figure 30 shows the distribution of the dataset, in which 15% (165 photos) are
the testing data and 85% (909 photos) are the training data. Figure 31 and Figure 32
show the histograms of the number of people per image from a set photo collections

for testing data and training data, respectively. From the distribution of photo
38



collection, we discover that the number of photos that contain two people is more than

that of the others.

num of images

M Testing

M Training

Testing

165

Training

909

Total

1074

Figure 30. Ratio of Training data and testing data.
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Figure 31. Histogram of people per image. (Testing data)
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Figure 32. Histogram of people per image. (Training data)

4.2 Evaluation Method

To evaluate the performance of the face annotation, the H-hit rate is used. Let
F= {fl,fz, f5, .. fNF} denote the set.of N query faces'in a photo. In our experiments,
we sorted all the faces by the order that we-assign manually. To give an evaluation of
the prediction performance, it is assumed that the faces are annotated by this same
order. For each query face f; , i < N, the system will generate a list of H candidate
names. If the ground truth of face f; is in the list, we call this a successful prediction
and the prediction is hit by the name list. So, we can calculate the H-hit rate of a photo
by given H, the length of the candidate name list. The H-hit rate is defined in the

following.

NF hity (f;
H — hitrate : Zizo Mtn(f) ) (11)
Np

where hity(f;) is 1if f; is hit by the name list of H names, and 0 otherwise.
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Let P = {p;,ps Ps, ...pn,} denote the set of Np photos in the database. In our
experiments, for each query photo with Ng query faces, we recommend a list of Ng
candidate names for this query photo. For evaluating the performance of our system,
the precision of recommendation list is defined as follow:

N * —, (12)

N .
Zizpl hltNF(fi) 1
Np

Precision : Zpep<

4.3 Experimental Results

In our proposed method, Relation Score is a fusion score from co-occurrence
relationship and mutual friend relationship. Let U = {u;,u,, us, ..., uy} denote the
set of N network users in the-database, and -0, 1S'the person we already known
in the photo. For find a suitable specific weight to reflect the reality relationship
between network users and Ug, wn, WE USE o as an experimental parameter to
control the specific weight of’ co-occurrence relationship and mutual friend
relationship. R; ,M; and Oj is the Relation Score, mutual friend relationship and
co-occurrence relationship between ug,.wn and each of the network users

respectively. The formula to compute Relation Score is defined as following:

Rj (uknown; uj) — a* Mj(uknownr uj)+(1 - O() * Oj (uknownr uj) | (13)

wherej <N and o € [0,1]

We adjust the value of a with adding increment of 0.1 each time. Figure 33
shows the average top10 hit-rate respect to adjusted value of o. Note that the average
of topl10 hit-rate is the average from 1-hit rate to 10-hit rate. If o is 0, we only

consider the co-occurrence relationship; if a is 1, we only consider the mutual friend
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relationship. A good compromise is found by setting o to 0.3.
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Figure 33. Average H-hit rate for a.
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Figure 34. Average H-hit rate for 3.

In addition, Similarity Score is a fusion score from Face Score and Relation
Score. S; and F;j is the Similarity Score and Face Score between query face and
each of the network users respectively. R; is the Relation Score between uypnown
and each of the network users. The formula to compute Similarity Score is defined as
following.

Si(a.u;) = B*Fi(qu) + (1-B)*Rj(Wnown 1) - w0

wherej <N and B € [0,1]
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We adjust the value of 3 with adding increment of 0.1 each time. Figure 34
shows the average top10 hit-rate respect to adjust value of (. Note that the average of
top10 hit-rate is the average from 1-hit rate to 10-hit rate. If 8 is 0, we only consider
the co-occurrence relationship; If B is 1, we only consider the mutual friend

relationship. A good compromise is found by setting 3 to 0.5.

0.9 - -

0.8 - ===Similarity score

0.7 - - (a=0.3,6=0.5)

0.6 - . ===(Cp-occurrence(a=0)

05 -

H-hit rate

0.4 - Mutual friend(a=1)

0.3 -

0.2 - ===Face Score

0.1 -

TopH

Figure 35. Influence of relationship.

Figure 35 shows the influence of.relationship in our system. We compare the
H-hit rate for 4 different cases: 1.Similarity score 2.Co-occurrence 3.Mutual friend
4.Face score. In case 1, we set the a = 0.3 and B = 0.5. In case 2, we only consider
the influence of Co-occurrence relationship. Case 3 only consider the influence of
Mutual friend relationship. In case 4, we use Face score computed by face recognition

algorithm directly.
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Figure 36. Different H-hit rate for Similarity Score.

In the group prior estimator mentioned above, we select top-10 result for each
query face and make the candidates for finding a.group of users to be recommended.
From Figure 36, the curve becomes more stable after H is 10.That means most of the

correct users can be found in.the top-10 result.
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Figure 37. Reliability of recommendation list.

The Figure 37 shows the reliability of the recommendation list. The more the
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number of query faces is, the higher precision of the recommendation list is. The
different number of query faces makes different influence in robustness of
relationship. The relationship is much useful when the number of query faces is

more.
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Chapter 5. Conclusions and Future Works

In this thesis, we present a system for face tagging recommendation using group
prior on social network. We propose a simple but efficient approach of finding a
group of people to recommend querying photo. In addition, most of the previous
studies using social context for face tagging just only consider the relationship
between the known face and the query faces. Thus, if a query face that has no close
relationship with the known face, their methods cannot work well under this condition.
Instead, our approach can correctly tag the query faces not close with the known face
via the relationships between query faces in the photo. So, the community detection is
used to find a group of users which is close with known face although some users in
the group are not familiar with _known face.-To improve the performance and the
robustness of the system, some enhancements can be done in the future:

(i) Usage of text-based social context: in social-websites, text-based social
context has a lot of information that can be used for /learning the relationship among
network users. For instance, the profile.page-has information about users, such as:
gender, name of high school, occupation and interest. For using those information, we
can assume that the people have high relationship if they are in the same school.

(i1) A user-friendly interface: a good user interface design can make face tagging
easier. For example, when we want to tag a face in a photo, a recommendation list
popping out can help us quickly find the target user instead of searching the user
among all the users.

(iii) Improvement of face recognition: although the using of relationship can
improves the accuracy of face recommendation, face recognition still is important for
face tagging. An accurate face recognition approach can makes the face tagging

recommendation system better.
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