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Constructing Localized Maximum-Lifetime Data Aggregation

Forests in Wireless Sensor Networks

Student: Song-Yu Liu Advisor: Dr.Jiun-Long Huang

Institutes of Network Engineering
National Chao Tung University

ABSTRACT

In wireless sensor networks, energy efficiency is a critical issue, especially for applica-

tions such as environmental monitoring. Data gathering is the fundamental operation in

these applications. It means that sensor nodes sense phenomena, and periodically report

the sensed data to the base stations. In order to conserve energy max maximize sensor

lifetime, a tree-based data aggregation is often used for collecting data from sensor nodes.

Every node determines a parent node to transmit data while a parent node aggregates

the data from child nodes to eliminate redundant transmission. In our work, we study the

construction of a data aggregation forest where there are several base stations in a sensor

network. We aim to prolong the network lifetime of a sensor network while the definition

of network lifetime is the time until the first node depletes its energy. The problem is

proven to be NP-complete. Hence, we propose a distributed algorithm which constructs a

data aggregation forest efficiently. To increase the network lifetime, the nodes with more

energy should also keep more child nodes. Based on the concept, each node exchanges

messages between its neighbor nodes to obtain local information. After the exchange,

every node decides a parent node according to its neighbor table. Our solution includes

procedure of route maintenance while there is node failure or addition. Moreover, forest

adjustment is also adapted to consider the low energy nodes for prolonging the network

lifetime. Finally, we evaluate our solution with numerical simulations. The results show

that our algorithm can efficiently construct a data aggregation forest which prolongs the

network lifetime.

Keywords: network lifetime, wireless sensor network, distributed algorithm
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Chapter 1

Introduction

Wireless sensor networks can be applied in different environments while the applications

can be various, such as forest fire detection, home automation, and factory process control

[1]. In a wireless sensor network, there are a large number of sensor nodes which can sense

nearby environment and communicate with another nodes. In addition, there are base

stations to control the sensor network and process data from every node. One of the

common and most important applications is environmental monitoring, which employs

numerous sensor nodes for continuous sensing.

Data gathering is the fundamental operation in such applications. It means that

the sensor nodes sense phenomena (e.g., temperature, humidity) and report the sensed

data to a base station at regular intervals for advanced processing. However, for such

applications, the sensor nodes usually equip batteries with limited energy, and it might

not be possible to replace or recharge the batteries. To prolong sensors lifetime, the energy

consumption becomes a critical issue [2]. It is not efficient to transmit the sensed data

to the base stations for all the sensor nodes. Since the data generated from neighboring

nodes may be the same or highly correlated, sending each packet individually results

in redundant overhead. In order to conserve energy and maximize sensor lifetime, data

aggregation is used for minimizing the number of communications. Data aggregation is

fusing the data from several sensor nodes to eliminate redundant transmission. That is,

the fewer transmissions imply the fewer energy consumption. In this paper, we adopt

perfect aggregation while gathering data. It means that every sensor node aggregates the

received data into one single packet with the same size.

There are several studies of energy efficient data aggregation: cluster-based [3], chain-
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based [8], and tree-based [10]. In data aggregation, the tree-based topology often performs

well in terms of network lifetime [10, 11]. After sensor nodes deployment, the tree is

constructed while taking the base station as the root. There might be multiple base

stations in sensor network applications [14]. In the data aggregation forest, each sensor

node joins a tree rooted at a base station while each tree does not intersect with each

other. Hence, the problem we study here is the data aggregation forest construction which

maximizes the network lifetime. The definition of network lifetime can be various [11].

One is defined as the time until the first node depletes all of its energy. Another definition

is that the time until the network is partitioned where some sensor nodes cannot report

sensing data to the base station. The former definition is adopted in this paper.

This problem is proven to be NP-complete [13] while the computation cost of solving

NP-complete problem is too expensive. In the forest construction, there are several issues

must be considered. First, the algorithm must be scalable. When increasing number of

nodes, the message transmission and computation should also be scale. The centralized

algorithm could result in high cost while the sensor network is in large scale. The require-

ment of global knowledge might lead to a large amount of message overhead. Another

issue is robustness, which means that the algorithm should be resilient to node addition

or failure. Moreover, if there are some sensor nodes join or leave, it needs to execute

the entire computation again while centralized algorithm is adopted. As a consequence,

our algorithm proposed in this paper constructs a forest topology which prolongs network

lifetime. The algorithm is distributed since centralized manner is too costly in a dynamic

network. In addition, the framework can handle node addition/failure efficiently.

Our work can be divided into two parts: topology construction and route maintenance.

In topology construction, the goal is to construct disjointed data-aggregation trees rooted

at each base station. There are three phases in this part: 1) Initialization. Via broad-

casting messages, each base station informs every node to construct its one-hop neighbor

table. The neighbor table is used for determining a parent node in next phase. 2) Con-

struction. After initialization, each node selects a parent node base on its neighbor table.

3) Refinement. Since there could be some nodes with low remaining energy and high

degree, we make the refinement on these nodes to balance the local structure.

Further, the algorithm of route maintenance is also proposed: 1) Node failure. When

there is node failure, its neighboring nodes can detect the status by exchanging messages.

Then, the neighboring nodes can enable the nodes, which selects the failed node as the

2



parent, to reconstruct the local topology. 2) Node addition. The new node obtains its

local information by broadcasting messages. The same as initialization, the new node

informs its neighboring nodes to update their neighbor table. After that, the neighboring

nodes reconstructs the local structure. 3) Forest adjustment. Since our goal is to prolong

the network lifetime, adjusting the loading of a low energy node is necessary. When the

energy level of a node is lower than a threshold, the child nodes select a new parent to

reduce its degree.

The rest of this paper is organized as follow. Section 2 presents the related work of this

study. Section 3 describes the system model and problem definition of forest construction.

The proposed algorithm of forest construction is presented in Section 4. Simulation results

are given in Section 5. Finally, Section 6 makes a conclusion for this paper.
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Chapter 2

Related Work

Efficient data aggregation in a sensor network has been extensively studied. Ra-

jagopalan and Varshney [9] describe the three different data aggregation protocols: cluster-

based, chain-based, and tree-based. Heinzelman et al. [3] presented a cluster-based pro-

tocol called Low-Energy Adaptive Clustering Hierarchy (LEACH). LEACH protocol is

distributed and organizes sensor nodes into clusters. Each node randomly decides to

become a cluster head which has responsibility to transmit aggregated data to the base

station. The cluster heads broadcast messages to all the other sensors. Then, noncluster

head nodes join the nearest cluster by the signal strength of the advertisement received,

and send the data to the cluster head. LEACH protocol assumes each sensor node is

capable of being a cluster head. However, in the energy-constrained sensor networks,

the assumption might not be valid. Since the randomized cluster head rotation, LEACH

protocol is far from being optimal.

In chain-based protocol, each sensor node transmits data only to its nearest neighbor.

Lindsey and Raghavendra [8] proposed a chain-based data aggregation protocol called

Power-Efficient Data-Gathering Protocol for Sensor Information Systems (PEGASIS). In

PEGASIS, sensor nodes are organized into a linear chain in a centralized manner. The

farthest node from the base station starts to send the data. At each data-gathering

round, sensor nodes aggregate received data and transmit to its neighbor along the chain.

The nearest node on the chain finally transmits the aggregated data to the base station.

Although PEGASIS has great energy savings, it has to collect the global information

about all node positions. Moreover, to minimize the maximum neighbor distance on

the chain is NP-complete (traveling salesman problem), and the latency might also be a
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difficulty.

Tree-based data aggregation is often adopted where tree-based protocols do no need to

maintain a routing table at each node. Tan and Korpeoglu [10] addressed a power-efficient

data gathering and aggregation protocol (PEDAP). PEDAP is a minimum spanning tree-

based protocol where the goal is to maximize the network lifetime. The remaining energy

of each node should be considered while data gathering. Therefore, a power-aware version

of PEDAP is also proposed, which is called PEDAP-PA. In order to balance the load,

PEDAP-PA re-computes the routing tree after a period of time. However, the base

station should know the location of all nodes in PEDAP. More related studies of tree-

based data aggregation like an aggregation scheduling based on tree topology addressed by

Li et al. [6]. The proposed aggregation scheduling considers the wireless sensor networks

with physical interference model. Zhang et al. [15] proposed a distributed progressive

algorithm. The goal is different from maximizing network lifetime, but to maximize the

lifetime vector which is defined as the lifetimes of all sensors, sorted in ascending order.

The distributed algorithm introduced in [4] constructs an approximate minimum spanning

tree which can be used in data aggregation protocol. Liang et al. [7] studied the problem

of constructing a maximum lifetime tree for data gathering but without aggregation. In

that scenario, data reduction is not allowed, e.g., gathering images from monitored region.

Wu et al. [13] studied the construction of a data gathering tree which maximizes the

network lifetime. The problem is proved as NP-complete in that work. Further, the au-

thors design an algorithm which starts from an arbitrary tree. Since energy consumption

of each node is in direct proportional to the number of child nodes, the algorithm re-

duces the number of high degree nodes iteratively. Tan et al. [11] presented a distributed

energy-efficient routing approach called Localized Power Efficient Data Aggregation Pro-

tocol (L-PEDAP). The routing scheme takes advantage of localized topology such as

relative neighborhood graph (RNG) [12] and local minimum spanning tree (LMST) [5].

L-PEDAP can approximate minimum spanning tree and can be computed efficiently by

neighbor information. Based on localized topology RNG or LMST, the authors provide

several parent selection strategies to construct a routing tree. In addition, L-PEDAP

also considers the remaining energy of each node. However, the studies mentioned above

only consider a sensor network with one base station. Wu et al. [14] extended the tree

construction to the forest construction which maximizes the network lifetime of a wireless

sensor network. The authors consider the case where there are multiple base stations.

5



Through broadcasting beacons, each base station constructs its local tree where each tree

does not intersect with another trees. After gathering the information of each node and

its neighbors, the algorithm finds out the bottleneck nodes which might consume energy

rapidly since low residual energy or high degree. Then, the algorithm makes improvement

on the bottleneck nodes to prolong network lifetime. The construction algorithm is cen-

tralized and near optimal which is proved in that work. In contrast to these approaches,

we focus on a sensor network with multiple base stations. Furthermore, we propose a

distributed algorithm to construct data aggregation forest efficiently.
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Chapter 3

System Model And Problem

Statement

3.1 System Model

The following are the assumptions about the system. Consider a sensor network with N

sensor nodes and several base stations. The base stations and sensor nodes are stationary.

The base stations have unlimited energy while each node i has limited energy E(i). We

assume the values E(i) are the same since there are homogeneous sensor nodes. Each

node periodically senses the nearby environment and reports the data to the base station

in each round. A round is a period of time while a node can receive data from child

nodes and send the aggregated data to the parent node. In a single round, the energy

consumption of a node can be divided into two parts:

1) Receive: In the monitoring, a node receives one B-bit data from each child node.

Assume C(i) is the number of child nodes of node i, and r is the energy required to

receive one bit of data. The energy consumption of receiving of node i in a round

is rBC(i) .

2) Send: After receiving data from child nodes, each node aggregates the received data,

and send the aggregated data to the parent node. We adopt a perfect aggregation

model which means a node combines C(i) incoming data, each data size is B bits,

with its data into one message of size B bits. The practical models can be min,
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max, or sum. Assume t is the energy required to transmit one bit of data, and every

node has only one parent node. Hence, the energy consumption of sending of node

i in a round is tB .

In [1], energy consumption of a sensor node can be divided into three parts: sensing,

communication, and data processing. A sensor node depletes the maximum energy in

communication which involves data transmission and reception. Hence, we only consider

the energy consumption of communication in our system. The total energy consumption

for node i in a single round is rBC(i) + tB . Given energy value E(i), the total round of

node i before energy depletion is computed as E(i)
rBC(i)+tB

.

There are various definitions of network life time in the context of sensor networks.

One of the definitions is the time until the first node depletes its energy. Another definition

is the time until the network is partitioned while there are some nodes cannot report their

data to the base station. We adopt the former definition in our system.

N number of nodes
E(i) remaining energy of node i
C(i) number of child nodes of node i

r energy required to receive one bit of data
t energy required to transmit one bit of data
B message size in bit

Table 3.1: List of symbols

3.2 Problem Statement

We consider a sensor network with N nodes. Each sensor node periodically senses the

environment, and generates data in each round. To collect data from the sensor nodes, we

construct a data-aggregation forest which is a tree-based topology. A data-aggregation

forest consists of several data-aggregation trees rooted as the base stations. Each data-

aggregation tree does not intersect with another trees. It implicitly specifies that each

node joins only one data-aggregation tree. In a single tree, each node receives the data

from its child nodes, combines them with its data, and sends the aggregated message

to the parent node on its way to the base station. The practical applications are event

detection systems or environmental monitoring systems. In these applications, we need

8



to keep the coverage of sensor nodes which means prolonging the alive time of each node

as long as possible.

The problem is to find a forest topology which maximizes the network lifetime while

the problem is proven to be NP-complete in [13]. The network lifetime is defined as the

time until the first node depletes its energy while L(i) = E(i)
rBC(i)+tB

is the total round of

node i. In order to maximize the network lifetime, we have to construct a data-aggregation

forest which maximizes the minimum E(i)
rBC(i)+tB

. From the definition of the total round,

the more energy E(i) a node keeps, the more child nodes C(i) it should have.
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Chapter 4

Distributed Algorithm For Forest

Construction

4.1 Overview

Our aim is to construct a data-aggregation forest in a distributed manner. The proposed

approach consists of two parts: topology construction and route maintenance. The goal

of topology construction is to construct disjointed data-aggregation trees rooted at each

base station, which means each node determines a parent node. There are three phases

in this part:

1) Initialization: At the initial stage, all nodes do not know their surroundings. After

broadcasting HELLO messages by the base stations, each node can obtain its one-

hop neighbor table. According to the neighbor tables, all nodes are informed of

their hop levels, potential parent nodes, and potential child nodes.

2) Construction: In this phase, the base stations broadcast INVITE messages to

enable forest construction. After a period of time INVITE TIME THRESHOLD,

the nodes can hear all messages from potential parent nodes. Each node then selects

a parent node by these INVITE messages, and send a REPLY message back to the

parent node. Upon receiving REPLY messages, the parent nodes record its actual

number of child nodes.
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3) Refinement: After construction, there could be some nodes with imbalance number

of child nodes and remaining energy between neighbor nodes. This phase refines

the imbalance tree structure. All nodes update their neighbor table with actual

number of child nodes from UPDATE messages broadcasted by the base stations.

The nodes with imbalance structure broadcast REFINE messages to inform their

child nodes to select a parent again. If child nodes select new parent nodes, child

nodes broadcast CHANGE messages to update the actual topology.

After topology construction, there could be node failure, node addition, or node with

low energy. The topology may be changed to adapt to these conditions. Hence, route

maintenance is necessary to deal with the three issues efficiently:

1) Node failure: A node may disappear due to energy depletion or damaged by ex-

ternal factors. Therefore, the nodes should detect node failure actively by exchange

KEEP-ALIVE messages periodically. If there is a node disappears, the neighbor

nodes broadcast INVITE messages to reconstruct the topology.

2) Node addition: There could be a new node deployment. In our algorithm, it doest

not need to reconstruct whole topology but construct the topology below to the

new node only. The new node broadcasts an ASK message to obtain its hop level.

Through broadcasting HELLO message, neighbor nodes of new node update their

neighbor tables. The potential parent nodes of new node then broadcast INVITE

messages to invoke new node to select a parent. After parent selection of new node,

it broadcasts REFINE message to reconstruct the topology below itself.

3) Forest adjustment: To prolong the network lifetime, adjusting the loading of a

low energy node is necessary. In this phase, we want to reduce the degree of the

low energy node to prolong its lifetime. When the energy level of a node is lower

than a threshold, it broadcasts a LEAVE message to notify the neighbor nodes

of its low energy. The neighbor nodes located at the same level then broadcast

ADJUST messages with their remaining energy and number of child nodes. The

child nodes of the low energy node waits for a period of time to ensure that the

ADJUST messages are received. After that, the child nodes can select a new parent

to reduce the degree of the low energy node.
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4.2 Initialization

In this phase, each node exchanges information between each other to obtain its potential

parent nodes, potential child nodes, and hop level. In the beginning of the initialization,

each base station broadcasts HELLO messages to inform all nodes of their neighbor envi-

ronment. A HELLO message includes three fields: a base station ID, a sender ID, and the

hop count to the base station. A base station ID specifies which base station broadcasts

the HELLO message. In the flooding of HELLO messages, a sender ID indicates the

source of the HELLO message. The hop count is used for keeping track of which level

the node is located at.

After each node receives HELLO messages from its neighbor nodes, it records the

minimum hop count to arbitrary base station as its hop level. Then, each node broadcasts

a HELLO message with its ID and level. All node maintain their one-hop neighbor table.

Each entry includes a ID and the corresponding hop level. According to the level structure

and one-hop neighbor table, each node knows the number of potential child nodes of itself.

… … …

A

DC

FE

B

Level 0

Level k+1

Level k

Level k-1

Figure 4.1: Level structure of sensor nodes
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ID Level
A k-1
B k-1
D k
E k+1
F k+1

Table 4.1: Neighbor table of node C after initialization

Figure 4.1 illustrates the level structure of sensor nodes. The base stations are located

at level 0. A node located at level 1 means the hop count to the nearest base station is 1.

The level increases while the hop count to the base station adds. For example in Figure

4.1, nodes A and B are located at level k-1. Nodes C and D are located at level k. Nodes

E and F are located at level k+1. For node C, it maintains an one-hop neighbor table

after initialization as shown in Table 4.1. The nodes at level higher than level of node C

by 1 are called potential parent nodes. In Figure 4.1, that are nodes A and B. The nodes

at level lower than level of node C by 1 are called potential child nodes. In Figure 4.1, that

are nodes E and F. Node D, located at level k which is the same as node C located at,

is called neighbor nodes. The intention of the level structure is to avoid the cycle in the

forest. The nodes only choose one node at higher level as the parent. The nodes do not

choose another nodes at the same or lower level as the parent since it increases the depth

of the forest. The level structure limits the depth of the forest. It implicitly reduces the

latency of the reporting time from leaf nodes to the base stations.
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Algorithm 1 : Forest Construction - Initialization
Input:
G : connected network
BS : set of all base stations
N : set of sensor nodes
Output:
Each node ∈ N maintains an one-hop neighbor table

1: for each base station b, b ∈ BS do
2: Broadcast HELLO message
3: end for
4: for each sensor node n, n ∈ N do
5: if HELLO message H received then
6: Record the minimum hop count to arbitrary base station as its hop level
7: Insert SenderID(H) and HopLevel(H) into its neighbor table
8: Record the number of potential child nodes
9: Broadcast HELLO message with its ID and level

10: end if
11: end for

4.3 Forest Construction

The main goal in this phase is to construct the forest topology which means each node

determines a parent node. At the end of this phase, the data aggregation trees rooted

at each base station are constructed. Each base station broadcasts INVITE messages to

invoke the procedure of parent selection. An INVITE message includes a base station ID, a

sender ID, the number of potential child nodes, and the remaining energy. A base station

ID specifies which base station broadcasts the INVITE message. A sender ID records

which node forwards the INVITE message. The last two fields in INVITE message are

the criteria to select a parent.

When each node receives INVITE messages, it updates the number of potential child

nodes of corresponding entry in the neighbor table, and broadcasts an INVITE message

with its ID, the number of potential child nodes, and the remaining energy. After a period

of time called INVITE TIME THRESHOLD, all nodes select the parent nodes according

to the parent select function. Since data-aggregation trees are disjointed which means a

node can only join one tree, each node just determines one parent node. In the parent

selection, each node decides a parent node with a probabilistic method.

To maximize the network lifetime, a node should choose a parent with more energy
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and less potential child nodes. In Section 3.1, we give the definition of total rounds of node

i: E(i)
rBC(i)+tB

. E(i) is the remaining energy of node i. C(i) is the number of children for node

i. r is the energy required to receive one bit of data. t is the energy required to send one

bit of data. B is the message size in byte. In the forest construction, each node does not

know how many child nodes it will possess. Hence, we can substitute C(i) for the number

of potential child nodes PC(i). This means the potential round of a node is E(i)
rBPC(i)+tB

.

The node with higher potential round should have more child node. Therefore, when a

node decides a parent, it selects a node as the parent in direct proportion to E(i)
rBPC(i)+tB

.

After parent selection, each node sends a REPLY message with sender and receiver ID

back to the parent node. The node receiving a REPLY message accumulates the actual

number of child nodes. At this step, the data aggregation forest is constructed. It means

that each node will receive data from its child nodes, and know to which node it sends

the aggregated data.

Algorithm 2 : Forest Construction - Construction
Input:
G : connected network
BS : set of all base stations
N : set of sensor nodes
Output:
Each node ∈ N selects a parent node

1: for each base station b, b ∈ BS do
2: Broadcast INVITE message
3: end for
4: for each sensor node n, n ∈ N do
5: while INVITE message I received in INVITE TIME THRESHOLD do
6: Update NumberOfPotentialChildNode(I) in its neighbor table
7: Broadcast INVITE message with its ID, the PC, and the remaining energy
8: end while
9: Select a parent node

10: Send REPLY message back to the parent node
11: if REPLY message R received then
12: Record the actual number of child nodes
13: end if
14: end for
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Figure 4.2: Illustration of Algorithm 2

ID Level Number of potential child nodes
A k-1 3
B k-1 5
D k 2
E k+1 2
F k+1 1

Table 4.2: Neighbor table with PC of node C in Figure 4.2

Table 4.2 shows the neighbor table of node C which is located at level k. In a period

of time INVITE TIME THRESHOLD, node C updates all PC entry of its neighbor table.

Since node C is located at level k, there are two potential parent: A and B.

The potential round of node A is E(A)
rBPC(A)+tB

= X.

The potential round of node B is E(B)
rBPC(B)+tB

= Y .

Node C selects a parent between A and B in direct proportion to X and Y . The

probability to select node A as the parent is X
X+Y

. The probability to select node B as the

parent is Y
X+Y

.

4.4 Refinement

After the construction of data-aggregation forest, there could exist some nodes with im-

balance number of child nodes and the remaining energy between its neighbor nodes. In

16



this phase, the goal is to adjust the imbalance topology. Each base station broadcasts

UPDATE messages to enable all nodes to update their actual neighbor structure. A UP-

DATE message includes a sender ID, the actual number of child nodes, the remaining

energy. A sender ID specifies which nodes sends the UPDATE message. The actual

number of child nodes is used for updating the actual topology in the one-hop neighbor

table. The remaining energy enable the accurate round calculation.

While each node receives UPDATE messages, it updates the actual number of child

nodes in the neighbor table, and broadcasts a UPDATE message with its ID, the actual

number of child nodes, and the remaining energy. In a period of time called REFINE

TIME THRESHOLD, each node finds the maximum round (max round) at the same

level in its neighbor table. If the difference between its round and max round greater

than or equal to ROUND DIFFERENCE THRESHOLD, the node broadcasts a REFINE

message to enable topology refinement. When the node receives a REFINE message, the

node selects the parent again by the parent select function while the refinement may occur

in the same tree or different tree. It means that a node may join another tree after the

refinement. If the node selects a new parent, it broadcasts a CHANGE message to inform

former parent and new parent. Therefore, former parent and new parent can update their

actual number of child nodes.
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Algorithm 3 : Forest Construction - Refinement
Input:
G : connected network
BS : set of all base stations
N : set of sensor nodes
Output:
Each node ∈ N balances the number of child nodes between its neighbor nodes

1: for each base station b, b ∈ BS do
2: Broadcast UPDATE message
3: end for
4: for each sensor node n, n ∈ N do
5: while UPDATE message U received in REFINE TIME THRESHOLD do
6: Update the actual number of child nodes in its neighbor table
7: Broadcast UPDATE message with its ID and the actual number of child nodes
8: end while
9: Find the maximum round(max round) at the same level in its neighbor table

10: if |its round−max round| ≥ ROUND DIFFERENCE THRESHOLD then
11: Broadcast REFINE message
12: end if
13: if REFINE message R received then
14: Select a parent
15: if A new parent is selected then
16: Broadcast CHANGE message
17: end if
18: end if
19: end for
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Figure 4.3: Illustration of Algorithm 3

We give an example to illustrate the refinement. Figure 4.3(a) shows a constructed

topology. There are 5 nodes select node C as the parent, and there is 1 node selects node

D as the parent. When the base stations broadcast UPDATE messages, nodes C and D

receive UPDATE messages in REFINE TIME THRESHOLD. After the period of time

REFINE TIME THRESHOLD, node C finds the minimum round at the same level in its

neighbor table. The round of node C is E(C)
rBC(C)+tB

= X. The maximum round is from

node D: E(D)
rBC(D)+tB

= Y . Node C subtracts its round from the maximum round X − Y .

The difference X − Y is less than ROUND DIFFERENCE THRESHOLD. Therefore,

node C broadcasts a REFINE message. Nodes G and H receive REFINE messages and

select node D as the new parent. In Figure 4.3(b), node G and H select node D as the

parent. The original ratio of C(C) to C(D) is 5:1. After the refinement, the ratio of C(C)

to C(D) is 1:1.
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4.5 Route Maintenance

4.5.1 Node Failure

After setting up the data-aggregation forest, there could be node failure or node addition.

The algorithm maintains the forest topology, even deleting or adding a node to the sensor

network. To detect node failure actively, each node periodically broadcasts KEEP-ALIVE

messages. If a node doest not receive KEEP-ALIVE messages from the neighbor node in

a period of time, the neighbor node is taken as a disappeared node. The nodes, which are

located at the same level as the disappeared node located at, could be the potential parent

to those nodes select the disappeared node as the parent. Hence, these nodes broadcasts

INVITE messages with the actual number of child nodes. Then, the nodes lost their

parents receives INVITE messages. These nodes can update their neighbor tables, and

select a new parent.

Algorithm 4 : Route Maintenance - Node Failure
Input:
G : connected network
N : set of sensor nodes
Output:
Nodes in N select the fail node as the parent construct their local topology

1: for each sensor node n, n ∈ N do
2: Broadcast KEEP-ALIVE message periodically
3: if a node X disappears then
4: Node at the same level broadcasts INVITE messages with the actual number

of child nodes
5: if INVITE message I received then
6: Select a parent according to new neighbor table
7: end if
8: end if
9: end for
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Figure 4.4: Illustration of Algorithm 4 for node failure

Figure 4.4 illustrates the route maintenance when there is a node fail. In Figure

4.4(a), node D broadcasts KEEP-ALIVE messages between its neighbor nodes. When

node D disappears, nodes C and I broadcast INVITE messages. While receiving INVITE

messages, nodes G, H, and F select new parents as shown in Figure 4.4(b).

4.5.2 Node Addition

Consider the case of node additions. If a new sensor node is deployed, it broadcasts an

ASK message with its ID to obtain which level it is located at. The node receiving an

ASK message send an ANSWER message with its base station ID and level back to the

new node. While receiving ANSWER messages, new node records the minimum hop level

and plus 1 as its level. After that, new node broadcasts a HELLO message. The neighbor

nodes of new node will receive HELLO messages, and update their neighbor tables. The

nodes, whose hop level higher than new node by 1, are the potential parent of the new

node. These nodes broadcast INVITE messages to inform new node to select a parent.

New node can choose parent according to INVITE messages, and broadcasts a INVITE
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message to reconstruct the topology below the new node.

Algorithm 5 : Route Maintenance - Node Addition
Input:
G : connected network
N : set of sensor nodes
Output:
Node added to N constructs its local topology

1: for each sensor node n, n ∈ N do
2: if a node X adds then
3: X broadcasts ASK message
4: if ASK message received then
5: Send ANSWER message back to X
6: end if
7: if ANSWER message received then
8: X record the minimum hop level and plus 1 as its level
9: end if

10: X broadcasts HELLO message
11: if HELLO message I received then
12: Update its neighbor table
13: end if
14: for node with level higher than X by 1 do
15: Broadcast INVITE message
16: if INVITE message I received then
17: X selects a parent
18: X broadcasts REFINE message
19: Nodes below to X reconstruct the topology
20: end if
21: end for
22: end if
23: end for
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Figure 4.5: Illustration of Algorithm 5 for node addition

In Figure 4.5(a), we add node X into the sensor network. Node X broadcasts an

ASK message to obtain its level. After that, node X broadcasts a HELLO message to

enable neighbor nodes update their neighbor tables. Nodes A and B are located at level

k-1 which is higher than the level node X located at by 1. Therefore, nodes A and B

broadcast INVITE messages to inform node X to select a parent. In Figure 4.5(b), node

X selects node B as the parent. Then, node X broadcasts a REFINE message, and nodes

below node X reconstruct their topology. As shown in Figure4.5(b), nodes G and H select

node X as their parent.
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4.5.3 Forest Adjustment

The low energy nodes is the bottleneck while prolonging the network lifetime. Hence, we

need to reduce the degree of a low energy node. Through forest adjustment, the child

nodes of a low energy node may select a new parent. Therefore, the lower degree of a

low energy node implies the longer lifetime. Once a node with energy level lower than

a threshold, the node broadcasts a LEAVE message. The neighbor nodes, located at

the level equals to that of the lower energy node plus one, remove the entry of the low

energy node from their neighbor tables. The neighbor nodes with the same level, which

receives LEAVE messages, broadcast ADJUST message. An ADJUST message includes

a sender ID, the remaining energy, and the number of child nodes. The three fields enable

the receivers to update their one-hop neighbor table for parent select function. The child

nodes of a low energy node wait for a period of time to confirm there are no more ADJUST

messages, and then the child nodes update their neighbor tables. After that, the child

nodes can select a new parent via the updated neighbor tables.

Algorithm 6 : Route Maintenance - Forest Adjustment
Input:
G : connected network
N : set of sensor nodes
Output:
Reduce the degrees of the low energy nodes in N

1: for each sensor node n, n ∈ N do
2: if the energy level of node X ≤ ENERGY THRESHOLD then
3: X broadcasts LEAVE message with ID
4: end if
5: if LEAVE message L received then
6: if hopLevel(n) = hopLevel(X)+1 then
7: Remove entry of X in neighbor table
8: else if hopLevel(n) = hopLevel(X) then
9: Broadcast ADJUST message with ID, energy, and number of child nodes

10: end if
11: end if
12: if ADJUST message A received then
13: Update neighbor table
14: end if
15: Child nodes of X select a new parent
16: end for
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Figure 4.6: Illustration of Algorithm 6 for forest adjustment

Figure 4.6 illustrates the forest adjustment. In Figure 4.6(a), node X broadcasts a

LEAVE message since its energy is lower than a threshold. After that, there are four

neighbor nodes A, B, C, and D receiving the LEAVE message in Figure 4.6(b). Node C
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and D are located at level k+1 which is lower than the level node X located at by one.

Therefore, node C and D remove the entry of node X in their neighbor tables. Node A

and B are located at level k which is the same as the level node X located at. Hence,

node A and B broadcast ADJUST messages with their ID, energy, and number of child

nodes. After a period of time, there are no more ADJUST messages as shown in Figure

4.6(c). Then, node C and D can select a new parent according to the updated neighbor

table. Node C selects node A as the parent, and node D selects node B as the parent.

The degree of node X is reduced while the lifetime is also prolonged.
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Chapter 5

Simulation Results

In this section, we evaluate the performance of our proposed algorithm via simulations.

We assume there are 100 nodes in a wireless sensor network while nodes are spread in a

grid topology. The sensor network is located at a square area with side-length 100m. The

initial energy of each node is given as 0.1J. Transmission range R is set to 20m. Each node

generates B = 48 bytes of data in each round. There are four base stations which located

at coordinates (25, 25), (25, 75), (75, 25), (75, 75) respectively. Table 5.1 summarizes

the simulation parameters. We adopt the simulation parameter above except there is an

otherwise specification. In the simulation, we compare the lifetime performance in terms

of rounds, control message, and data message of our algorithm between those of Wu’s

algorithm in [14].

Number of nodes 100
Field 100 × 100

Initial energy 0.1
B (bytes) 48

R (transmission range) 20

Table 5.1: Simulation parameters
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5.1 Impact of Number of Sensor Nodes
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Figure 5.1: Simulation with difference number of nodes

We adjust the number of nodes from 25 to 100 while the topology is the grid. In Figure

5.1(a), the network lifetime decreases while the number of nodes increases. Because when

the number of nodes increases, the average degree also increases. In results in average

round of each node decreases, so the network lifetime decreases. We can see that the

network lifetime of our algorithm is more than that of Wu’s algorithm except the node

is 25. Since the number of nodes is less, each node has fewer neighbor node. Once the

energy of a node is low, there may be no adjustment to enable the child nodes to select

a new parent. Hence, the network lifetime is less than that of Wu’s algorithm when the

number of nodes is less. On the other hand, in Figure 5.1(b), the control messages of

Wu’s algorithm is more than that of our algorithm since Wu’s algorithm is a centralized

algorithm. Since the network life time of our algorithm is longer, the data messages are
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also more than that of Wu’s algorithm as shown in Figure 5.1(c).

5.2 Impact of Number of Base Stations
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Figure 5.2: Simulation with difference number of base stations

Number of base stations Location
3 (30, 30), (60, 30), (45, 60)
4 (25, 25), (75, 25), (25, 75), (75, 75)
5 (25, 25), (75, 25), (25, 75), (75, 75), (50, 50)
6 (25, 30), (50, 30), (75, 30), (25, 60), (50, 60), (75, 60)
7 (50, 15), (25, 30), (75, 30), (50, 45), (25, 60), (75, 60), (50, 75)
8 (40, 20), (80, 20), (20, 40), (60, 40), (40, 60), (80, 60), (20, 80), (60, 80)

Table 5.2: Location of base stations
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Then, we vary the number of base stations from 3 to 8. Table 5.2 shows the location

of each base station while the number of base stations varies. Obviously, regardless of

the number of base stations, the network lifetime of our algorithm is longer than that of

Wu’s algorithm as show in Figure 5.2(a). When the number of base stations increases,

the network lifetime also increases. Since the number of data aggregation tree rooted at

each base station increases, it reduces the average degree of each node. Therefore, the

network lifetime is prolonged while adding the number of base stations. In Figure 5.2(b),

the control messages exchanged between each base stations of Wu’s algorithm increase

since the number of base stations increases. On the other hand, the control messages of

our algorithm are about the same.

5.3 Impact of Transmission Range
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Figure 5.3: Simulation with difference transmission range
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We adjust the transmission range from 10m to 50m. In Figure 5.3(a), we can see that

our algorithm surpasses Wu’s algorithm in the network lifetime. It is owing to the forest

adjustment to prolong the network lifetime. As shown in Figure 5.3(b), when the trans-

mission range is less than 20 m, the control messages of our algorithm are less than that

of Wu’s algorithm. While the transmission range is more than 30 m, the control messages

of our algorithm are more than that of Wu’s algorithm. Since the transmission range is

large, each node can have more neighbor nodes. It means that every node have plenty

of potential parent nodes. When the energy level of a node is low, the child nodes of

low energy node very likely change its parent to reduce the degree of low energy node.

It results in a large amount of message exchange of forest adjustment. However, forest

adjustment prolongs the network lifetime effectively.
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5.4 Impact of Network Area Size
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Figure 5.4: Simulation with difference network area size

We increase the network area from 50m × 50m to 200m × 200m. In Figure 5.4(a), no

matter how the network area size changes, the network lifetime of our algorithm still

exceeded that of Wu’s algorithm. When the network area size is small, the density of

sensor nodes is high. That is each node has more neighbor nodes in small network area.

As shown in Figure 5.4(b), the control messages of our algorithm is more than that of

Wu’s algorithm while the network area size is 50m × 50m. The more neighbor nodes

results in the more message exchange of forest adjustment. Once the network area size is

larger than 100m × 100m, our control messages are less than that of Wu’s algorithm.

We observe the network lifetime performance for the cases above, the network life-

time achieved by our algorithm outstrips Wu’s algorithm. Our distributed algorithm can

scale up while the number of nodes increases in a sensor network. Although the message
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overhead may increase while the neighbor nodes increase, that is because of message ex-

change of forest adjustment. The adjustment mechanism effectively prolongs the network

lifetime.
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Chapter 6

Conclusion

In this paper, we study the problem of constructing a maximum network lifetime data

aggregation forest. The problem is proven to be NP-complete. Therefore, we propose a

distributed and efficient algorithm to construct the data aggregation forest. The nodes

with more energy should also keep more child nodes in order to prolonging the network

lifetime. Each node can determine a parent node only requires local knowledge based

on the concept. After forest construction, route maintenance is also considered. If there

is node failure or addition in a sensor network, the algorithm can reconstruct the topol-

ogy locally and efficiently. Moreover, for increasing the network lifetime, we present a

mechanism to reduce the degree of the node while the energy is insufficient. Finally, our

simulation results show that the proposed solution is efficient and prolong the network

lifetime as long as possible. While increasing the number of nodes, our algorithm can also

scale up to prolong the network lifetime. When the density of sensor node is low, the

message exchange of our algorithm also decreases. In conclusion, our algorithm performs

well in large scale sensor networks while the density of sensor nodes is not high.
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