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Scheduling for Multicast Services in Millimeter Wave Wireless Personal
Area Networks

Student : Chih-Han Chan Advisor : Hsi-Lu Chao
Institute of Network Engineering College of Computer Science

National Chiao Tung University

Abstract

The high speed multimedia transmission applications had been become popular in recent
year, the IEEE 802.15.3c task group had been compose the media access control (MAC) and
physical layer (PHY) standard. The physical characteristics include adopting frequency at
60GHz ISM band and beamforming technique which respectively causes high path loss and
increases the spatial reusability. In the recent application view, the operation of multimedia
data transmission prefers adopt multicast transmission scheme. With the observation of
Shannon capacity, we can find out the capacity. of -a multicast flow is highly correlated with
number of receivers (links), distance between sender and receivers and beamwidth of the flow.
Also, the link pattern selection of each multicast flow would affect the spatial reusability.
Each multicast flow has 27 — 1 link flow patterns and at least 2"~! schedulable link flows
set with n receivers. Our objective is to propose an efficient link pattern selection scheme for
each multicast flow and joint the fair scheduling algorithm to maximize the system
throughput without losing the fairness. The simulation results show that the proposed joint
link pattern selection and flow scheduling scheme is better than only unicast link pattern and
original link pattern, and the performance approximate to local optimal link pattern selection
scheme in throughput. Compare with REX scheduler, the proposed scheduling scheme is

better in throughput but with minor loss in fairness.
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Chapter 1 Introduction

1.1 Characteristics of IEEE 802.15.3c
Due to the demand of playing high-definition (HD) uncompressed video

increases in recent year, the IEEE 802.15.3c task group had been composed the
medium access control (MAC) and physical layer (PHY) standard to realize HD video
transmissions in Wireless Personal Area Networks (WPAN). To provide at least
1.5Gbps high speed transmission, the main characteristic in physical layer includes
adopting operating frequency within 57~66GHz ISM band and the beamforming
technique. The natural characteristic of 60GHz and small wavelength leads to high
path loss and oxygen absorption which plus beamforming technique would promote
the spatial reusability and directivity. In the recent application view, for example likes
video conference with augmented reality (AR) technique or 3D applications, it’s
better to adopt a new design to support the multicast transmission. There is several
existed work discussing about the problem of NLOS flow transmission which is
caused by moving obstacle like human. And they proposed multi-hop transmission
[3-5] to replace the NLOS single hop transmission. Some other works studies the
spatial multiplexing capacity and propose scheduling method based on exclusive
region conception. However, as far as we know, there are few researches study the
system performance when the unicast and multicast flows coexisted in the WPAN

which would be more general in the future.



1.2 Motivation and problem descriptions

With the observation of Shannon capacity, the capacity of a flow depends on the
distance between sender and receiver, and the main lobe beamwidth of the sender and
receiver. A multicast flow includes several receivers in a transmission would increase
the multicast flow capacity. However, when there are several multicast and unicast
flows in the system, a multicast flow selects more receivers to transmit would enlarge
the beamwidth of the multicast flow and cause more collision, which defers other
flow transmit together, decreasing the spatial reusability and system throughput. In
Figure 1-1, the case 1 contains a multicast flow with sender S1, receiver D1 and D3
and a unicast flow with sender S2 and receiver D2, the multicast flow request 6 time
slot and unicast flow request 2 time slot to transmit. The link flows with red color
were scheduled in channel time allocation 1 (CTAIl) and the link flows with blue
color were scheduled in CTA2. Here a link flow is a sender to one or more receivers.
First we divide the multicast flow into n unicast link flows and calculate the time
requirement of each link flows. In Fig: 1-1-(b), the multicast flow is divided into two
unicast flows, f{ with 5 time slot and f; with 4 time slot, we can find out the flow
on original link pattern is better than only unicast link pattern in scheduling result in
Fig. 1-1 (c¢). In Fig. 1-1 (e), f, coexisted with f{ but collide with f3. The scheduling
result of case 2 shows that only unicast link pattern is better than original link pattern.
We can find out the scheduling result is highly correlated with link pattern selection
of each multicast flow. It’s the tradeoff between multicast flow capacity and spatial
reusability. And my objective is to propose an efficient link pattern selection scheme
for each multicast flow and joint it with the scheduling algorithm which is better than

the original link pattern and only unicast link pattern in system throughput.
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Figure 1-1. The comparison between original link pattern and only unicast link

pattern in scheduling result

1.3 Contributions

The main contributions of the paper are two-fold. First, to the best of our
knowledge, the work is the first one to study the system throughput with unicast flows
and multicast flows. We propose a link pattern selection scheme and joint it with the
proposed scheduling algorithm to achieve the better system performance than the
system performance with original link patterns or only unicast link patterns. Also, the
system throughput with proposed scheme approximate to the system throughput with
suboptimal link pattern selection scheme. Second, the proposed scheme has better
system throughput and lower complexity than REX scheduler but with minor loss in

fairness.

Chapter 2 Related Work

Due to the special characteristic of mmWave and directional antenna
respectively cause high path loss and increase spatial reusability. The authors in [3]

proposed exclusive region conception of the receiver to determine if each two flows



can concurrently transmit. The work discusses the exclusive region of the receiver
when the sender and receiver both equips with omni-directional antenna or directional
antenna, and there are four scenarios. When the sender and receiver both adopt
directional transmission, the exclusive region of the receiver contains four zones with
one zone like cone shape. Senders of two flows both outside the exclusive region of
the receiver of the other flow means the two flows can be coexisted. The authors [4][5]
analyze the spatial multiplexing capacity based on the exclusive region concept and
the result shows that the most proper exclusive radius is about 4m. Also, the work [4]
tells that the smaller the beamwidth of each flow would increase the number of
concurrent transmission flows and the spatial capacity of the system. The authors in [6]
analyze the probability of a collision occurs in a time slot is about 3.7% in protocol
model and 10% in physical model when the interferers were Poisson distributed. And
it concludes that the high directive links with mmWave characteristic can be seen as
pseudo wired links and the interference in'mmWave network can almost be ignored
for MAC designer. In [7] and [8], the authors proposed the main idea of multiple high
rate hops to replace the low rate hop to enhance the system throughput. The key
observation of the work is the distance between transmitter and receiver dominates the
transmission rate, so it propose a novel metric which include the hop distance and hop
loading as the weight of each hop and the PNC calculates the total weight of each path
and select the minimal weighted path for each flow. The proposed scheduling
algorithm constructs coexistence groups and allocates each group with maximal flow
time of the group. The main problem of the work is the scheduling algorithm doesn’t
concern about the later hop in a path can’t not be scheduled before the previous hop
which may cause flow starvation of the later hop and it can be improved if it also

concern about the coexistence factor between hops of different flows. In [9], the



authors proposed the usage of repeater devices to reduce the NLOS effect, the
objective of the work is make transmission rate of each flow get up to a threshold, for
example 800Mbps, since the selection of a repeater for each flow is NP-hard problem,
it proposed a random repeater selection scheme for each flow not get up to the
threshold. The main problem of the work is it adopts the random scheme to select the
repeater, it’s a time consuming operation because the selection of a flow may reduce
the transmission rate of the other flow which already get up to threshold and become
no get up to the threshold, some flows may not achieve the threshold in the final
because the algorithm stops if it has no more improvement. There are several existed
work discuss about how to solve the NLOS transmission problem, but as far as we
know, there are little works study the system performance when the unicast and
multicast flows coexisted within the mmWave. WPAN. The following is the system

model and the proposed methods.

Chapter 3 System Model, Antenna Model and

Physical Model

3.1 System model and MAC super frame
In 802.15.3c WPAN, the piconet is constructed on demand. Each piconet

contains a piconet coordinator (PNC) and several slave devices. The first device
construct the piconet would be the PNC and sent the beacons in the beacon period of a
super frame like in Figure 3-1, the other devices get the beacon from the PNC is the
slave devices. The super frame contains three periods, beacon period, contention
access period (CAP) and channel time access period (CTAP). The channel time access
period contains management CTA (MCTA) and data transmission CTA. In beacon
period, the PNC sent beacon to synchronize the devices in the system or notify the

devices about system information likes scheduling results. In CAP, the newly joined
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devices can associate with PNC or transmission data with other devices in CSMA/CA
manner. In CTAP, the PNC may use the MCTA to send the command or allocate the

MCTA to the devices for CTA request. The CTA is used for data transmission in

TDMA manner.
Superframe #m-—1 Superframe #m Superframe #m+1
Quasi-omm beacon Contention access period Channel trme access period
= - -
Ec= E==x = - = - e —
| .- B = = = B = — =
=35 =?El 8< | E< |22 | = | = | = & | =
2w = E %S TR T - £ £ By - ]
=82 =8 o 2 = o = - = t
258 252| Bv | =v | = t | 2| ¥ o | ©
s aw B am| %

Figure 3-1. Piconet superframe structure
3.2 Antenna model

Each node equips with steerable antenna. which can direct the beam to any
direction with beamwidth range from O to 27. We adopt the ideal flat top antenna
model which assumes the radiation of side lobe can be ignored and set null to the
direction of interference and noise. The antenna gain of mainlobe is inversely
proportional to the mainlobe beamwidth, otherwise, the antenna gain would be zero

[S].

2r P| < [
_ ] 191 <3
G { 0 , otherwise ey

(,, is the antenna gain of mainlobe. |®| is the angle difference between vector from

sender to receiver and the azimuth of mainlobe.

3.3 Physical model

The transmission rate is derived from Shannon capacity and Friis transmission
equation. According to Shannon capacity equation, the achievable data rate is defined

as

R, =Wlogy(14+ SINR) = Wlog:(SINR),SINR > 1 ()



(A/47)2G G Py d

SINR =
No+1

3)
W is the bandwidth, SINR is signal to interference and noise ratio, A is the wave
length, G;,, and G,,, is respectively transmission antenna gain and receive antenna
gain. [ is the transmission power, d;; is the distance between transmitter i and
receiver j. N, is the background noise and / is the total power from other concurrent
transmitters. « 1is the path loss exponent with value range from 2 to 6. To simplify
the complexity, here we assume each receiver have the same interference which is set
to background noise. Combine formulation (1), (2) and (3), we can derive the

transmission rate of a flow as

Rey = Wiogs [ 21105 Y
L) T 092 m (

Here the beamwidth of the sender: 6, is a variable and beamwidth of the receiver is
default minimal beamwidth 6,,;,. When a /multicast flow comes with time
requirement ¢, for calculating the time requirement of each unicast link flows of the

multicast flow, we can derived it from the equation

ZOg )\Z{Dt - lOg d?‘ esemi’rl
il = 2 (6) - o (0 s 5)

Tk ZOg2 ()é?\g) — l0g2 ( (L)jker%ﬂn) 7

tip = [V’@J

t; 1s time requirement of unicast link flow. r;; is the transmission rate of the
unicast flow. r;; is the transmission rate of multicast flow. ¢; ; is the time
requirement of original multicast flow. d; ; is the maximal distance of all receivers of

the multicast flow.

3.4 Derive the beamwidth and azimuth of a multicast flow

There are n possible beamwidth for a multicast sender to cover all receivers of
the multicast flow. The azimuth of a multicast flow is defined as the transmission

direction in the middle of beamwidth which is range from 0 to 2.
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First we get the planar coordination of the receivers of each unicast link flow and
transform it to the radian coordination with radian range from O to 27. To derive the

minimal beamwidth and azimuth of the multicast flow, we sort the azimuth of each

receiver in descendent order as ¢ in Fig. 3-3. ~ is the azimuth difference between

receiver with maximal azimuth and receiver with minimal azimuth. With condition of
v < 7, the azimuth of each receiver in the multicast flow must locate within the range
v . Otherwise, we derive all the azimuth difference ¢; — ¢;,; with i from 1 to n-1
and 21 — (¢ — ¢,,), sorting the azimuth difference in ascendent order and get the
summation of the first n-1 azimuth difference to take the minimal azimuth difference
of the multicast flow. After getting the minimal azimuth difference 6 which cover all
the receivers of the multicast flow. For compensating the collision condition of
receivers with maximal and minimal azimuth in graph theory, we take the multicast
beamwidth 0gp with value 6+ 0,,;,, if the value larger than 27, set it to 27 to

make sure the beamwidth within [0,,i,, 27} A¢pe. is the maximal azimuth

difference between adjacency two links. Ad¢p,,.. is the tuple contains maximal

azimuth difference of two adjacency links and the azimuth of the two links. ¢, is the

larger azimuth within A¢,,,, and ¢; is the smaller azimuth within A¢,,.,. ¢s.p is

the azimuth of the multicast flow. ¢gp is in the middle of maximal azimuth and
minimal azimuth with condition v <7 or ¢, — ¢; # A¢a. . With condition
bi — ¢; # Amas, the maximal azimuth difference must be 27 — (¢ — ¢,,) and the
azimuth of each receiver of the multicast flow must be between ¢; and ¢;.
Otherwise, with condition v > 7 and ¢; — ¢; = Ay, the azimuth of each
receiver of the multicast flow must be between ¢, cross 0 to ¢, and the azimuth of

the multicast flow is = (27 + ¢; + ¢;)/2, set to B — 27 if 3 is larger than or



equal to 27 to make sure the azimuth within [0, 27).

B = (b1 GBS > 2 b

v, ify <7

— n—1
’= ; min(|¢; — giy1|, [27 — (¢1 — bn)|), ify > 7

5D 27, otherwise

Agbma:ﬂ = maX(’¢i - ¢i+1‘7 |27T - (¢1 - ¢n)‘)7l € [17’L - 1]

A¢'ma:t - (¢za ¢j7 A(bmax)
= 21 + ¢ + @,

2

MT%lffy S T or ¢’i - ¢j 7£ A¢ma:p
¢sp =14 [B,ifty>mand ¢; — ¢; = Ay, and f < 27
B —2m ity >mand ¢; — ¢j = Ay, and > 2

Figure 3-3. The beamwidth and azimuth of a multicast flow

In Fig. 3-4 (a), it shows the scenario with condition ~y < 27, the azimuth of the
multicast flow is (¢ + ¢2)/2. In Fig. 3-4 (b), it shows the scenario with condition
bi — ¢; # Pmas» the azimuth of the multicast flow is (¢1 + ¢4)/2. In Fig. 3-4 (¢), it
shows the scenario with condition v > 7 and ¢; — ¢; = Ay, and [ > 27, the
azimuth of the multicast flow is (27 + ¢1 + ¢2)/2 — 27. In Fig. 3-4 (d), it shows the
scenario with condition v > 7 and ¢; — ¢; = A¢,., and [ < 27, the azimuth of

the multicast flow is (27 + ¢1 + ¢o)/2.

g

Figure 3-2. The multicast

beamforming with beamwidth
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Figure 3-4. Illustrations of each type of the multicast flow
3.5 Derive the mutual cover rule by exclusive region

To determine if two flows can be .coexisted, we would derive the conflict rule
called mutual cover rule. The two flows are conflicting when sender of the two flows
is covered by the receiver of the other flow. The following is the process to derive the
mutual cover rule.

The interference from one of concurrent flow is the received power from the

sender of the other flow and it set as Friis transmission equation [10].

47

P, is the received power of receiver j and d;; is the distance between

A 2

interferer k and receiver j. The total interference from n concurrent flows show as

n /\ 2
[=Y PGunGrmds (E) < N (7

k=1

And we set the interference value less than the background noise to match our
assumption. We calculate the exclusive region conservatively and set the distance of
all n interferer equal to the distance which the closest interferer has. Convert the

equation (7) to

10



o /AN N,
BGtmed,iJ)(E) <= ®)

dy.; is the minimal distance between receiver j and maximal interferer k. The

exclusive distance of receiver j would be

1
_ PGpnGrm (2)° 0\ "
dhjz( GG (37) ”) ©)

No

In general, Gy,, = G,,, > 1 when 6 < 27 and n is limited. The exclusive
radius dj. ; > 1. The scenario of (9) show the case when the interferer is within the
mainlobe of the receiver and the receiver is also within the mainlobe of the interferer.
When the interferer is within the mainlobe of the receiver and the receiver is outside

the mainlobe of the interferer, the interference is derived as

—a (AN\? N,
BG“GT,,ndiJ)(ZL—) <=2 (10)

T - n
When the receiver is within the mainlobe of the interferer and the interferer is

outside the mainlobe of the receiver, the interference is derived as

o) ([ A\ N,
BGmediJ)Q—) e (11)

T - n
When the interferer is outside the mainlobe of the sender and the interferer is

outside the mainlobe of the receiver, the interference is derived as
o) [ A\ N,
PG Grody )" <—) <=2 (12)
' 47 n

In the condition of (10), (11) and (12), we get the relationship of exclusive

1 1
Ek S (PzﬁGtsGrm (ﬁ)2 n) “ _ (PthmGrs (ﬁ)2 n) °
i =

N() NO

(PthsGm (ﬁ)2n> : (13)

No

distance as
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In general, G;, = GG,; < 1 and n is limited, the exclusive distance would close

to zero with radian 27 — 6,. With the equation (9) and (13), we get the mutual cover
rule likes Fig. 3-5 (a),

3.6 The four conflict rules in protocol model

There are four conflict rules to determine the conflict condition between two
flows which respectively show in Fig. 3-5. The first one in Fig. 3-5 (a) is the mutual
cover, when a receiver was covered by the main beam of the interferer and the
interferer is also covered by the main beam of the receiver, the confliction occurs. The
second one in Fig. 3-5 (b) is the half duplex which means one device can’t transmit
and receive at the same time. The third one in Fig. 3-5 (c) is the flows from one
device can’t be simultaneously transmitted. The fourth one in Fig. 3-5 (d) is two flows
can’t transmit to the same destination at the same time. The mathematic formulation

of each conflict rule is presented as following.

Mutual cover: [Py, ;| < 95‘2 and P, 5| < 9";’”,]' €D,
Half duplex: s2 and s2N Dy # ¢

Same source: sl = s2

Same destination: Di N Dy # ¢

®,;_,; represents the angle difference between azimuth of flow i and the vector from

si to receiver j of the other flow. 6 is the beamwidth. D; is the destination set of

flow i.

12



(b)) Half duplex

(a) Mfutual cover

() Same source (d) Same destination

Figure 3-5. The four conflict rules

Chapter 4 Proposed Link Pattern Selection
Scheme and Scheduling Algorithm

In section 4.1, we would show: the preliminary before start our proposed schemes.
In section 4.2, we would show the combination of link flows sets. In section 4.3, we
would prove the minimal time frame length scheduling problem is a NP-hard problem.
In section 4.4, we would discuss the design of link patterns selection. The link
patterns selection algorithm was presented in section 4.5. The proposed fair slot

assignment algorithm was presented in section 4.6.

4.1 Preliminary
4.1.1 Conflict graph

In the conflict graph, a node represents a link flow and an edge between two
nodes represents the two link flows are conflicted. We would split the multicast flow
into the number of destination unicast link flows and transform the problem into
conflict graph. Each node in the conflict graph is a unicast link flow at initial state.
The edge between two nodes means two link flows can’t be coexisted. Since we

would merge two nodes into one node in the conflict graph, we define the merge link

13



flows set {ML}. Each link flow in the set {ML} may be a unicast link flow or a
multicast link flow. We construct the conflict graph base on the four conflict rule
described in section 3.6. For example in Fig. 4-1 (c), the flow of S, is a multicast flow
with destination d;; and d,» and it split into two unicast link flows like Fig. 4-1 (a). In
Fig. 4-1 (b), L, represents the link flow S; to d;;, L, represents the link flow S, to
da.1, Ly represents the link flow S, to da, since L ; conflict with L, ; base on mutual
cover rule, and L, ; conflict with L,, base on same source rule, there exists an edge
between them in conflict graph. The same rules show in Fig. 4-1 (c)-(d), since it’s a
multicast link flow of S,, if one of its unicast link flow conflict with the other link

flow in {ML}, it means the two link flows were conflicted.

> | AN
s O

(a) Scenario of onlwv u_n_i'ca_st flow (b) Conflict graph of onlwv unicast flow

2 e

(c) Scenario of multicast flow and (d) Conflict graph of multicast flow
unicast flow and unicast flow

Figure 4-1. Transform the relationship between flows to conflict graph
4.1.2 Maximal independent set

In graph theory, a maximal independent set (MIS) or maximal stable set is an
independent set that is not a subset of any other independent set. For example, we

have {b}, {a,c} two MISs, then {a} is not a MIS since it was a subset of {a,c}. Figure

14



4-2 shows all the MISs of the five nodes, {2,4},{1,5},{3}.

1 2 1 2 1

I-d

$a
W]

4 5 4

LA

Figure 4-2. Maximal independent set
4.2 Combination of schedulable link flows set

Each multicast has 2"-1 link patterns. n is the number of destinations of the
p

multicast flow. The number of schedulable link flows of each flow is derived as
Pa(n) > 201 (14)
The total number of schedulable link flows set is derived as
[[Pi(n),i=1,2,....,N (15)

N is the number of the flows in the system: Since the combination of schedulable link
flows set is exponential, we would propose an efficient link pattern selection scheme
for each multicast flow and select a good schedulable link flows set compare with the
original link flows set and only unicast link flows set. The link pattern selection
problem is highly correlated with scheduling problem and it would affect the final

scheduling result.

4.3 Proof of minimal time frame length scheduling problem is
NP-hard

We could transform the schedulable link flow set into conflict graph and find the
maximal independent set to schedule in each slot. First we proof the minimal time
frame length scheduling problem is a NP-hard problem and it also can be formulate as
ILP problem which is also a NP-complete problem.

Theorem 1.0. In a general conflict graph, the minimal time frame length scheduling

problem is a NP-hard problem.
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Proof. To minimize the time frame length, it should schedule maximum independent
set of the conflict graph in each time slot. For instance, given a conflict graph G with
two nodes and find a maximum independent set in graph G. We could reduce the
problem to minimal time frame length problem. We create the G’ which is equal to G
and set the time requirement of each node in G’ to 1. To find a maximum independent
set in G if and only if solving the minimal time frame length scheduling problem in
G’. G reduces to G’ is a polynomial time reduction.

We formulate the minimal time frame scheduling problem as integer linear

programming (ILP) problem.

minZ)\k,kzl,Z,...,N

s.t
d NS> fh=12....N (16)
ALEN

S"={51,S5,,...,Sy} is the set of maximal independent set after we select a

schedulable link flow set. )\; is the number of time slot allocated to MIS S;. The
ILP problem is a NP-complete problem and the complexity is too high for practical
system to adopt.

We define each entry of the concurrent link set of L; ;, CLS(L; ;), as a set of link
flows coexist with L; ;. We prove each link flow L belong to entry of set of maximal

independent set (SMIS) of L, ;, SMIS(L; ;), implies L belong to CLS(L; ;).
Lemma 1.0. L € SMIS(LZJ) — L € CLS(LLJ)

Proof.

L e M[S(le) — L e CLS(LZJ)

. LeSMIS(L;;) = L € CLS(L;;)
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4.4 Design of link pattern selection

Table I. Description of notations

Notations Description

{ML} Merge link flows set.

G(V,E) V represents link flows and E represents conflict relationship.
S1(Li,5) A set of link flows coexist with L; ;. (CLS)

S2(L; ;) A set of link flows conflict with L; ;. (NS)

S3(L; ;) Maximal independent set of L; ; (MIS)

Sa(L; ;) Set of maximal independent set of L; ; (SMIS)

Ss(Li,jy Lij+1)  Asetof link flows conflict with L; ; and L; j+1. (CNS)

Ggs Original graph G delete the Ss(L;,j, L; j4+1) and Sq(L; ;)
, After merge of original graph G and delete the S5(L; ;, L; j+1) and
G
S1(Li ;)
The defined benefit of merge rulei: It was defined as predicted difference
B;

of scheduling results between before-merge and after merge.

We defined the relational symbols in Table 1. We would split each multicast flow
into multiple unicast link flows, transform it to the conflict graph and merge selected
two link flows into one link flow called merged link flow L.s depends on the
defined benefit B. To solve the general case in conflict graph, we class the graph into
one of following three classes with corresponding merge rule. The merge rule 1 is
when the merged link flow L, ; coexist with Sq(L; ;) and Sq(L; 1), we set the
benefit By to L;; + L; ;41 — L; j. Figs. 4-3 (a),(b) show the scenario of class one,
Ly and L, are unicast link flows of a multicast flow, L; 1 2) coexist with Ly
which is included in Sy(L;1) and S3(L1,2). Actually, there exists multiple
scenarios include in each of three classes. The benefit is defined as predicted
difference of scheduling result between before merge and after merge, and if the

benefit is larger than zero, the link pattern selection operator would merge the selected
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two link flows L;; and L,y into L;;. Here we explain the definition of merge
rule 1. If a scheduler A schedule the other merge link flows except the selected two
link flows, the scheduling result is the same between before merge and after merge.
After that, the predicted difference of before merge and after merge would be
Lij+ L;j+1 — L;y since L, ; coexist with each entry of S1(L; ;) and S1(L; j+1)
which means L, ; coexist with each entry of S4(L; ;) and S4(L; j+1), Liy could
be scheduled with each entry of Sy(L; ;) and Sy(L;, j+1)-

The merge rule 2 is when the merge link flow L, ; conflict with S;(L; ;) but
coexist with S1(L; j+1), Bo = Lij11 — Liy + max(L,; ; — max(S1(L;;).0). The
time requirement of L; ; must be larger than L;; and L, ;;; since the transmission
rate of multicast flow is less than or equal to minimal transmission rate of unicast link
flow of the multicast flow. First we delete'the. L, ; from the graph of before merge
and schedule the {ML} of before merge and {ML.} of after merge. The difference of
scheduling result is equal to L;;.; — L; s, after that attach L,; back to graph of
before merge and schedule it. The benefit of merge operation is the additional cost in
before merge and the benefit would be max(L; ; — max(Clique(S1(L;;))),0), for
simplicity, we take the max(L;; — max(S1(L;;)).0) as the benefit of merge
operation. Figs. 4-3 (c), (d) show the scenario of class 2.

The third scenario is when L, ; conflict with S5(L; ;) and Sa(L; j41). In this
case, we would cut some nodes in graph of before merge and after merge which
would not affect the difference of scheduling result. There are three types of nodes
except the selected nodes L;; and L, ;i The first type L, is the co-conflict nodes
which conflict with L; ; and L, ;4 in the graph of before merge. In Fig. 4-3 (e), the
node L4 is belong to ;. With the condition one that I, coexist with other nodes

except L;; and L;jy1 and Ly < max(Ss(Lij, Lijy1)), VL1 € Ss(Lijy Lijy1),
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we can delete the co-conflict nodes without affecting the difference of scheduling
result. Since the co-conflict node L fulfill the condition one, ; would be included
in maximal independent set (MIS) of max(Ss(L;;,Lij+1)), the difference of
scheduling result would not change after we delete the nodes in type L;. The second
type L is the co-concurrent node which coexist with Sq(L;,y) and its value is less
than or equal to L, ;, for example likes Lg; in Fig. 4-3(e). Since L;; > L;; > Lo
and L, is included in SMIS of L; ;, the scheduler allocate time slot to L; ; in before
merge or allocate time slot to L; ; in after merge is equal to simultaneously allocate
time slot to L., so we can delete the L, without affecting the difference of
scheduling result. The final step is scheduling the flows in remaining graph of before
merge and after merge, take the difference as the benefit of merge rule 3. The
following is the steps we calculate the benefit'of merge rule 3.

When L, ; conflict with S2(L; ;) and Sa(L; jt1).

(1) With condition that L coexist. with other merge link flows except L;; and
Li.j+1 and L < max(Ss(L;j,Lijy1)),VL € S5(Li,jy Lij+1). Delete L from
graph of before merge and after merge.

(2) With condition that L coexist with Sy(L; ) and L < L,;, YL € S1(L;.y).
Delete L from graph of before merge and after merge.

(3) Create the scheduler FSA. B; = FSA(G,) — FSA(GY).

CeD

(a) Before merge

Co D>—CD
Eor D &

(c) Before merge

ol

(b) A frer merge

.
o

(d) After merge

GO & Coond G
D DD D GO DD

(e Before merge (frafrter merce

Figure 4-3. Conflict graph of each merge rule
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In Fig. 4-4 (a), it contains a unicast flow L,; with 3 time slot and a multicast

flow L; ;2 with 5 time slot and it was split into two unicast link flows respectively

L;; with 5 time slot and L;» with 4 time slot. The scheduling result of after merge is 5

time slot which is better than before merge. By the merge rule 1, the benefit B;=

5+4-5 = 4 which is larger than zero. In Fig. 4-4 (c), it contains a multicast flow L; ;2

with 9 time slot, a unicast flow L, ; with 5 time slot and a unicast flow L3 ; with 4 time

slot. By the merge rule 2, the benefit B,=7-9+max(9-5,0)=2 which is larger than zero.

In Fig. 4-4 (e), it contains a multicast flow L; />, with 9 time slot, a unicast flow L,

with 7 time slot, a unicast flow L;; with 6 time slot and L, ; with 5 time slot. By the

merge rule 3, we could delete co-conflict node L;3; and co-concurrent node Ly

without affecting the difference of scheduling results between before merge and after

merge.
T CTAl CTA2
Liay= Lr.fzj_.,...;l:r_d.l_l ‘-‘ll'x 8 ) Before merge Ly =5 Ly4
A L;;:3
After merge Ly .25
I.;\.}:E
(b} Scheduling result
CTAl CTA2 | CTA3
Before merge L9 Ly o7 | Ljpd
L"\_}.'J_
Aftermerge L;_{}_}}.'p L}_}.'j L_;_jl.'4
(d} Scheduling result
L. ,= ) \ CTal CTA? | CTA3  CTA4
B T A ' PR

;f- H\‘{--- /}I -

L Se | L54=6 L?}.=9._f/d Before merge | L; ;-9 L8 | L;7
NN A dM e du ) £ : :
- E o L8 S Lgy5 Ly 6
\ J\ P P4 T
S’ '\I\_ _S}‘ Jl T | L‘d' | Aftermerge I.jl ,(jl;‘l.-p I.J r..?

I. ¥ I_p \'T o I‘J.f_'? h.lhg_.-/: s .I._J ’
1412 — —_ L.{_}.'J Lg_jl.'lﬂ
(e) Topology of class 3 (f) Scheduling result

Figure 4-4. Illustration of each merge rule
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4.5 Link pattern selection algorithm

First we get the unicast and multicast flow requests with time requirement T. The
link pattern selection module would split each multicast flow into multiple unicast
link flows with new time requirement fulfill the same data size of the original
multicast flow. {ML} is the merge link flows set which contains only unicast link
flows at initial state. After the operation of LPS, the set {ML} may contain unicast
link flows and multicast link flows. We design the LPS based on the local climbing
method. The merge rules are the simple search scheme to the better state compare
with the previous state. The time complexity of LPS is O(NZlogN). After the
operation of LPS, we would schedule the selected link flows set with proposed
scheduling algorithm. The following is the proposed LPS algorithm.

e  Input: Unicast link flows set {ML}

e Step 1: Sort {ML} by time requirement in descendent order.

®  Step 2: Find $; and S; of each unicast link flows. Select L; ;;; of one multicast
link flows from second entry to last entry in {ML}.

e  Step 3: Search L; ; of the same multicast flow from first entry of {ML} to entry
before L; ;1. If L;; exists, check the merge rule and invoke the merge function
if pass one of the merge rule.

Merge function: update S; and S> of S7(L;y) and Sz2(L; ).

1. Delete L;; and L; ;41 from S, of S2(Liy) and add L; ; to Sz 0f S2(Lij).
2. Delete L;; and L; ., from S; of S7(L;j) and S; (Lij+1).
3.Add L;; toS;of Si(Liy).
4. Delete L;; and L; ;4 from {ML}.
5.Add L;; to {ML} in sorted order.
e Step4: Create L; ; by merge L;; and L, ;i and create S;(L;;) and Sz (L;y).

Merge rule 1:
21



1. If L, ; coexist with S; (L;;) and S;(Lij.1)

2. By=1Lij+ Lij+1 — L s

3.1f B; > 0, invoke merge function and goto step 5.

Merge rule 2:

1.If L; ; coexist with S;(L;j.+z) and conflict with S; (L;;).

2. By=1L, 41 — L; j+ max(L; ; — max(S1(L,;),0)

3.1f B; > 0, invoke merge function and goto step 5.

Merge rule 3:

1. If L, ; conflict with S»(L;j) and S» (Lij.1).

2. If L coexist with other flows except L;; and L;,y; and
L < max(Ss(Li jy Lij+1)),VL € Ss(Li,j, Lijy1). Delete L from graph
of before merge and after merge.

3. If L coexist with S1(L;, ) and L < L,;, YL € S1(L;,y). Delete L from
graph of before merge and after merge.

4. Create the scheduler FSA. Bs = FSA(G,) — FSA(G.).

5.1f B3 > 0, invoke merge function and goto step 5.

Step 5: Repeat step 3 and step 4 until finish a round.
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4.6 Proposed fair slot assignment (FSA) algorithm

As mention in section 4.3, we prove the minimal time frame length scheduling
problem is NP-hard. To reduce the time complexity and achieve high throughput and
fairness, the proposed scheduling scheme gives high priority for flows with minimal
allocated time and maximal time requirement to schedule first. In the conflict graph
view, we always select the concurrent flows with large time requirement which
maximize the CTAP utilization of allocated slots. The time complexity of FSA is
O(N?). The complexity of sorting operation is O(NlogN) and the number of
operation in slot allocation is F'N?, F is the maximal time requirement which is a
constant number and the time complexity of FSA would be O(N?). The proposed

FSA algorithm is presented as algorithm 1.
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Algorithm 1: Fair Slot Assignment Algorithm

Input: Merge link flows set {ML} with n flows and allocated time a; = 0

and time requirement 7; of each flow i.

1: Create slot set {S}.

2: Create a merge link flows set S,

3: Sort {ML} by time requirement in descendent order

4: While size of {ML} > 1

5:

Y »® 2D

33:

Find minimal allocated time flow f,,.
Create a new slot Sj;
Clear Sp;
If (size of {ML} == 1)
A = Ay + 15

Add f,, to S;;

If (a’m, —_= m)
Remove f,, from {ML};
End If

Add S; to {S};
Continue;
End If
For f; in {ML},i=1to |ML)|
If (a; == am)
If f; concurrent with all flows in .S; (pass four conflict rules)
Add f; to S;;
Else
Add f; to Sp;
End If
End for
For f; in Sy, i=1to |S,|
If f; concurrent with all flows in .S; (pass four conflict rules)
Add f; to S;;
End For
For f; in S;,i=1to |S]
a; = a; + 1;
If (a; == T;), remove f; from {ML};
End For
Add S; to {S};

34: End while
35: Return size of {S}
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Chapter 5 Performance Evaluation

5.1 Simulation environment and metric definition
Table 11

Parameters setting

Parameters symbol value
Minimal beamwidth Omin /12
Wave length A Smm
Transmission power P, Imw
Noise Ny -86dbm/MHz(2.51x10” mw)
Bandwidth w 1200MHz
Path loss factor a 3

To match the practical environment the WPAN deploy in, we set the topology as
10m x 10m indoor office room. In the WPAN system, the flows were generated with
random source and destination, and we alternatively add the multicast and unicast
flow to the system. Each flow has time requirement random from 1s to 10s. The
multicast flow contains random number of destination from 2 to 5. The other
parameters are setting as table II. To calculate the time requirement of unicast link
flow of the multicast flow, we get it from # = [Rt/R'] and take the ceiling of ¢'.
We take the SubOpt with FSA, LPS with FSA, LPSREX, OnlyUnicast with FSA,
Original with FSA and Original with conventional TDMA scheduler in comparison.
The SubOpt is a local optimal link pattern selection scheme and we derive the
schedulable merge link flows set by recursively take two merge link flows of a
multicast to merge if the scheduling result is better. LPS with FSA is our proposed
link pattern selection and scheduling scheme. LPSREX is LPS cooperate with REX
scheduler [5]. The metrics we concern about is throughput and fairness. We formulate

the system throughput ¢ as
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Z R/T;d;

§ = Zle,w € f (17)

R; 1is transmission rate of flow i. T} is time requirement of flow i. d; is number of
destination of flow i. N is total allocated time in the system. To measure the impact of
the operation of deleting flows in merge rule 3, we define the efficiency of merge rule

3 k as

N/2
K = 100 (1 - N2> (18)

N is number of link flows before merge rule 3, N’ is the number of link flows after
merge rule 3, the power two is proportional to the complexity of scheduling scheme.
To measure the fairness between scheduling schemes, we define the Jain fairness

index as

iz \ 2
&)
="/ ML) (19)

[ML|

N2 (2:)°

x; 1s the allocated time for flow i. The fairness index is calculated when total

allocated time is larger than half the total time requirement.
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5.2 Simulation results
5.2.1 Number of flows and system throughput

In Figure 5-1, when the number of flows increases, it has the better spatial
reusability and the throughput also increases. The link flows set selected by proposed
LPS scheme is better than the only unicast link flows set and original link flows set.
Also, it is approximate to suboptimal link pattern selection scheme. FSA is better than
REX scheduler in throughput. When the number of flows is small, the original link
flow set would be better than only unicast link flows set since the conflict probability
derived from mutual cover is low and the conflict factor is mainly dominated by the
same source rule. The multicast flows avoid the same source rule and make more
spatial reusability. Inversely, when the number of flows increases, the mutual cover

rule would dominate the spatial reusability.
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Figure 5-1. Throughput vs number of flows
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5.2.2 Minimal beamwidth and system throughput

In Figure 5-2, we can find out the throughput decrease when the minimal
beamwidth increases. The larger the minimal beamwidth lead to lower transmission
rate of each flow and lower spatial reusability. The LPS is better than the others and
approximate to SubOpt. When the minimal beamwidth enlarge, the LPS prefer not
merge since there is no spatial reusability if it merge to multicast flows. We also can
find out the original link flow set with FSA almost become conventional TDMA

scheduling state when the minimal beamwidth is about 60 degree.
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Figure 5-2. Throughput vs minimal beamwidth
5.2.3 Number of flows and efficiency of merge rule 3
In Figure 5-3, the flow deletion operation in merge rule 3 reduce almost half the
time complexity compare with SubOpt link pattern selection scheme when the
number of flows large enough. When the number of flow less than ten, because the
high spatial reusability lead to small number of co-conflict flows. It’s not harmful

since we should take more concern about the scenario with large number of flows.
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Figure 5-3. Efficiency of merge rule 3 vs number of flows

5.2.4 Number of flows and fairness index

We calculate the fairness index when the total allocated time larger than half the
total time requirement of all flows. In Figure 5-4, we can take the conventional
TDMA scheduling scheme as the upper bound in fairness index. The LPSREX is
better than the others since it always schedule the flows with smallest allocated time
first. The proposed FSA loss some fairness but keeps higher throughput and lower
time complexity. The complexity of REX scheduler is O(N?logN), N is number of
flows, since it iteratively sorting the flows for scheduling the flows with minimal
allocated time. The fairness index decrease when number of flows increases, it’s
because it has more flows with small time requirement scheduled before we take the

fairness index value.
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Figure 5-4. Fairness index vs number of flows

5.2.5 Minimal beamwidth and fairness index

In Figure 5.5, there is litter difference in fairness when the minimal beamwidth
increases. The larger the beamwdith make larger difference in time requirement
between multicast flows and unicast flows, and it also reduces the spatial reusability.
The difference would decrease the fairness since some small time requirement flows

(unicast flows) has been scheduled before we take the value.
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Figure 5-5. Fairness index vs minimal beamwidth
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Chapter 6 Conclusion and Future Work

In this work, with the motivation of the multicast data transmission paradigm is
more suitable for multimedia multicast applications and the scheduling result is highly
correlated with link pattern selection of multicast flows and the cooperated scheduler,
we proposed a link pattern selection (LPS) scheme which transform the link pattern
selection problem into conflict graph and find some rules to merge the link flows to
the better state. In merge rule 3, we delete the flows to reduce the time complexity and
approximate to suboptimal link pattern selection scheme in throughput. We also
proposed the fair slot assignment (FSA) scheduling algorithm which maintains the
fairness without throughput reduction. From the simulation results, the proposed LPS
with FSA is better than the others and approximate to suboptimal scheme in
throughput but with minor loss in faitness_than LLPS with REX scheduler. To get up to
more practical scenario in WPAN system, we would take the NLOS problem into

consideration in the future work.
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