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基於主動外觀模型及彈性束圖匹配之人臉辨識系統 

  

 

學生：周榮宗                           指導教授：林進燈 教授 

 

  

國立交通大學  電機學院  電機與控制學程 碩士班 

 

摘要 

 

早期的人臉辨識方法常利用簡單的幾何特徵來做辨識，例如顏

色、形狀、位置等特徵，而現今的人臉辨識技術已成熟至使用數學的

描述及比對方法。人臉辨識技術可用於人臉的偵測與識別，人臉辨識

的方法主要可分成兩類：第一種是以特徵為基礎(feature-base)，第二

種是以圖像為基礎(view-base)。在眾多的人臉辨識技術中，最廣泛應

用的方法為主成分分析(Principal Components Analysis, PCA)的相關

演算法，然而 PCA 基本上對姿勢及表情的變化非常地敏感，因此本

論文提出一種創新的 feature- base演算法，它不易受姿勢及表情的變

化所影響，以此為基礎的人臉辨識系統使用主動外觀模型 (Active 

Appearance Model, AAM)來偵測人臉的特徵點，並且採用彈性束圖匹

配(Elastic Bunch Graph Matching, EBGM)來識別偵測到的人臉是否為

系統成員，其中我們利用 5組不同大小及 8組不同方向共 40張 Gabor 
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filter 來描述由 AAM 所得到的特徵點，並經由分析組內差異

(within-class deviation)及組間差異(between-class deviation)的方法從

58 個特徵點中挑選出最具代表性的 14 個特徵點來做人臉辨識，此外

我們也以不同大小的AR人臉資料庫來分析特徵點的選擇與資料庫大

小的關係，最後並將實驗結果與文獻中使用 PCA 及 LDA 的實驗結果

做比較以檢驗系統的性能。 
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ABSTRACT 

 

Early face recognition algorithms used simple geometric features, 

like feature color, shape, and position etc., but the recognition process has 

now matured into a mathematical representations and matching processes.  

Face recognition can be used for both verification and identification.  

There are two predominant approaches to the face recognition problem: 

geometric (feature-base) and photometric (view-base).  Among many 

different algorithms, Principal Components Analysis (PCA) related 

algorithms are the most popular method in face recognition field.  

However, PCA basically is very sensitive to pose, expression change.  In 

this thesis, we propose a novel feature-base algorithm which is more 

robust to pose and expression influence.  The face recognition system 

uses Active Appearance Model (AAM) to detect feature points on the 

face and adopts Elastic Bunch Graph Matching (EBGM) to identify 

whether the face is a member or not.  Firstly, we introduce 40 Gabor 

filters in 5 different sizes and 8 different directions to describe the feature 

points obtained from AAM.  Besides, we also analyze within-class and 

between-class deviation of 58 feature points and find out the optimized 

14 feature points for face recognition.  Furthermore, we use different 

sizes of AR database to analyze the relationship between feature points 

selection and database size.  Finally, our experiment result is compared 

with that of PCA and LDA to examine our system performance. 
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Chapter 1: Introduction 

 

1.1. Motivation 

Biometrics is an emerging technology for identifying people by their physical 

and behavioral characteristics [1] [2], and plays an important role in recent years.  

The physical characteristics of an individual that can be used in biometric 

identification contain fingerprint, palmprint, iris, and face.  Besides the 

behavioral characteristics including signature, speech, gesture, and gait are also 

suitable for biometric identification.  Among all biometric identification methods, 

face recognition has attracted much attention in pass few decades.  Since face 

recognition is belong to a passive and non-invasive system while verifying 

personal identity.   

There are two predominant approaches to the face recognition problem: 

geometric (feature based) and photometric (view based).  Early face recognition 

algorithms used simple geometric features, like feature color, shape, and position 

etc., but face recognition technology has now matured into a sophisticated 

mathematical representations and matching processes.  Advancement in the past 

few decades has propelled face recognition technology into the spotlight.  
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Recently, face recognition are used for both security and biometrics applications.  

Many different algorithms were developed, in which Principal Components 

Analysis (PCA) related algorithms are the most popular method in face 

recognition field.  However PCA basically is very sensitive to pose, expression 

change.  Thus developing a reliable face recognition system that is immune from 

pose and expression influence is an important issue in present day. 

 

1.2. Related works 

Automated face recognition is a relatively new concept.  Developed in the 

1960s, the first semi-automated system for face recognition required the 

administrator to locate features (such as eyes, ears, nose, and mouth) on the 

photographs before it calculated distances and ratios related to a reference point, 

and then compared with the reference data.  In the 1970s, Goldstein, Harmon, 

and Lesk [3] used 21 specific features such as hair color and lip thickness to 

recognize faces.  The problem with both of these early solutions was that the 

measurements and locations were manually computed.  In 1988, Kirby and 

Sirovich [4] applied principle component analysis, a standard linear algebra 

technique, to the face recognition problem.  This was considered a milestone as it 

showed that just a small number of parameters were required so that a face image 
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can be accurately described.  In 1991, Turk and Pentland [5] used the eigenfaces 

techniques to achieve a fast automated face recognition system.  However these 

approaches are typically constrained by pose and expression variations.  Hence, 

some methods based on using a number of multi-view samples are proposed.  

For example, Du [6] used several different views of a face to deal with face 

variation problems.  Beymer [7] proposed another multi-view method, which 

models a face with templates from 15 views, and sampling different poses on the 

viewing sphere. 

 

1.3. System overview 

This thesis proposes a novel feature base face recognition system that is more 

robust to pose and expression influence.  Our face recognition system can be 

separated into two steps: the first one is database construction and the second is 

face recognition. 

In the database construction step (as figure 1.1), images are input and facial 

orientation is executed to localize feature points of facial outline.  Then all these 

feature points are coded as parameters of elastic bunch graph.  Furthermore, all 

parameters are analyzed to design the best representative feature points for the 

database.  Eventually, the database is constructed and will be used for face 
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recognition step. 

 

  

Figure 1.1: The flowchart of database construction step 

 

The face recognition step is shown as figure 1.2.  In the same way, the 

registered image is input and facial orientation is executed to localize feature 

points of facial outline.  Then the face is described by parameters of elastic 

bunch graph according to the best representative feature points of the database.  

These parameters are compared with that in the database to find out the best 
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similar one.  Finally, the best solution is output and face recognition step is 

finished. 

 

  

Figure 1.2: The flowchart of face recognition step 

 

1.4. Thesis architecture 

In this thesis, facial orientation technology including face detection and 

Adaptive Appearance Model will be introduced in chapter 2 firstly.  In the 

chapter 3, methods of feature description containing Elastic Bunch Graph and 
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Gabor filter will be presented.  In the chapter 4, we will illustrate some face 

recognition algorithms related to feature selection and matching process.  Finally, 

we will show various experiment results and then make some conclusions. 
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Chapter 2: Feature Orientation 

 

Above all, the first thing to do is face detection no matter what method the 

face recognition uses.  However, only the face position in image does not provide 

sufficient information to extract significant features for the face recognition.  So 

it is necessary to extract the representative features from facial orientation for face 

recognition.  In this chapter, we will describe how to detect face and what 

method we use in facial orientation in this subsystem. 

 

2.1. Face detection 

The face detection technique employed in this system is based on AdaBoost 

algorithm that Viola and Jones proposed in 2004 [8].  The algorithm incorporates 

several innovative features:  (1) It uses Haar-like input features: a threshold 

applied to sums and differences of rectangular image regions.  (2) Its integral 

image technique enables rapid computation of the value of rectangular regions or 

such regions rotated 45 degree.  This data structure is used to accelerate 

computation of the Haar-like input features.  (3) It uses statistical boosting to 

create binary (face-not face) classification nodes characterized by high detection 
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and weak rejection.  (4) It organizes the weak classifier nodes of a rejection 

cascade.  In other words, the first group of classifiers is selected, which best 

detects image regions containing an object while allowing many mistaken 

detections.  The next classifier group is the second-best for detection with weak 

rejection, and so forth.  In test mode, an object is detected only if it passes 

through the entire cascades. 

 

 

 

Figure 2.1: The process of face detection 

 

Figure 2.1 shows the implementation of the face detection process.  Firstly, 

searching windows with various sizes would be used to find out different face 

candidates in multi-scale from the images captured by a camera.  The size of the 
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searching window starts from resolution of 24 X 24 (pixels).  Images are scanned 

by searching windows of 12 scales with a scaling factor of 1.25.  All face 

candidates are normalized to the same size and luminance.  Then, each 

normalized candidates will be classified as a face or not by the face detector which 

was trained beforehand.  Finally, the face regions are located precisely from the 

image in the end of the subsystem. 

 

2.2. Active Appearance Model 

Facial orientation is an important technique for face recognition and 

expression recognition.  The correctness of extractive features including shape 

and texture will greatly affect the recognition result.  Many matching deformable 

models of shape and texture to real-time images have been proposed.  Lanitis et 

al. [9] and Edwards et al. [10] used a boundary finding algorithm (Active Shape 

Model) to find out the best shape and used that for texture matching.  Direct 

Appearance Model (DAM) algorithm [11], used texture information directly and 

predicted the new face position and appearance based on principal components of 

texture difference vectors.  Song G, etc. [12] integrated Lucas-Kanade optical 

flow tracking algorithm, face alignment statistical model, and DAM, together in a 

Bayesian framework.  Template Selection Tracker (TST) algorithm [13], used 
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Nelder-Meade simplex algorithm to drive the parameters of shape model and 

performed a nearest neighbor search between shape model and training set.  

Active appearance model (AAM) algorithm [14] used a combined statistical 

model of shape and texture, which adopted texture differences between the model 

and target image to predict translation parameters.  And then an improved model 

was obtained from the best possible match. 

Among algorithms mentioned above, AAM is a reliable and efficient method 

for features tracking and mapping.  In this thesis, AAM will be adopted to 

localize feature points used for following recognition algorithm.  AAM is mainly 

through building a combined statistical model of shape and texture and then 

executing an efficient iterative matching algorithm to obtain the best fitting result 

of the human face. 
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Figure 2.2: The flow chart of AAM modeling procedure 

 

Figure 2.2 shows the flow chart of AAM modeling procedure.  The 

statistical model is generated by using facial shape and texture information, in 

witch “texture” means the intensity across facial patch.  To build a combined 

shape and texture model, training images with manually labeled features are 

needed and then shape alignment of location, scale and rotation is performed.  

After triangulation of manually labeled points, meshed face image is done as 

showed in figure 2.3. 
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Figure 2.3: Feature points and meshed facial image 

 

According to meshed face image, a table of texture model containing points’ 

number and positions in each triangle is built up.  The extracted shape and 

texture data are as figure 2.4. 

 

  

Figure 2.4: Extracted shape and texture data 

 

Furthermore, Principal Components Analysis (PCA) is used to form an 

appearance model that has parameters  icC   controlling the shape and texture.  
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The shape and texture models can be described as equation (2.1). 

 

CQgg

CQxx

g

s




                                               (2.1) 

 

Where x  represents the mean shape, g  stands for the mean texture, sQ  

and gQ  are the matrices of selected eigenvectors obtained from PCA. 

This thesis applied AAM to build a combined model of shape and texture and 

used a training set of 180 face images, and each was labeled with 58 points around 

the main profile.  The shape model was generated with 116 parameters that 

indicate 58 points’ coordinates.  The texture model had 1944 parameters that 

represent gray values of sampled pixels.  Thus the total number of used 

parameters is 2040 in this thesis. 
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Chapter 3: Feature Descriptor 

 

We could localize facial points by combining face detection and AAM, but 

the position of these points are not enough to describe the characteristics of each 

individual face.  We have to extract the texture information around each point for 

face recognition.  Moreover, to choose a reasonable feature descriptor is very 

important.  So we would describe how to define the feature vector of each 

feature point in this chapter. 

 

3.1. Elastic Bunch Graph 

Elastic Bunch Graph (EBG) was firstly proposed by Wiskott etc [15].  The 

main idea of EBG is to select specific locations on the face as feature points such 

as eyes, nose, and mouth.  Furthermore, coefficients of Gabor wavelet transform 

can be extracted by using various Gabor kernels to describe each feature point.  

These coefficients are then compared with that stored in the database to identify 

whether the input face is a group member or not.  Comparing with other global 

view base face recognition algorithms, EBG has characteristics including better 

recognition accuracy and invariance to pose and expression changes. 
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In EBG, a feature point on the face is called a jet.  A jet is defined as a data 

set  
jJ  containing 40 parameters obtained from Gabor wavelet transform by 

using 40 different Gabor kernels.  By combining several specific jets, an “elastic 

bunch graph” is constructed (as shown in figure 3.1) and then can be used to 

recognize faces between individuals.  Each set of parameters jJ  can be written 

as )exp( jjj iaJ   with magnitude ja  and phase j .  Magnitude ja  varies 

slowly as position shifting, however phase j  is very sensitive to position 

variation.  In this thesis, only magnitude ja  was used to recognize faces in the 

matching process. 

 

  

Figure 3.1: Elastic bunch graph 
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3.2. Gabor filter 

In image processing, a Gabor filter is a linear filter used for edge detection. 

Frequency and orientation representations of Gabor filters are similar to those of 

the human visual system, and they have been found to be particularly appropriate 

for texture representation and discrimination.  In the spatial domain, a 2D Gabor 

filter is a Gaussian kernel function modulated by a sinusoidal plane wave. The 

Gabor filters are self-similar: all filters can be generated from one mother wavelet 

by dilation and rotation. 

Gabor filter plays an important role in the EBG algorithm because the 

parameter used in EBG is exactly the convolution result of Gabor filter and pixels 

near the feature point.  Thus selection of Gabor filters has a crucial effect on 

EBG algorithm. 

 

  

Figure 3.2: 2D Gabor filter 

 

In the spatial domain, a 2D Gabor filter is a Gaussian kernel function 
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modulated by a sinusoidal plane wave as shown in the figure 3.2.  Definitions of 

the Gabor filter in the 2D space are as follows: 

 

Complex form: 

))2(exp()
2
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2
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Imaginary part: 
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Where: 





cossin

sincos

yxy

yxx




                                        (3.4) 

 

As equations above,   represents orientation of the Gabor filter.  The first 

part of equation (3.1) is the Gaussian envelope term, in which   defines spatial 

aspect ratio and   specifies radius of the Gaussian envelope.  The last part of 

equation (3.1) is the sinusoidal term and can be divided into real part (equation 

(3.2)) and imaginary part (equation (3.3)), in which   and   stand for phase 

offset and wavelength of the Gabor filter respectively. 

In order to fully describing feature points on the face, several Gabor filters 
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containing various orientations and wavelengths are used to extract coefficients of 

Gabor wavelet transform.  In general, EBG uses eight orientations and five 

wavelengths to form 40 different Gabor filters as figure 3.3.  The commonly 

used   and   are listed below: 

 

}16,28,8,24,4{

}8/7,8/6,8/5,8/4,8/3,8/2,8/,0{








       (3.5) 

 

 

 

Figure 3.3: 40 different Gabor kernels 
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Chapter 4: Face Recognition 

 

4.1. Feature Selection 

The feature selection from points extracted by AAM is significant for face 

recognition.  Some feature points have lager variation among different faces and 

some do not.  These variations may be caused by illumination, pose, and 

expression changes.  Not all feature points are well discriminable in recognition 

process.  In fact, the discriminability of these points does not only depend on the 

variation among different faces but also the variation in each individual.  For 

example, feature points with smaller variation are more suited to identification for 

single person.  Meanwhile, feature points with lager variation are more beneficial 

to classification for different persons.  As illustration of figure 4.1, to find out a 

set of feature points with smaller deviation within each class (each person) and 

lager deviation among different classes (different persons) is our goal.  Besides, 

the selection of best feature points is not unique for every face database.  Hence, 

how to select the optimized feature points automatically for each database is 

another important topic in this section. 
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Figure 4.1: The illustration of within-class and between-class deviation 

 

In our system, the optimized feature points will be selected according to the 

concept mentioned above for each face database.  After AAM calculation, 58 

feature points that describe facial outline can be obtained as figure 4.2.  We just 

choose 14 feature points rather than all the 58 feature points in recognition process, 

because using all the 58 feature points will take too much time on convolution 

calculation. 
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Figure 4.2: The 58 feature points obtained from AAM 

 

First, we calculate 40 parameters of EBG for each of 58 feature points, that is, 

there are totally 2320 parameters for each face.  The complete data structure for 

whole database is shown as figure 4.3, in which there are N classes in the database 

and M images in each class. 
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Figure 4.3: The complete data structure for the database 

 

Afterward feature analysis can be separated into two steps.  The first one is 

to compute standard deviation within each class and the second is to calculate 

standard deviation between classes.  In the analysis of within-class deviation, 

deviation of each feature point is defined as the summation of standard deviations 

of 40 EBG parameters within a class.  The deviation of each class is shown as 

equation (4.1).  In equation (4.1), j  represents deviation of each feature point 
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indexed by j.  And ji  is the average of EBG matrix, in which the symbol i 

stands for parameter’s index and symbol j represents index of feature point. 
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After acquiring a vector of 58 deviation values, deviation vectors of all 

classes have to be averaged to obtain a more representative within-class deviation 

for the whole database. 

For between-class deviation as equation (4.2), the average EBG parameters 

of each class and the whole database have to be determined firstly ( jiJ  and ji , 

respectively).  Then these average EBG parameters are used to calculate standard 

deviations between classes.  And j  is the so called between-class deviation 

for each feature point indexed by j. 
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To get the feature points having smaller within-class deviation as well as 

larger between-class deviation, we introduced two methods to combine the results 

of within-class deviation and between-class deviation.  The first one is to sort 

feature points by deviation values and give them a score from 0 to 57.  For 

within-class deviation, smaller deviation value gets higher score.  For 

between-class deviation, lager deviation value gets higher score.  Finally, the 

scores of within-class deviation and between-class deviation are summed so that 

we can choose first 14 feature points with higher total scores used for recognition 

process. 

However, giving score by the order of deviation values without considering 

the difference between deviation values will cause a little distortion.  Therefore, 

in the second method, between-class deviation and within-class deviation are 

divided by each other directly.  The between-class deviation is put at the 

denominator because it is direct proportion to resolving power.  And the 

within-class deviation is put at the numerator because it is an inverse proportion 

related to resolving power.  Eventually, we refer the order of these ratios to select 

the best 14 feature points as representatives for face recognition. 

In the next chapter, feature points from both methods will be used to examine 

system performance. 
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4.2. Matching process 

In the matching process, there are several methods used to discriminate 

different individuals.  The simplest method is the sum of absolute errors (SAE), 

which sums up each absolute difference between ja  and ja  as shown in 

equation (4.3).  Finally, the one with minimum SAE is chose for the best 

solution. 

 

 
j

jj aaSAE                                            (4.3) 

 

To examine recognition performance, there are 180 pictures in five different 

classes (individuals) as a testing set.  After calculating with equation (4.3), the 

testing result is 72.2% matching accuracy.   

However, if the error function only takes the sum of each parameter 

difference without considering the effect of kernel size, the parameter obtained 

from convolution with lager kernel size will have higher weight related to that 

with smaller kernel size.  Therefore equation (4.3) can be modified and divided 

by kernel area 
2

jW  to normalize the affection of each EBG parameter, and the 

illustration is shown as figure 4.4.  The modified error function is shown as 
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equation (4.4), and we call it “normalized error function”.  By using normalized 

error function as equation (4.4), an improved testing result of 80.6% matching 

accuracy can be gained. 

 

 

 

Figure 4.4: The illustration of normalized error function 
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Another error function that we proposed as equation (4.5) can also eliminate 

the influence caused by kernel size difference.  In the equation (4.5), magnitudes 

ja  and ja  are directly divided each other.  Due to ja  and ja  are from the 

same kernel size for each index j, the affection of kernel size can be cancelled by 
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division operation.  In addition, log and modulus operations are performed to 

transfer the ratio of ja  and ja  to absolute logarithm relation for physical 

rationality.  As illustration of figure 4.5, two ratios of 0.01 and 100 have 

physically equivalent similarity except arrangement of ja  and ja .  By taking 

log and modulus operations, two error functions are the same and equal to 2.  

According to definition of equation (4.5), a more improved result of 85% 

matching accuracy can be achieved. 

 

  

Figure 4.5: The illustration of log error function 
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Besides, a similarity function used by Buhmann and Lades [16] as equation 
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(4.6) is also examined here.  In equation (4.6), numerator represents dot product 

of vectors ja  and ja  as well as denominator stands for multiplication between 

norms of vectors ja  and ja .  As illustration of figure 4.6, if ja  and ja  are 

perpendicular to each other, the similarity function will be equal to one.  On the 

contrary, if ja  and ja  are orthogonal to each other, the similarity function will 

be zero.  Differing from error function searching for minimum value, similarity 

function seeks out the maximum as the best solution in matching process.  The 

matching accuracy computed with equation (4.6) is 86.7%, which is slightly 

higher than that with equation (4.5). 

 

  

Figure 4.6: The illustration of similarity function 
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Chapter 5: Experiment Results 

 

5.1. Database 

For examining the performance of our system, we use two databases in the 

following experiments.  One is the self-made database made by our laboratory, 

which contains 180 face images divided into 5 classes and each class has 36 

images.  This database is mainly used to examine system’s resistance to 

expression change.  For this reason, the database contains fewer classes but more 

images with extremely different expressions in each class.  Figure 5.1 shows 

some example images of one person that represents many different expressions. 

 

      

      

Figure 5.1: Examples of self-made database 
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The other is AR face database that was created by Aleix Martinez and Robert 

Benavente [17].  AR database contains frontal view faces with different facial 

expressions, illumination conditions, and occlusions (sun glasses and scarf).  

These pictures were taken under strictly controlled conditions but no restrictions 

on wear, make-up, hair style, etc. imposed to participants.  In our experiments, 

only images without occlusions were used.  Because EBGM belongs to 

feature-based algorithm and occlusions like scarf, glasses, will totally cover local 

feature information.  Differing form the self-made database, here AR database is 

primarily used to examine system’s capability for the database with more classes 

but fewer images in a class.  We used 99 individuals of AR database in the 

experiments.  In the first step, only 4 images without illumination variation in 

each class were used. (as images on the first row of figure 5.2)  In the second 

step, we used 7 images in each class, including images with illumination variation. 

(as images on the second row of figure 5.2)  And the experiment result was 

compared with others which were made by PCA and LDA. 
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Figure 5.2: Examples of AR database 

 

5.2. Feature selection versus matching method 

As mentioned in last chapter, some feature points on the face have lager 

variation and some have smaller variation.  These variations may be caused by 

illumination, pose, and expression changes.  Therefore feature points with 

smaller variation are more suited to identification for single person.  On the other 

hand, feature points with lager variation are more beneficial to classification for 

different persons.  To get the feature points having smaller within-class deviation 

as well as larger between-class deviation, we proposed two methods to combine 

the results of within-class deviation and between-class deviation. 

The first one is to sort feature points by deviation values and give them a 

score from 0 to 57.  Then the scores of within-class deviation and between-class 

deviation are summed to get optimized 14 feature points with higher total scores.  

In the second optimization method, between-class deviation and within-class 

deviation are divided by each other directly.  The between-class deviation is put 

at the denominator and the within-class deviation is put at the numerator.  
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Eventually, we refer the order of these ratios to select optimized 14 feature points. 

Above all, we selected feature points through four different ways including 

within-class deviation, between-class deviation, combined deviation by score, and 

combined deviation by division, respectively.  As well as, we adopted three 

different matching methods containing similarity function, normalized error 

function, and log error function, to cross-refer the experiment results. 

Firstly, the self-made database was used.  Figure 5.3 shows different sets of 

selective points from four manners mentioned above.  Table 5.1 is the 

experiment results that used various conditions in the self-made database.  The 

results indicate that the feature points from division method have better 

recognition ability and the recognition accuracy can achieve 90%.  Besides, 

feature points from within-class deviation are superior to that from between-class 

deviation.  The reason may be that the self-made database contains fewer classes 

but more images in a class so that optimization within classes is more important 

than optimization between classes. 
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Figure 5.3: Selective points from four manners in self-made database 

 

 Table 5.1: Experiment results of various conditions in self-made database 

 

 

Secondly, we performed experiments with the same conditions in AR 

database, in which there are 99 classes and each class includes 4 images.  The 

sets of selective points from four different ways are shown in the Figure 5.4.  

And the experiment results that utilized AR database are listed in table 5.2.  

Similarly, the feature points from division method have better recognition 

capability and the recognition accuracy can be over 80%.  In addition, feature 
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points from between-class deviation are superior to that from within-class 

deviation.  That may be because AR database contains more classes but fewer 

images in a class so that optimization between classes is more important than 

optimization within classes. 

 

 

 

Figure 5.4: Selective points from four manners in AR database 

 

 Table 5.2: Experiment results of various conditions in AR database 
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5.3. Optimization for different database size 

For analyzing optimization effect on different database size, different amount 

of classes in AR database was chose to perform experiments.  The numbers of 

classes including 5, 10, 20, 30, 40, 50, 60, 70, 80, 99, was selected and each class 

contains 4 images.  According to the second optimization method (combined 

deviation by division), 14 optimized feature points were obtained for each 

database size and then used these feature points in the face recognition process.  

As figure 5.5, the experiment results for different matching methods show that the 

recognition accuracy decreases as database size increasing, when database size is 

smaller than 30 classes.  As well as the accuracy is convergent to approximate 

80% when the size of database is grater than 40. 

 

  

Figure 5.5: Experiment result of the first optimization method 
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5.4. FRR and FAR 

To examine system’s performance, two important properties have to be 

checked, which are FRR (Fault Rejection Rate) and FAR (Fault Acceptance Rate).  

FRR represents the rate of rejected persons who should be in the database.  On 

the contrary, FAR means the rate of acceptance persons who should not be part of 

the database.  A threshold value defines the acceptance boundary of error 

function, which controls both values of FRR and FAR.  Among which, FRR is 

decreasing from 100% to 0% as threshold increasing.  Oppositely, FAR is rising 

from 0% to 100% as threshold increasing.  Here, AR database and normalized 

error function are used in the following tests.  In the test of FRR, first 40 classes 

of AR database are used.  In each class, three images are as target images and 

one image is selected for the test image.  In the test of FAR, three images in each 

of first 40 classes are as target images and one image of following 40 classes 

(41~80) is chosen for the test image.  In addition, an important property that 

describes the system’s performance is EER (Equal Error Rate).  Figure 5.6 shows 

the experiment results of FRR and FAR, in which the value of EER is 

approximate 20% when the threshold is about 50. 
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Figure 5.6: Experiment result of FRR and FAR 

 

5.5. Comparison with PCA and LDA 

Algorithm of EBGM belongs to feature-base face recognition method.  

Comparing with view-base face recognition methods such as PCA and LDA, 

EBGM has characteristic that is more immune from pose and expression variation.  

For comparing EBGM with PCA and LDA, we performed a comparison with the 

experiment result made by Martinez [18].  Here, both experiments used 50 

individuals of AR database, in which there were 7 images for each person 

including images with illumination variation.  Due to the difference of basic 

principle between feature-base and view-base algorithms, the controlling variable 

of EBGM was the number of feature points, and that of PCA and LDA was the 
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number of eigenvectors. 

In our experiment, the numbers of feature points were sampled from 7 to 56 

with the interval of 7.  Furthermore, similarity function, normalized error 

function, and log error function were used as well.  The experiment result is 

shown as figure 5.7.  In the reference experiment, the numbers of eigenvectors 

were sampled from 20 to 80 with the interval of 10.  Besides, three kinds of 

methods were used including PCA, PCA without first 3 eigenvectors, and LDA, 

respectively.  The experiment result is shown as figure 5.8. 

 

  

Figure 5.7: The experiment result of EBGM 
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Figure 5.8: The experiment result of PCA and LDA 

 

As figure 5.7 and figure 5.8, the recognition accuracy is rising as the number 

of used vectors (jet vector of EGB, eigenvector of PCA and LDA).  In the 

experiment of EBGM, the accuracies of all methods are over 75% while the 

number of feature points goes beyond 21, and the average accuracy can surpass 

80% when the among of feature points is lager than 35.  In the reference 

experiment, all accuracies are basically below to 60%, in which PCA has better 

performance than LDA.  Finally, comparing figure 5.7 and figure 5.8, the order 

of performance from better to worse is EBGM, PCA, and LDA, respectively.  

Owning to inherent difference of basic principle, the experiment is not a precise 

comparison between EBGM, PCA, and LDA but the results still present a rough 

performance trend of them. 
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Chapter 6: Conclusions 

 

In this thesis, we proposed a feature-base face recognition system which is 

more robust to pose and expression influence.  This face recognition system used 

Active Appearance Model to detect feature points on the face and adopted Elastic 

Bunch Graph Matching to recognize individuals in the database.  First, we 

introduced 40 Gabor filters in 5 different sizes and 8 different directions to 

describe feature points obtained from AAM.  Besides, we also analyzed 

within-class and between-class deviation of 58 feature points and found out the 

optimized 14 feature points for face recognition.  Furthermore, we used different 

sizes of AR database to show that the recognition accuracy can be over 90% in the 

smaller database, and convergent to 80% in the larger database.  Finally, our 

experiment result was compared with that of PCA and LDA, and the comparison 

showed that our system has a better performance than PCA and LDA. 
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