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An Implementation of Integrated Hierarchical Synthesis in
Op-Amp Circuits

Student : Chih-Hung Li Advisors - Dr. Hung-Ming Chen

Degree Program of Flat Panel Display Technology
National Chiao Tung University

ABSTRACT

In this thesis, hierarchical- design is employed to the automatic
synthesis framework applied to the CMOS Op-Amp circuit. This
hierarchical framework is/consisted of two stages: a 'bottom-up searching
and top-down optimizing. In the bottom-up way, technology device
information is transformed-into. circuit petformance domain by device
fitting and performance exploration. Then, the appropriate performance
among the performance space we have searched is chosen to target the
optimal simulation result via our top-down flow. However, the
uncertainty of device fitting is damaging on advanced technologies'
deviation. This top-down flow will also revise the local optima via
retargeting. Based on [1], we further enhance this framework on different
circuit model, and methods used to find out maximum efficiency of each

circuit model will be more efficient.
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Chapter 1

Introduction

In accordance with different aspects of -applications, the development of modern
circuit has been gradually moving towards multi-funcetional integrated design. The
complexity and area of the circuit-also increased along with the functional improve-
ment. In order tosenhance the-portability, performance and design timeliness of
circuits, the technology of automated computer-aided optimization design has been
widely discussed [2;3, 4, 5]. Such design can be divided into twe major approaches.
One is to complete the entire calculation process by integrating circuit simulation
software, and the otheris to establish analysis expressions in place of the simulation
software. The latter expression of circuit-design is in the form of a polynomial for
geometric programming. It could be regarded as a solution to the convex optimiza-
tion problem. The latter has also improved the implementation efficiency because
there is no need to perform overall circuit simulation for the combination of each
design variable that is within a specified range. Although the optimization result of
the former is relatively accurate, it will require too much runtime if the operating
range becomes too large. The hierarchical algorithm is thus created in order to
achieve the balance between time and accuracy.

This hierarchical analog synthesis has been proposed by Meng et al. for the design
of radio frequency differential amplifier (RFDA) [1]. This thesis is about the appli-

cation of another Op-Amp circuit. There are three critical differences between this



application and RFDA: the first is that the design structure has included a larger
variety of considerations with respect to active components; the second is that the
framework design has included the description of coexistence of components both
in series and in parallel; and the last one is to consider the parameter variation of
active components, such as the threshold voltage and the mobility. In the process of
circuit optimization, first the mapping table between device and circuit parameters
will be obtained by circuit simulation software. The correlation coefficients will be
extracted by a device fitting approach, and then they will be combined into the
circuit framework with geometric programming achieved in convex form, and then
circuit optimization will be achieved in order torobtain the global optimal solution.

The overall processing time will be affected by the number of device-fitting sam-
ples. In order to shorten the processing time while keeping the accuracy, proper
screening will be applied to samples. For the lightweight feature of circuit design,
there should be more samples with small sizes in order to'achieve accuracy optimiza-
tion. However, from the perspective of practicality, there are usually process defects
in devices of small sizes. The narrow device width may lead to narrow width effect
causing roll-off of threshold woltage, and shorter device lenigth may lead to punch
through and malfunction of device. ‘If the manufacturer has provided the mapping
table between relevant process impact and the dimension of original piece in model
reference, the improper samples should be moderately removed in order to avoid
wasting simulation time.

Different processes will need to repeat the design processes. If the required design
is applied to a different technology, this means that the circuit must be redesigned.
This often entails a lot of time and introduces more of the human factor errors. To
reduce the design complexity, the synthesis’” main body will be the same for differ-
ent technologies, and the circuit fitting coefficients and specifications are flexible to

modify in order to achieve sizing optimization. This indicates that if the technology



has been changed, there is a need to reset the system coefficients and adjust the
performance specifications. Based on this simplified amendment procedure, we can
efficiently optimize the circuit components dimension in each technology. In this
case, the hierarchical design in practical applications could reach global optimiza-
tion, and the performance is sensitive to the coefficients of the device.

The rest of this thesis is organized as follows. Chapter 2 draws the manner of
the hierarchical synthesis procedure; Sections 2.1 to 2.4 depict the details of each
synthesis process under the four steps. Chapters 3 and 4 present a practical exam-
ple for the experiment: the hierarchical synthesis framework of Op-Amp. Finally,

Chapter 5 presents a conclusion forthe thesis.



Chapter 2

Framework of Synthesis
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Figure 2.1: The overall structure of Op-Amp §ynthesis process.

The automatically synthesized framework employed in an analog circuit is demon-
strated in this chapter. The prototype of the design flow is shown in Figure 2.1.
The synthesis process is divided into two main phases to achieve the optimization,
the global search, and the local search. These two phases have their own advantage
to guarantee the quality of the optimal solution and the efficiency.

The first phase is the global search. It aimed at the description of actual circuit
behavior, the characteristics of each device, and the specification for the expected
performance. This process for the prediction of circuit ability could be regarded
as an optimization problem, expressed to a convex form of geometric programming

[6, 7]. This application for the optimization geometric programming has been widely



used for the analog circuit design [8, 9, 10, 11]. The comparison between the op-
timization approaches of this convex method and of others [12, 13, 14] shows that
the former deals with solving the problem much more reliably and efficiently. It
handles large quantity of design variables and constraints. In addition, it executes
the optimization process in polynomial time and guarantees the solution to be truly
global.

The second phase is the local search, which is a type of reconstruction of circuit
using the simulators of an analog circuit. It makes up the offset of the initial guess
taken from the previous optimization phase; which is caused by the incomplete for-
mulated design defects. Furthermore, it could adjust the shortcoming of the design,
thereby achieving the agtual optimum! solution. In addition; it works efficiently by
starting from the corresponding-initial optimum value.. On the whole, the optimiza-
tion work was done through the two phases to achieve a-globally optimized solution
of the circuit as the initial guess values and then employed the localization fine-tune
operation to obtain_a reliable synthesis result.

In simple terms, the design sequence of this hierarchical' synthesis framework is run
under four steps. Step 14s deviee fitting, which is anextraction process between the
model and the device coefficients of the design equation. Step 2, performance space
exploration, and step 3, geometric design retargeting, involve a convex optimization
searching of the circuit parameters to satisfy the sets of expectant specification. Step
4, stochastic fine-tuning, is a self-confirm function for the optimum result from the
previous steps by localized searching. For instance, in this thesis, steps 1 to 3 ac-
complish the construction of circuit equations and the global optimization searching
of the initial values, while step 4 causes the results to be closer to the actual value
by localized searching.

This thesis is focused on step 2, which is divided into two parts: comparing the

performance response under different conditions of process technology or foundry



and understanding the difference of the results in foundry and technology.

2.1 Device Fitting

The first step aims to create a set of equivalent mathematics equation describing
each small-signal device parameter by a simulated electronic-feature database. A
foundry provides a model to generate the database, which consists of some sets of
mapping between the small-signal parameters and the design variables of a single
device. Small-signal parameters include transeonductance (g,,) and drain conduc-
tance (gq), while design«variables include effective channel length (L), width (W),
and even the number of fingers(nf). The model simulates the characteristics of the
device in different types and temperatures under a range of device dimensions. The
simulation depends on the partial characteristics acquired from the sample testing
of the manufactured products. The range is limited by the largest and the smallest
element length and width of the product. The different/models provide different
types of mapping. Device fitting aims to extract the mapping relationship from the
geometry-level design variables to the.circuit-level parameters of a required device.
The parameters of each device are described as a function as a combination of design
variables:

F(X1rXm) = 2oy (€ X1 X% - -+ X 0m)

f(x1,....xm) 1s the device parameters.

¢y, 18 the constant coefficient of the device parameters.

a,, is the fitting coefficient of design variables.

X, is the design variables.

The equations above could be transferred into posynomial form by taking logarithm.
It could be reformed as follows: g(x,,. x,.) = Z?:1<Ei+ali71i+a2i72i+---+6mi7mi)

¢ =log(c), i=1,...,n



a; =log(aj), j=1,...,m
X;=log(X;), j=1,...,m
It could be further regarded as a type of geometric program and could form a
lean-square error problem to minimize errors such as symbolic analysis or curve
fitting [15, 16, 17, 18, 19, 20]. The final form of this fitting process is as follows:
Define :

D=37" di _
C=> . (@+aX;),ji=1..m (2.1)

minimize ||D — C||?
(2.2)

The function of C is the eircuit-level design variables
The function of D is the device-level design variables

Another critical concern is device characteristicsas the applications of a device are
not ideal. The deviee may suffer from the impact of parasitic effects. For instance,
the parasitic capacitors will result in low bandwidth, leakage of alternating current,
and more power losses. The phenomenon could be formulated as follows to feed the
actual benefits:

Define :

D =332 d;
Peff = Z?:l(éi + 617]@1), k= ]_, o, (23)

minimize ||D — Pef f][?

The function of Peff is the circuit-level parasitic effects of the device.

¢; is the fitting parameters of function D.



2.2 Performance Space Exploration

In this step, the overall circuit behavior is expressed, combined with the charac-
teristics of the device, in which the fitting coefficients are obtained from the previous
step; this allows the device to achieve the performance specification. This explo-
ration process could be regarded as a solution to the convex optimization problem.
This solution is truly global because of the convex search form. This convex form
is a special type of geometric programming; hence, it could be handled by interior
point methods [21], even if the function is non-linear. This also allows for a more
efficient search operation. Considering the form of the geometric program (in convex
form), the equation is constructed through a change in variable and transformation

of the objective and constraint function, as follows:

Define:
D:di,izl,...,p
BEy—= 4=l . . . q
C:fj,jzl,...ﬂ"
Per=Agp, k=100 s} a1t
e; = h%m (D)

2.5
J, = 1S (D) 2
mintmize. fo(D,C, Per)
subject to
dipi Sy <y
fjmin S f] S fjmaw
Gkmin = Gk < Gkimas
(2.6)

Per is the performance metrics
e; is the mapping equations from D to Peff
f; is the mapping equations from D to C
gk is the design equations from C to Per
The objective and subjectivity must be confined to the posynomial functions.
A set of performance specifications is regarded as the criteria for the determina-

tion of the limits of system performance. It is given to serve as constraints, together

8



with the objective. Circuit performance includes gain, frequency bandwidth, and

power consumption.

2.3 Geometric Design Re-targeting

The third step is a reverse design project for verifying the integrity of the opti-
mization system constructed from the previous steps. Designers could find a number
of feasible specifications, which will be carried into the optimization system as the
constrains, by observing the performance space.. The circuit performance covers
for the new constraints in_order to extract the new circuit parameters and device
variables. The result must be closeto each other if the circuit behavior is expressed
completely.

In theory, this step could directly determine the retargeted value of the device
parameters from the performance specifications. This process.is divided into two
sub-steps to accomplish the work: circuit-level geometric design retargeting and
device-level geometric design retargeting. It is anticipated that this will reduce the
unexpected effective factors'during the retargeting process if we verify the value of
the device parameters but ignore that of the circuit.

The goal of the first sub-step is to find the optimal value of the circuit parameters
from the given feasible specifications under the previously established optimization

system. The problem could be formulated as follows:



Define :
D:d'h ’l:l,,p
Peff:€j7 ]:1,,61
C:fj, jzl,...,r
Per=gy, k=1,...,s
ej = hCm (D) (2.7)
Com
fi=hy (D)
minimize fo(D,C, Per)
subject to
fjmzn S f] S fj7rta;c
Ghomin < Ik < ks
(2.8)

One of the given specifications for the performance metrics, g, . and g, .., and the

specifications, f; . and f; - arethe constraints for the subject function, except
the specification of the device variables.

The optimal circuit parameters obtained from the previous step are carried into
the second sub-step to find the optimal values of the device variables. This process

could be formed as follows:

De fine::
D:di, Z:L,p
Peff=e;, j=1 4449
C:fj, jzl,...,T
6j:hc"m(D)

fi =057 (D) (29)
minimize f(D, Peff)
subject to
Qi < di < di,
fi= 1
(2.10)

d and d are the specification of device variables.

tmin tmazx

f;" is the optimal value of circuit parameter, gained from previous step.
The relevant characteristics of the circuit, such as the product of area and the total
power consumption, will be described to the object function, related to the device’s

variables and parasitic effects.

10



2.4 Stochastic Fine Tuning

In the final step, the generally optimal value of the device parameters obtained
from the previous synthesis process is placed in the simulator as the initial guess.
The model is provided by the manufacturer to carry out the actual circuit simula-
tion. Some of the initial guess values could not reach actual optimization due to
some design defects. The designers could go back to step 3 to fine-tune the design
conditions according to the simulated differences of performance between the initial

and the actual optimal results.

11



Chapter 3

Our Implementation on Op-Amp
Synthesis

A representative design of a differential Op Amp is shown in Figure 3.1. In
such case, we prefer the single-end-double-cascade topologies to achieve high gain
and obtain reasonable output swings. There are two types of active component on
this circuit: native (Mg, My, M5, Mg) and positive (M, My, M7, Mg, My, M;y) metal-
oxide semiconductor field effect transistors (MOSFET). The coefficients of the device
parameter are extracted from the two model types in step 1, device fitting. In order
to simulate the characteristics.of device connectiony the constraints of swing volt-
age and current flow are increased in-the framework.  The cascade current sources
(M7, Mg, Mg and M) suppress the channel-length modulation effect, which is inde-
pendent of the device V; and temperature. It will provide mirror current 1/21p on
each side of the circuit if (W/L)g/(W/L)1o = (W/L)7/(W/L)s. Voltages Vg, Vg,
are generated by the current mirror techniques.

Three models of manufacturing technology are involved in the thesis: UMC 90
nm, UMC 65 nm, and TSMC 90 nm mixed-signal CMOS. The variation of these
technologies, such as the mobility of electron and hole (uy, pp) and the capacity of
gate-oxide Cyy, , Corp are also factors of the design equations. The design procedure

and software packages using this optimization problem are as follows [1]. The hier-

12



archical synthesis in this optimization case is divided into three main steps: device

fitting, performance space exploration, and geometric design retargeting.

e
AE Ak Ak

—o0 \o

154

Figure 3.1: Ancoverview of-differential operation amplifier construction.

The process starts with device fitting, which involves obtaining the fitting coeffi-
cients of the device parameters. The model generates the database for mapping be-
tween the device design variables and the parameters within manufacturable ranges.
The relationship of thedevice variables and the parameters could be formulated as

a least-square error problem in coefficient fitting system as follows:

minimize || gm — f(W, L,nf, Ip) |7

minimize || g, — f(W,L,nf) ”2

subject to
W 2> Whin, W < Wihae (3.1)
L>Lpin, L< Ly
nf > nfmm s nf < nfmar

Ip > Ip,,.., Ip<Ip,,,

where g,, is the transconductance of the device-level design parameter and g, is the

reverse of the output resistance of the device-level design parameter.

Based on the coefficients obtained from the approaching of each device-level design

13



parameter in the previous step, the circuit performance (A4,, BW, phase margin
(PM), direct current power (Pp¢) and output power (P,,)) consists of circuit-level
design parameters expressed for the function of device-level design parameters. A
reasonable range of each circuit performance is shown in a matrix, searching from the
matrix to find the optimal solution of the circuit. The performance-space exploration

in this case can be formulated as follows:

Define :
A _ gmy - 9my-9mg
v =
9gmg '904'906+gm4'908‘29010
Pout - (‘/vomaz a M%nzn) : gO

Ppc =3 Vpp - Ippy,
9Imo "gmsy

— Yo —
w = <2 —
3d Cy’ Yo 9ing Goy Jos tgmig"Joo "Jog

PM =5 — N | arctan (“{<?)

minimize Y (W;-nf;- L; - Ip,)

subject to
sz‘ > A”speci ) w3dBi > w3stpeci
Pout, = Pothopee; » P, < Po (3.2)
Vole Ve Vs Vol e
MY & Ao Aot A4 4
W3,p > w3dBmm y  W3up < W30B, s
Lot Poutpmin » Lot Pout o,
Ppc 2. PpCoim s Fnc < Ppe,,,
PM > PMy,»
W 2> Wiin W < Wiae
L 2 me ) L S Lmaz
7’Lf Z nfmin ) TLf S nfmaac
Ip = Ip,,, , Ip < Ip,,,.

Ppe is the DC power consumption

P,.; is the output power

A, is the voltage gain

PM is defined in terms of the phase of the transfer function at the unity-gain band-
width

ws,, is the cut-off frequency

. . . . gm
wygp 18 the unit-gain bandwidth frequency, can be expressed as ron

14



w; is the non-dominant pole frequency. The second and third pole (w; and wy) can
be expressed as follows:

wi = EL, Co = Capyy, + Cys,, + ggi; (Cospry + Coayy,)

wy = %G, Cp = Cabyyy + Cagyy, + Cabngy + Cgyyy + Cigyy, + ‘;ij (Capyy,)

g, is the output reverse impedance

C, is the output capacitance

C, is the capacitance at the gate of M;

Cy is the capacitance at the drain of Mjg

W; is the width of the transistor

nf; is the number of fingers‘of the transistor

L; is the length of the transistor

Ip, is the drain current of the transistor

A set of each performance specifications - {4, . . A, . 15 [ws BB W3, o iy [PMmin, P Mozl
[Proutrins Poutrmas|is [PDChin s PDCHEn 1 i5d-=Lsweeyi—on the performance metrics is
considered the constraints for the optimization problem, given the objective func-
tion. The objective function.in.(3.2) is to minimize the overall circuit area and
power consumption.
In order to ensure that each transistor is working in the saturation region, the
overdrive voltage V,, is defined in a limited range. The lowest boundary of V,, is

V,», > 0, and the highest on each transistor is shown as follows:

15



VAL S V;"ef + ‘/t'ref - ‘/tMl - ‘/:L
S ‘/Tef + ‘/tref - W]\/IQ - ‘/74_

Sh

oV,
Vovry < Ve + Vi, — Ve, = Vi,
Vour, < Vi, + Viy, — Ve, — Vi,
Vouss, + Voo, < Vs — Vi, .
Vouns, + Vooss, < Vi, — Vi, |
Vovrs, T Vovrsy < Vop + Vi, — Ve, — Via, — Vi
‘/OUMS + ‘/f)leo < Vbp + VtM4 - VBl - WMS - VtMlo
‘/;vM7 = ‘/OUMS
Vong - Voleo

Vouyy, 18 the function of W, L, nf, Ip, mobility x and oxide capacitor C,,

Each V,, is the function of W, L; n.f and Ip, which could be expressed as follows:

2 _ 2-IDMn Ly,
OV Nn, HMn‘Conn WMnnan y

n=1,---10 (3.4)

The limit of theroutput swing is Vpp —Vas, — Vas, + Vi, Inserting additional
cascade devices in each branch will cause-more gain but will further limit the out-
put swing, which will make it more difficult to design each device working in the

saturation region.

Geometric-design retargeting ensures that the optimization in the previous steps
is effective. It is divided into two sub-steps. The goal of the first sub-step, which
is called circuit-level geometric design retargeting, is to find the optimal values
of the device (g, g,) from a given specification of performance metrics under the
optimization problem used in the previous step. The problem formulation can be

formed as follows:

16



Define :

A = gmy gmy-gmg

v =
g’mg'904'go6+g'm4'908'90120

pout == (Vomax - Vomm) * o

Ppe =3 Vop - IDPy,
_ 90 — 9Imogmsg
w3dB o QO 4 gO 9 9mo '904'go5+gm5'902'903

_pi wUGB

PM =5 =37, arctan(*L¢E)

minimize Y (W;-nf;-L;-Ip,) (3:5)
subjectto

Im < Gmmaz > Im 2 Gmnin

9o = Yomas Go = Gopmin

Av > Avspec ) W3yp > w3dsspec

Pout = Pt apee - £né < Ppe,e.

The second sub-step, whichis called device-level geometric design retargeting,
aims to find the optimal value of W L, nf, and I of each single transistor obtained
in the circuit-level geometric design retargeting: The problem formulation can be

generally written as follows:

manimize Y (W, -nf;- L; - Ip,)

subjectto
Gmi X ;s Yoi = G5,
w Z Wmm ) w S Wmam (36)
L Z me ) L S Lmax

nf Z nfminv nf S nfmam
Ip > Ip,,.., Ip<Ip,,,

gy, is the optimal trans-conductance acquired from previous sub step.

g» is the optimal output resistance acquired from previous sub step.

17



Chapter 4

Experimental Results

The cases of Op-Amp synthesis-using UMC 90 nm, . TSMC 90 nm, and UMC 65
nm technology are shown in Figures 4.1, Figure. 4.2 and Figure. 4.3. The hardware
used is Intel Xeon-E5160 processor, 3.0 GHz core speed with 32 GB RAM. Two
trends were observed: ‘the Op-Amp with higher gain or bandwidth improves the
fan-out and induces more of the power consumption, and that.the fan-out in U 65

advanced process is'better than the others.

v 0 2

@ ®

Pout. fout PH

Figure 4.1: The performance space under UMC90nm technology.

The relationship between power consumption and gain response of the circuit on
each technology is as shown in Figure 4.1 (a), 4.2 (c¢) and 4.3 (e), while the rela-

tionship between power consumption and frequency response is as shown in Figure

18
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Figure 4.2: The performance space under TSMC90nm technology.

fout. 0 1.5

Figure 4.3: The performance space underUMC65nm technology.

4.1(b), 4.2 (d) and 4.3 (f). For the example of Figure 4.1, there are a total of 3125
points obtained from performance exploration in (a) and (b), while each point indi-
cates a result of optimization. Due to the relationship of trade-off between gain and
bandwidth, the set of regional points with relatively higher gain must be obtained
from (a), and the set of regional points with relatively higher cut-off frequency must
be obtained from (b) under same conditions of power consumption, output power
and phase margin in order to figure out the most appropriate points in accordance
with the judgement rules of low power consumption, high output power and high
phase margin.

The mapping by different technologies for circuit performance exploration is shown

19



in Table 4.1. The coefficients extraction of device fitting parameters is shown in Ta-
bles 4.2-4.4, which simulation result is shown in Table 4.5. In Table 4.1, it shows
that from the previous bottom-up design procedures, an optimization space of cir-
cuit performance can be calculated efficiently, but which is not correspondent with
one calculated via the simulation method actually. Using the simulation method to
find out optimal solutions will consume a lot of time. Therefore, Table 4.6 shows
that as estimating a simulation optimal solution in this space of circuit performance
via the top-down fine-tuning method, the time can be shortened. And the solution

can also be as exact as the solution found outwvia the simulation method.

Table 4.1: SUMMARY:OF STEP 2, MAPPING BETWEEN CIRCUIT PARAME-
TERS AND PERFORMANCE-METRICS.

Technology | UMC 90,,,, CMOS | TSMC 90,;; CMOS | UMC 65,,,, CMOS
Ppe(mW) < 100 < 100 < 100
Pour(uW) < 0.65 < 0.095 <0.91
Ay (dB) 20 ~ 4677 20 ~ 34.15 20 ~ 32.26
BW(MHz) 0.08 ~ 1.47 0:08 ~ 147 0.08 ~ 1.47
PM (rad) 0.5236. ~ 1.0472 0.5236 ~ 1.0472 0.5236 ~ 1.0472

Table 4.2: DEVICE FITTING PARAMETERS (g,)

UMC 90,,,,, TSMC 90, UMC 65,
NMOS | PMOS | NMOS | PMOS | NMOS | PMOS
coeff. | 66.5443 21.13 62.9751 | 30.8794 | 4.8847 4.0834
w 0.3922 0.4707 0.6369 0.6904 0.528 0.5255
L 1.3E-8 | -6.93E-9 | 3.72E-9 | 4.16E-8 | 1.49E-8 | 4.42E-9
nf | -3.19E-8 | -3.19E-8 | 2.77E-10 | -1.35E-8 | -1.68E-8 | -9.05E-9
Ip 0.5836 0.4985 0.3681 0.3156 0.2892 0.307

The comparison of the circuit performance in step 3, performance exploration,
and step 4, stochastic fine-tuning, is shown in Table 4.6. The simulation result from

the initial guesses is close to the value of fine-tuning. The performance of fine-tuning
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Table 4.3: DEVICE FITTING PARAMETERS (Resist.)

UMC 90, TSMC 90, UMC 65,
NMOS PMOS NMOS PMOS | NMOS PMOS
coeff. | 1.L16E+7 | 1.06E+7 | 2.12E4+10 | 1.06E+9 | 5.03E+7 | 4.36E+10

w -0.91 -0.991 -0.9722 -1.0277 -0.547 -0.6509
L 1.1584 1.1852 1.7042 1.5191 0.9559 1.4046
nf -0.0633 | 0.0144 -0.9901 -1.013 -0.2674 -0.2153

is better than that of the initial guesses. The experiments confirmed that each set
of synthesis of performance space exploration could be accomplished within a few

minutes, in the case of hundréds of variables and constraints.

The processing time of performance exploration and device fitting are shown as
table 4.7. The samples of performance exploration for each-technology are 3125 sets.
For the model difference, such as the margin of device corner, the samples of device
fitting are about thousands toten thousand for each technology. On the other hand,

more samples will enhance more accuracy of device fitting and require more runtime.
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Table 4.4: DEVICE FITTING PARAMETERS (Cap.)

UMC 90,,, TSMC 90,,,, UMC 65,,,
NMOS [ PMOS | NMOS | PMOS | NMOS | PMOS
Cag
coeff. | 0.028 0.029 0.2793 3.3299 0.0572 | 0.0057
14 1.6656 | 1.6368 | 1.7193 1.8859 1.702 1.6185
L 0.8449 | 0.8827 0.973 0.9865 0.856 0.783
nf 0.0989 | 0.0839 1 1 0.0666 | 0.0886
Cap
coeff. | 2.34E-6 | 2.0E-4 | 4.96E-16 | 7.09E-21 | 5.70E-10 | 1.21E-9
w 0.6823 | 1.1019 | -0.518 -1.2254 0.7149 | 0.6502
L 1.1896 | 1.1089 |- 1.0415 0.9895 0.5506 | 0.7253
nf -0.0775 | -0.1971 1 1 0.2068 | 0.2127
Cys
coeff. | 0.2132: 0.0867 | 8.2999, ( 89.6328 | 2:5552 | 0.1064
w 1.2859 1.2568 | 1.4586 1.6209 1.444 1.3075
L 0.8978 /| 0.8761-{-0.9956 0.9913 0.8871 0.815
nf 0.0701' |..0.0983 1 1 0.0487 | 0.0765
Table4.5::SIMULATOR RESULT!
Technology | UMC 90,,;,, CMOS | TSMC 90,,,,, CMOS"| UMC 65,,,, CMOS
Ay (dB) 41.16 3814 45.02
GBW (MH?2) 190 52.66 140.42
Phase -119.8 -95.3 -106.4
PhaseMargin 60.2 84.7 73.65

Table 4.6: PERFORMANCE COMPARISON TO STEP 3, PERFORMANCE EX-
PLORATION AND STEP 4, STOCHASTIC FINE-TUNING.

UMC 90,,,,, CMOS

TSMC 90,,,,, CMOS

UMC 65,,,, CMOS

Exploration | Fine-Tuning | Exploration | Fine-Tuning | Exploration | Fine-Tuning
Ppe(mW) < 100 238 < 100 218 < 100 324
Poyr(uW) <0.65 10.06 < 0.095 0.45 <091 11.77
Ay (dB) 20 ~ 46.77 42.63 20 ~ 34.15 46.01 20 ~ 32.26 40.25
BW(MHz) | 0.08 ~ 1.47 620 0.08 ~ 1.47 291 0.08 ~ 1.47 951
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Table 4.7: PROCESSING
VICE FITTING.

ORATION AND DE-

it UM [C 90p | UMC 65
Performance Hrs. | 3.65 | ( 3.75
Device Fittin | Hr 1382 4 6 1.43
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Chapter 5

Conclusion
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