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allocation in MMOG clouds
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Abstract

In recent years, massively multiplayer . online games (MMOGs) have hundreds to
thousands of active concurrent players so.as to have become a popular research topic in
academia and industry. MMOGs consume huge resources due to a massive number of players.
To utilize resources efficiently, we integrate MMOGs with cloud computing environments.
An MMOG game world is composed of game regions. MMOG load management allocates
resources (i.e. virtual machines, VMS) to each game region. In this paper, we propose an
SVM (support vector machine)-based load prediction scheme to first forecast cloud resources
needed based on the loading class of each game region in an MMOG cloud. Then we allocate
resources needed to achieve reasonable response time with less resources used. Simulation
results show that the proposed SVM-based load prediction is 12.24% better than neural
network-based load prediction in term of prediction accuracy. In addition, the proposed
SVM-based load prediction reduces 8% of the number of VMs used compared with the neural

network-based load prediction.

Keywords: cloud computing, load prediction, MMOG, neural network, resource allocation,

support vector machine.



Acknowledgements

Many people have helped me with this thesis. | am in debt of gratitude to my thesis
advisor, Dr. Kuochen Wang, for his intensive advice and guidance. | would also like to show
my appreciation for all the classmates in the Mobile Computing and Broadband Networking
Laboratory for their invaluable assistance and inspirations. The support by the National
Science Council under Grants NSC 99-2221-E-009-081-MY 3 is also gratefully acknowledged.

Finally, I thank my father, my mother and my friends for their endless love and support.



Contents

ADSEFACE (IN CHINESE).ueererinreneeeerenreeeenneenresacansenseessensescsnsesssansansenssansons I
ADSTFACT ... ii
CONEBNTS ... %
[ TS A0 1o [N 1SRRI vii
LISt OF TaDIES.....eoee e viii
Chapter 1 INtroOdUCTION ..........oociiieiicce et ere s 1
1.1 MOTIVALION ...ttt bbbttt 1
1.2 ReSOUICE AllOCALION ..ot 2
1.3 Load PrediCtion ..........cvee s fiastasesiesen e ibinstadiins ettt 2
1.4 RESEArCN ODJECLIVE ..... e i iiiiiis e ioe s benesanasin e dhasiBestaesteaseesseesteesesseesseensesneesrens 3
1.5 TNESIS OFQANIZATION .. ciiusvenviiestesutseahtadanseeee e faee s Bttt et e e nte bbb eneenens 3
Chapter 2 PrelimiNari€s......cu i et eiiiesies e eedede i seesteessesaesreessesssesseessesssessees 5
2.1 SV L e i s s E oo ettt ettt et a et nne e 5)
2.2 The Applications 0f SVIM.........cooiiiii i 6

2.3 Pros and cons comparison of the proposed SVM-based and neural

network-based load prediCtion............cccoveiiii i 6
Chapter 3 Related WOKK..........cooiiiiiiiieieieee s 8
3.1 Neural network-based load prediCtion ............ccccveviieiie i 8

3.2 Qualitative comparison of proposed SVM-based with neural network-based

[T o I 0T <o | To1 1 o] o ISR PRTP 8
Chapter 4 Proposed SVM-based Load Prediction for Resource Allocation....... 10
4.1 SVM-based resource allocation architecture for MMOGS.............cccceevennnee. 10
4.2 PrEPIOCESSING c.vveuveerieiteeteasiesteesteeseesteesteaseesseesseaseessaesseassesseesseessesseessaensessensses 11



4.3 SVM-based [0ad prediCtion ...........cccvevviieiieiicc e 14

4.4 RESOUICE aSSIGNIMENT......cuiitiiiiiiieiieieieie sttt 17
Chapter 5 Performance Evaluation............cccccccveieiieiicie i 18
5.1 Simulation setup and evaluation MEetriCs ...........cocvririirieierene e, 18
5.1.1 PrediCtion 8CCUTACY ......coveiveitirieniisiieiieieie ettt 19

5.2 Comparison between SVM-based and NN-based load prediction ................. 19
CRAPTEE 6. e bbb 20
CONCIUSION ..ttt ettt b e 20
6.1 ConClUdiNG rEMATKS .......cveiiiiicee s 20
6.2 FULUIE WOTK ...ttt 21
BiblIOGrapNy.....cooeiee e ittt el e 22

Vi



List of Figures

Figure 1:
Figure 2:
Figure 3:
Figure 4:

Figure 5:

Figure 6:

Figure 7:

Figure 8:

Resource allocation for each region [13]........ccoeieiiiiiiniiiieeee s 3
SVM hyperplane and the support Vector [9]. .....cooeiveieiieieccceece e 6
Proposed SVM-based resource allocation architecture for MMOGs...................... 10
Preprocessing procedure and the MMOG player datasets format. .............c...o..... 13

Preprocessing procedure for deriving the loading class of each game region j at
TIME INTEIVAL 1. c.eeieiiccee e 14

SVM using the loads in previous time intervals to predict the future load of a
(=TT SRS SRRSRPSN 15

Flowchart of the proposed SVM-hased load prediction and resource assignment. 16

Prediction accuracy comparison of the three load prediction schemes. ................. 20

Vil


file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877701
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877702
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877703
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877704
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877705
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877705
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877706
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877706
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877707
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301877708

List of Tables

Table 1. Pros and cons comparison of the proposed SVM-based and neural network-based
Lo To I o] =T [ Tod 1 o] ST RSSS 7

Table 11. Qualitative comparison of the proposed SVM-based with neural network-based

Lo To I o] =T [ Tod 1o} 1SS TSRS 9
Table 11I. MMOG loading level and its SVM Category. .......cccovveveeveeieiieseee e 17
Table 1V. Simulation parameters [1,16].......cccoiiiieiieieiie e 18

viii


file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811065
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811065
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811066
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811066
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811067
file:///C:/Users/jo/Desktop/口試資料夾/論文整理資料/one%20colum%20thesis%20teacher0818.docx%23_Toc301811068

Chapter 1

Introduction

1.1 Motivation

In recent years, the development of massively multiplayer online games (MMOGSs) has been
booming. In [6], it is reported that over 55% of Internet users are also online gamers, while
the number of MMOG players grows to 21 million in 2011. Today, MMOGs causes
high interest in academia and industry. MMOGs need to consume huge resources due to a
massive number of players. MMQOG game. servers are responsible for communicating
information among players. The challenges of MMOGs include scalability, reasonable
resource allocation, QoS, fairness among players and meeting response time requirement of
players. An important goal is to allocate or release resources (such as virtual machines - VMs)
to meet the response time requirement of players and to have efficient resource utilization for
power saving. In this paper, we pay attention to the resource allocation problem in MMOGs
and use the multi-server architecture in the cloud. Cloud computing integrates distributed
computing and virtualization techniques. It has powerful computing ability and high
scalability. Cloud computing applications are for distributed computing, data storage, and
sharing of various software. Cloud computing environments are suitable for MMOGs. By the
statistics of WoW (World of Warcraft), there are millions of players online [3]. So we
leverage the powerful computing ability and high scalability of cloud computing
environments to deal with a large number of MMOG players. In an MMOG cloud, it flexibly
uses VMs instead of physical machines to reduce response time and enhance QoS of players.
That is, it can allocate the resources of an MMOG cloud more effectively. In [3], it mentioned

that players’ log files can be determined by (i) system workload modeling/prediction, (ii)

1



system QoS modeling/prediction, and (iii) player loyalty modeling/prediction. Based on these
reason, we use players’ log files for predicting the VMs load in the proposed scheme.

The load of MMOGs depends on the number of active concurrent players [12]. Therefore,
fast and accurate load prediction algorithms are required to dynamically allocate resources for

MMOGs so as to provision VMs to game sessions with the minimum resources dynamically.

1.2 Resource allocation

A game world is composed of regions. Each region is supported by multiple VMs of
servers. Assume that each VM has the same CPU, memory, and network bandwidth capability.
The methods of resource allocation can be classified into two categories, real-time resource
allocation and pre-allocation [10]. The real-time resource allocation scheme dynamically
assigns resources when the user has the demand. The pre-allocation scheme can achieve better
system resource stability, but‘a good load prediction algorithm is needed. In this paper, we
combine real-time resource allocation with a load prediction scheme to predict the user load
and allocate resources efficiently. By prediction, resources can be allocated before players’

login to the MMOG servers.

1.3 Load prediction

Load prediction is based on historical data to forecast the load level of each region in
advance for VM assignment. Load prediction can help to achieve efficient real-time resource
allocation. It can help reduce resource allocation time to meet the response time requirement
of each player. As shown in Figure 1, initially each region is allocated a VM. Then, the

number of VMs used in each region will be adjusted based on number of players.
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Figure 1: Resource allocation for each region [13].

1.4 Research objective

SVM (support vector machine) is-a-suitable tool for predicting MMOGs load. In this
paper, we propose an efficient real-time resource allocation scheme to support the workload
generated by MMOGs players. The task involves predicting the load of each region in an
MMOG game world using historic players’ log files. We use SVM to predict MMOGSs game
world load. We integrate current MMOG multi-server architecture with a cloud computing

environment to achieve better performance.

1.5 Thesis organization

The rest of this paper is organized as follows. In Chapter 2, we introduce the basic concept
of SVM. In Chapter 3, we review an existing prediction-based real-time resource provisioning
scheme for MMOGs. We present the proposed SVM-based load prediction scheme in detail in

Chapter 4. In Chapter 5, we show simulation results that include comparison with neural



network-based load prediction [13] in terms of prediction accuracy. In Chapter 6, we conclude

this paper and outline future work.



Chapter 2

Preliminaries

2.1 SVM

The support vector machine (SVM) was developed by Vapnik (1995) [1]. The main idea
of SVM comes from the binary classification, namely to find a hyperplane as a segmentation
of the two classes to minimize the classification error. The maximum margin hyperplane
gives the maximum separation between decision classes. The training data are closest to the
maximum margin hyperplane; it is called .support vectors [1]. SVM analyzes data and
recognize patterns for classification and regression. analysis (i.e. time sequence analysis).
SVM concentrates on applying_regression to_short-term electricity load forecasting. Its
forecasting accuracy outperforms other forecasting models. SVM has good performance on
reducing the outliers and improves. the prediction accuracy efficiently. The SVM parameters
are defined as follows: {X;, Y;}, i=L oo Y, € =L 1, X, € R* where X; is a training vector,

Y; represents a class. Figure 2 shows the SVM hyperplane and the support vector w [9].
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Figure 2: SVM hyperplane and the support vector [9].

2.2 The Applications of SVM

SVM can be applied to.some applications, such as-flood forecasting, power prediction
[18], image recognition (large dataset), three-dimensional classification, text classification,

and time series prediction[1] [18].

2.3 Pros and cons comparison of the proposed SVM-based

and neural network-based load prediction

Table | shows the pros and cons between SVM-based and the NN-based load prediction.
For the SVM-based load prediction, it has low performance with a small amount of data. The
NN-based load prediction has slow training speed, complicated neural nodes, and high

resource consumption.



Table 1. Pros and cons comparison of the proposed SVM-based and neural

network-based load prediction

Approach Pros Cons

+ Fast training speed[18] Low performance with a
SVM-based

+ Easy to implement [1] [18] small amount of data
(proposed)

+ Optimal solution [17]

Neural network
(NN)-based [5]
[16]

+ Accepting different input data

formats [15]

« Ambiguous inference ability [16]

+ High resource consumption

[15]

+ Slow training speed [15]

+ Complicated neural node




Chapter 3
Related Work

3.1 Neural network-based load prediction

In [5], it proposed a neural network (NN) prediction-based method for dynamic resource
provisioning and scaling of MMOGs in distributed grid environments. The load prediction
method predicts the future game world entity distribution from history trace data by using the
neural network-based method. It developed generic analytical game load models used to
forecast the future hot-spots that congest the game servers and make the overall environment
fragmented and unplayable [5]. Finally;.a resource allocation service performs dynamic load
distribution, balancing, and migration of entities that keep-the game servers reasonably loaded

such that the real-time QoS requirements are maintained|[5].

3.2 Qualitative comparison-of proposed SVM-based with
neural network-based load prediction

The NN-based scheme [5] bases neural network to foresee future hot-spots to allocate
resources for the grid MMOG. However, it did not propose any mechanism to allocate
resources and had low prediction accuracy to predict the MMOG load. The above problems
motivate us to design a more efficient SVM-based load prediction for MMOGs. We propose
an efficient resource allocation mechanism to predict the load level of each game region and

allocate resources to each game region accordingly.

The two approaches mentioned above are qualitatively compared in terms of prediction

technique, fairness among players, and prediction accuracy, as shown in Table Il. The



proposed SVM-based load prediction scheme will be described in Chapter 4. In Table II, the
prediction technique indicates the operation type of the prediction [5] [16]. The fairness
indicates that the same number of VMs is allocated to each game region at first. The
prediction accuracy indicates the fraction of prediction correctness for each load prediction

scheme.

Table 11. Qualitative comparison of the proposed SVM-based with neural

network-based load prediction.

Prediction | Fairness Prediction

Method technique | among Accuracy
players
SVM-based
load prediction SVM Yes 90% - 95%
(proposed)

Neural network Neural
(NN)-based[5] network Yes 82% - 87%

load prediction




Chapter 4

Proposed SVM-based Load Prediction

for Resource Allocation

4.1 SVM-based resource allocation architecture for

MMOGs

Preprocessing

MMOG player history dataset

S/ =M

Char
server

| STE
SVM-based
prediction /

‘ l \\i
Resource |
Assignment

Resource.~ | Monitor
Allocation | Server Datacenter

Figure 3: Proposed SVM-based resource allocation architecture for MMOGs.

The proposed SVM-based resource allocation architecture for MMOGs is shown in Figure 3.
We obtain MMOG player history datasets from a character server. In a monitor server, there
are three main components preprocessing module, SVM-based prediction module, and
resource assignment module. The first component, preprocessing module, calculates the
loading of each game region at each time interval. The SVM-based load prediction module
predicts the loading class of each game region. Finally, the resource assignment module
adjusts resources (i.e. number of VMs needed) based on the predicted loading class in each

region. With this architecture, the objective is to meet the response time requirement of

10



players in MMOGs. After load prediction, we allocate the resources to each region in the

datacenters of the MMOG cloud.

4.2 Preprocessing

MMOG loads are dynamic because of the player interaction [8]. Thus, accurate and fast load
prediction is necessary to dynamically allocate resources for MMOGs. In our MMOG cloud
system, we obtain MMOG player history datasets from the character server. Figure 4 shows
the preprocessing procedure and the MMOG player datasets format. The detailed
preprocessing procedure is described as follows:

Preprocessing procedure

1) Read MMOG player history datasets from the character server.

2) Count the number of players (NP)-in each region at each time interval.
3) Calculate the loading class of each region.

The formula of estimating the loading level of region j at time interval i, L.

Lij = N%\/ij (1)

where NP;j; = total number of players in region j at time interval | and NVj; = number of VMs
used in region j at time interval i. We define MAX_LOAD ,; = the maximal number of
players in a VM. The upper threshold of Lj;is T, and the lower threshold of L;;is T which are

defined as follows:

NV, x MAX _LOAD,,
T, =—0 =MAX _LOAD,, @)
NV

ij

(NV, —1)x MAX _LOAD,, +1
T = ©)
NV,

The loading state of a region can be: overloading, underloading, or normal.

Overloading: L;>T, ()

11



Underloading: L;<T, (5)

Normal: T, <L;<T, (6)

In addition the loading class of a region is either: class 1 or class 2. Class 1 means the loading
state is overloading or underloading and has the value +1 in SVM. Class 2 means the loading
state is normal and has the value -1 in SVM. The actions taken by each region based on its
loading class is as follows:
If the loading class of a region is class 1, then the number of VMs in this region should
be adjusted,
else if the loading class of a region is class 2, then the number of VMs in this region does
not need to be adjusted.
Figure 5 shows the preprocessing. procedure for deriving the loading class of each region j at

time interval i.
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START

Read MMOG
players log file

Count the number of
players in each region
at each time interval

(a): Preprocessing procedure:.

Time Region 1 | | Region 2 Region 3 Region 4 Region j
interval 1 NP, 5 NP, NP, 3 NP; 4 NPy

~ Time | Region1 | | Region2 | ‘| Region3 Region j

interval 2| Np, , NP, , NP, 5 NP3,

_Time | Region 1 Region 2 || Region 3 Region j

interval i NP; 1 NP; NP; 5 NP; j

(b): MMOG player datasets format for recording the number of players in each region at
each time interval.

Figure 4: Preprocessing procedure and the MMOG player datasets format.
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A

For each region j (j =1~56), derive the
load (Lj; ) of region j at time interval i

No

4

Region j at the time
Region j .at the interval i interval i belongs to
belongs to-class 2 class 1
|
v
End

Figure 5: Preprocessing procedure for deriving the loading class of each game

region j at time interval i.

4.3 SVM-based load prediction

In this section, we describe the proposed SVM-based load prediction for MMOG
resource allocation. As shown in Figure 6, the SVM-based prediction bases on the loads in
previous time intervals to predict the future load of a region. We use SVM-based load
prediction to predict the loading class of each region in MMOGs. We first input MMOG
player history datasets into the preprocessing module. We can get output datasets which are

the predicted loading class of each region. The loading class of each region is then

14



transformed to the SVM format, as shown in section 2.1. Then resources can be assigned to
each region based on predicted loading class. The flowchart of the SVM-based prediction and

resource assignment is shown in Figure 7. Table 11l summarizes MMOG load levels and their

associated SVM-based loading classes.

Bk &gk

/a" 1 % Yy ;

H ~ SVM-based
AR AR Prediction
altagfn

Figure 6: SVM using the loads in previous time intervals to predict the future load of a

region.
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START

Train the history
: game datasets in
Read MMOG SVM format
history game
datasets
from # to ¢, after or each region J, predict its 21 Region ; belongs
preprocessing loading class at #;.; to class 2

Overloading or
underloading

|

Transform the

: Region s belongs
loading class of each glonJ g

region into SVM to class 1
format |
Adjust the number of VM in this
region
Calculate load

prediction accuracy

h 4

END

Figure 7: Flowchart of the proposed SVM-based load prediction and resource assignment.

16



Table 11l. MMOG loading level and its SVM category.

Load level Resource
MMOG load level SVM category .
range assignment type
Overloading L>T, Class 1 Adjustable
Normal T, <L;<T, Class 2 Unchanged
Underloading L;<T, Class 1 Adjustable

4.4 Resource assignment

Based on the results of load prediction, we propose the rule of resource assignment to add or
release VMs in each region. To allocate resources in.an MMOG cloud efficiently, we assume
that the VMs in the cloud have the same specification. The resource assignment objectives are
to meet the QoS, such as the response time requirement of players and to reduce the waste of
resources. We adjust the number.of VVMs used-in _region j at time interval i+1 (NVj), as
follows:

NVis1j= NPj; / MAX_LOADyn (7
Note that NP;; is number of players in region j at time interval i and MAX_LOADyy, is the

maximum number of players in the VM.

17



Chapter 5

Performance Evaluation

In this chapter, we first describe simulation setup and evaluation metrics. Then, we compare
the proposed SVM-based load prediction with the NN-based load prediction [5] in terms of

prediction accuracy.

5.1 Simulation setup and evaluation metrics

We ran libsvm[1] for SVM-based load prediction. SVM related simulation parameters are

shown in Table IV. MMOG running environment setting are as follows:

Table 1\, Simulation parameters [1,19].

Parameter Value
Kernel type Radius Basic Function
Gamma, 125
Degree 2
Scale -1~1
Label 1-12 (time interval)
Index 1-56 (region number)

(1) We ran the libsvm [1] software package for MMOG load prediction in Intel 2.67 GHz
CPU, 4GB, Windows 7 OS.

(2) MMOG: WoW datasets [3], from Oct. 1 to Oct. 16, 2008.

(3) VM capability: 2000 MIPS CPU, 4 GB RAM, 20 MB/s bandwidth.

(4) Maximum number of players in a VM is 100.

18



5.1.1 Prediction accuracy
The prediction accuracy is defined as the number of correct game region load predictions
divided by the total number of game region load predictions which is expressed as follows:

Number of correct game region load predictions
Total number of game region load predictions

Prediction accuracy =

(7)

5.2 Comparison between SVM-based and NN-based load

prediction

As shown in Figure 8, the qproposed SVM-based load prediction scheme achieves
12.24% and 26.77% better prediction-accuracy. than the NN-based load prediction and the last
value-based load prediction, respectively. The proposed SVM-based load prediction reduces
8% and 78.3% of the number.of VMs needed compared. with the neural network-based load

prediction and the last value-based load-prediction, respectively.
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Figure 8: Prediction accuracy comparison of the three load prediction schemes.

Chapter 6

Conclusion

6.1 Concluding remarks

In this thesis, we have presented an efficient SVM-based load prediction scheme for
resource allocation in MMOG clouds. We use historic load data of players in each region to
predict the future load. By using the load prediction results, we can allocate (or release) an
appropriate number of virtual machines to each game region in advance in an MMOG cloud
so as to meet the response time requirement of each player and to have better resource
utilization in MMOG clouds. The load prediction accuracy of the proposed SVM-based

scheme is 12.24% better than that of the NN-based scheme. In addition, the proposed




SVM-based load prediction reduces 8% of the number of VMs used compared with the neural
network-based load prediction. With a higher prediction accuracy and a smaller number of
VMs used, our SVM-based load prediction is feasible for efficient resource allocation in

MMOG clouds.

6.2 Future work

We will integrate the proposed SVM load prediction scheme to an efficient resource
allocation method for MMOG clouds. In addition, we will combine a fuzzy membership
function to each input datum of SVM and design a fuzzy-based SVM load prediction scheme

to further increase prediction accuracy.
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