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Student: Hon-Jarn Lin Advisors: Prof. Wei Hwang

Prof. Ching-Te Chuang
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ABSTRACT

There are wide-ranging usage of portable mobile device (PMD) such as cell phone,
notebook and video product and many different types of computers in today markets.
It is crucial important to.emphasis energy efficiency, low power consumption and
parallel memory design in system-on-chips (SoC) recently. In thesis, two topics will
be presented. First topic is the low power 2R2W 8Kb multi-port SRAM design,
second topic is the low power 4R4W 2Kb multi-thread register file design and
implementation in TSMC 40nm CMOS technology. In order to gain high bandwidth
and high performance, conventional single-port SRAM design is not efficiency. In this
way, we proposed a new structure 2R2W multi-port bit-cell structure, this cell not only
eliminate the half select distribute problem but also support bit-interleaving structure.
Low power technology such as share WBL structure, CLK gating and SA power gating
are included. An 8K test chip is designed and implemented in TSMC 40nm general
purpose CMOS process. Post-layout “simulation results demonstrate operating
frequency of 475 MHz at 0.9V. Another work is 4R4W multi-thread register file design,
with double pump, four threads, data slot switch control and share RBL structure
technology are proposed. Wide range supply voltage operation form 0.4V to 1.2V, it
supply designer has more flexibility. No dummy read operation, reducing RBL to 1/2
and RWL keep VVSS are design for low power consideration. In this work, active
power reduction is more than 50% and standby power reduction is less than 25%.

Post-layout simulation results demonstrate operating frequency of 238 MHz at 0.9V.
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Chapter 1

Introduction

1.1 Background

Low power design for portable device such as cell phone, wireless device and
notebook are rapidly growing in these years. A simple and effective way to reduce
energy is to scale down supply voltage. Reduction of energy consumption is desirable
in microprocessors to enable longer battery life and adequate heat dissipation. The
active power saving is quadratic and leakage power reduction is linear [1.1]-[1.3]. The

total energy consumption.equation is showed in (1.1)

Ptotal = denamic+Pleakage+Pshort—current (1'1)
Where B, .ic = @ x f XC xVDD?, P jage = VDD X1 1o, e =VDD Xy,
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Fig. 1.1 Voltage scaling and energy dissipation [1.4]



Fig. 1.1 shows the SRAM Min. energy point not in the sub threshold but in near
threshold region. Operation in sub threshold region, although power reduce only
linear, delay rises significantly, and power delay product will not small anymore. This

reason make the Min. energy point is shift to neat-threshold region.

1.2 Challenges

Conventional dual-port (Fig. 1.2) or multi-port design is power hungry by accessing
many ports parallel at the same time. High frequency and multi-port read out by register
file often domain the whole chip power consumption. In order to gain high data
transmission bandwidth, this design is needed and not to be lack. Applying for portable
device, low power design-is very important which can save obvious power dissipation,

and enables longer battery life.

read-word-line

! Read BL
Read BLb

—
Write BLb

Write BL

write-word-line

Fig. 1.2 Conventional dual-port 8T SRAM bit-cell
\oltage scale down is not easy in conventional dual-port 8T design because read
disturb problem and read/write conflict issues will degrade cell stability. Not only cell
stability problem, write—ability is another big challenge for low voltage operation.
When supplying voltage scaling down, area of dual 8T must to enlarge cell size for
more stability. Besides, as the supply voltage is reduced, the effect of lon/loff ratio is
smaller than operation in super-threshold region. Driver current normally degrades

several orders of magnitude compare MOS active on strong inversion.



In addition to CMOS technology process scaling down, there is more physic solid
state effect generated on device. Moreover, these minimum geometry transistors are
vulnerable to inter-die as well as intra-die process variations. Intra-die process variation
includes random dopant fluctuation (RDF), line edge roughness (LER). This may lead
to threshold voltage mismatch between the adjacent transistors in a memory cell giving

asymmetrical characteristics [1.5] [1.6].

1.3 Motivation

Try to do a low power and high retention SRAM cell [1.7], and no conflict
distribute problem is this work goal. Conventional dual-port already not suit for novel
technology process. A new structure must be proposed to solve distribute problem and
conflict problem. Operation under near-threshold voltage to gain the Min. energy
consumption, and this cell will apply to low power device such as wireless senor or
mobile phone. In addition to low power and high reliability, high bandwidth support
is another primary circuit concern. Multi-thread and multi-bank structure design may
include in this work for performance improve.

Except scaling down the supply voltage, peripheral circuit will use low power
design such as power gating, CLK gating, and DVS technology may added for active
or standby power reduction [1.8]. Boost or Negative circuit can improve write-ability
when operation under low voltage. Previous work like cut off feedback in single-end
design also can gain more write ability. In this design, power reduction is more
important than high speed operation.

For more robust consideration, bit-interleaving structure can eliminate soft error
rate damage the SRAM bit-cell. Leakage problem in BL can’t be ignored in low
voltage operation region. If leakage current is too over reliability, read operation will

fail by sensing logic.



1.4 Thesis Organization

Following is the main contents of this thesis. In Chap 2 we will discuss the recent
work about low power SRAM design. A conventional 6T SRAM basic operation and
stability are introduced at first. After that low power SRAM assists circuit design,
multi-port SRAM and register file design are discuss step by step. Chapter 3 shows
conventional dual-port operation conflict problem and read disturb issues. A new
2R2W multi-port SRAM structure is proposed. Share write bitline and X and Y cut
control line can do bit-interleaving structure and no need any others periphery circuit.
In Chap. 4, register file with multi-thread and double pump technology introduced at
beginning. New technology “Data Slot Switch’ and conflict detect circuit can help no
disturb issue. In Chap 5, a new share read bitline is proposed and reduce dummy read
of bit-interleaving structure. Active power saves by share RBL and leakage power
reduces by keep RWL high in standby mode. In the end, Chapter 6 finally concludes

this thesis.



Chapter 2
Previous Low-Power SRAM Designs

2.1 Introduction

In recent microprocessors, the capacity of on-chip memory is rapidly increasing
to improve overall performance. According to ITRS roadmap in 2002 [2.1] [2.2],
memory chip will occupy 90% of chip area in 2013. In such a memory rich chip, the
leakage current of an SRAM, which comprises the vast majority of on-chip transistors,
dominates the standby current because leakage power is proportional to the number of
transistors. Thus, it becomes important to focus on SRAM standby leakage current
reduction for ultra-low power application.

Low power, minimum. transistor count and fast access SRAM is essential for
embedded multimedia and communication applications realized using system on a
chip technology. Hence, simultaneous or parallel read/write (R/W) access multi-port
SRAM bit cells are widely employed in such embedded systems. Multi-port has many
advantages like high performance and high bandwidth, but it also consumers more
percentages of power and area.

This chapter begins with the analysis of power dissipation of SRAM circuit and
technique for leakage reduction will be shown in section 2.2. In section 2.3, stability
issues of SRAM cell, including hold stability, read stability, and write ability will be
defined and the impact of variation on SRAM in low voltage will be presented. In
section 2.4, 2.5 and 2.6, Conventional dual port SRAM and Multi-port SRAM cell are
showed. Finally, In 2.7 the previous Multi-port register file cell design and peripheral

circuit technology will be described.



2.2 Power Dissipation

This chapter begins with an analysis of power dissipation of CMOS circuit and
circuit technique for power dissipation. Power dissipation combines with dynamic
power (Paynamic), leakage power (Pieakage), and short circuit power (Pshort-circuit). POWer
could be expressed as, where Paynamic = & CLVbpf, Pleskage = Voblieakager and
Pshort-circuit=Imean VDD

Ptotal = denamic + l:)leakage . l:)short—circuit (2-1)
2.2.1 Dynamic Power

Fig. 2.1 show a CMOS inverter, the average dynamic power dissipation can be
obtained by summarizing-the-average.dynamic power of N/P MOS. The cause of
dynamic power is logic transition of CMOS circuits which charges or discharges its
load capacitance and parasitic capacitance (C.). As can be seen in (2.1), the dynamic
power dissipation is direct proportion to switching activity factor (), capacitance load

(CL), squire of supply voltage (Vpp?), and operating frequency (f).

VDD

1P

VN ] Vour

Nl —— Co

GND = -_—

Fig. 2.1 Circuit diagram of inverter



2.2.2 Leakage Power
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Fig. 2.2 Leakage current of deep-submicron transistors

In advanced CMQOS technologies, embedded SRAM leakage current becomes
dominant compared to the dynamic current. The majority of SRAM macro leakage
current is from its bit cell array [2.3]. Leakage current is composed of reverse-biased
junction leakage current (lrey), gate induced drain leakage (lgipL), 0Qate
direct-tunneling leakage (lg), and sub-threshold leakage (Isug) in @ CMOS transistor
[2.4] [2.5].

Fig. 2.2 shows reverse-biased junction leakage, sub-threshold leakage, gate
direct-tunneling leakage, injection of hot carriers from substrate to gate oxide, gate

induced drain leakage, and punch through leakage in the deep scaling transistor.

Junction Leakage

In Fig. 2.3, leakage in reverse biased transistors and diodes includes the effects of
carrier generation, related to residual damage density and location relative to the
junction boundary, as well as structure and bias dependent effects of gate oxide
leakage, band-to-band tunneling at the drain junction and thermionic emission from
metal contacts. All of these effects depend on process conditions, through dependence

on dopant activation and profile shape, junction location and local electric fields.



Fig. 2.3 Gate leakage current paths in a NMOS transistor

In the steady-state ON region both the gate and drain of the device are held at high
with the source being grounded. In this state a well-formed channel exists and three
separate components of the gate tunneling current Igs, lgcs and Iged are active. The
component from gate to drain overlap (lgd) is absent due to the almost zero electric
field in that region of the oxide. The overall current flow is from gate to source and
channel, opposite to the flow in the OFF state. In the steady-state OFF region both
gate and source are at ground while the drain is at high (VDD) voltage. Since no
channel is formed in this condition, the only active component is lgd [2.6].
Gate-induced drain leakage (GIDL):

As the electric field in and around the gated p-n junction is increased by the
applied gate voltage, all the high-field effects, such as avalanche multiplication and
band-to-band tunneling, can increase very dramatically (Fig. 2.4). Thus, the leakage
current of a reverse-biased gated diode can increase dramatically when the gate voltage

begins to cause field crowding in and around the junction region.
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Fig. 2.4 Leakage current of deep-submicron transistors

Sub threshold Leakage

When gate voltage is below the threshold voltage, sub-threshold leakage or weak
inversion current occurs between source and drain. For example, an off state inverter,
although the V4 of the NMOS is 0V, there is a light current (leakage) flowing from the
drain to source due to the voltage Vpp across Vs [2.7].

Sub-threshold behavior can be modeled physically as show in the following [2.8]

Vg=Vr+nVgs Vas

L u%("q—T)z Cone ™74 (1 = e‘kr/q),m =1+ Cc—f: 2.2)
Where W and L denote the transistor width and length, i denotes the carrier mobility,
Csih = Caep = Cit denotes the summation of the depletion region capacitance and the
interface trap capacitance both per unit area of the MOS gate, 1 is the drain induce
barrier lowering (DIBL) coefficient, and C,x denote the gate input capacitance per unit
area of the MOS gate.

Sub-threshold leakage increases exponentially with the reduction of the threshold
voltage and DIBL would lower threshold make leakage even worse. On the other hand,
sub-threshold can be drop with increasing the threshold voltage. In low power

technology we can use high Vi, technology transistor to reduce sub-threshold leakage in

off state.



High-K Metal Gate

In order to reduce gate leakage, a new material is used for replace the conventional
Si02. Silicon dioxide has been used as a gate oxide material for decades. As transistors
have decreased in size, the thickness of the silicon dioxide gate dielectric has steadily
decreased to increase the gate capacitance and thereby drive current, raising device
performance. As the thickness scales below 2 nm, leakage currents due to tunneling
increase drastically, leading to high power consumption and reduced device reliability
(Fig. 2.5). Replacing the silicon dioxide gate dielectric with a high-k material allows
increased gate capacitance without the associated leakage effects. The 2.3 rule showed
that we can add high k material and.extended thickness to get the equal capacitive. By

thickness oxide, leakage problem can reduce significantly [2.9].

Gate Gate

1.2nm SiO, 3.0 nm high-k dielectric

SlEnT e Silicon Substrate

Existing 90nm Process A potential high-k process
Capacitance = 1x Capacitance = 1.6x
Leakage Current = 1x Leakage Current = 0.01x

Fig. 2.5 Conventional silicon dioxide gate dielectric structure compared to a

potential high-k dielectric structure

_ k€A
Tt

C (2.3)

e Alis the capacitor area

e K is the relative dielectric constant of the material (3.9 for silicon dioxide )
e g is the permittivity of free space

e tisthe thickness of the capacitor oxide insulator
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Fin FET Structure

Fig.2.6 shows Fin FET device has especially faster switching times and higher
current density. Not like conventional MOS structure, a new better gate control device
is developed by IBM. Vertical gate has more area cover the channel, so better control
ability is approach. Due to its superior gate control, electrostatic integrity, and
variability, Fin FET has demonstrated satisfactory scalability and feasibility for mass

production of post-22-nm technology node [2.10] [2.11].

‘FinFET"

Fig. 2.6 Fin-FET structure

Punch-through Leakage

Finally, in short-channel devices, due to the proximity of the drain and the source,
the depletion regions at the drain-substrate and source-substrate junctions extend into
the channel. As the channel length is reduced, if the doping is kept constant, the
separation between the depletion region boundaries decreases. An increase in the
reverse bias across the junctions (with increase in Vpg) also pushes the junctions nearer
to each other. As the combination of channel length and reverse bias leads to the

merging of the depletion regions, punch through leakage occurs.

Punch through will bring a high current, and make the device short down. Hot and

power dissipation by high current, so designer should very care about this effect.

11



2.2.3 Short Circuit Power

When CMOS switch frequently, a path from vdd to gnd will short together. This dc
path makes external power consumption. Short circuit power can be expressed as rule
(2.4). Imean is the mean value of the short circuit current [2.12].

On the circuit-level, there have been a number of articles describing the short
circuit power. From the short circuit power articles by Veendrick [2.13], and

Hedenstierna and Jeppson [2.14], these power dissipation rules are showed below.

Pshort-cireuit=lmean X VoD (2.4)

Pshort—circuit B g (VDD B 2Vt)3 fT (25)

P: The device transistor conductance

The ramp time

a

B:  The gain factor of a transistor,

~h

The operating frequency

2.3 SRAM Bit-cell Stability and Write-ability

When CMOS technology process is scaling down, process variation is become
more and more important. PVT variation is the major effect on cell stability, such as
global variation and local variation. Therefore, how to use the simulation information
to accurate the true threshold is very important. The worst cast must be consider and
usually use Monte Carlo simulation to detect it. The following of this section will

state the most widely adopted SRAM cell stability definition.
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2.3.1 Static Noise Margin (SNM)

The best common way to measure the stability of cross-coupled inverters is the
static noise margin (SNM). Hold static noise margin is defined as the maximum value
of static DC voltage noise which can be tolerated by the SRAM bit-cell without flipping
the storage node when word-line turns off. Fig. 2.7 shows the normal test Hold SNM
simulation in 6T SRAM cell. Give a two noise in the Q and Qb then find max voltage
noise can maintain the storage data of the SRAM. In this case, WL is zero and two BL

keep high [2.15].

Fig. 2.8 shows the standard setup for modeling Read SNM. Compare with HSNM
mode, in this case WL is turn and simulation read operation. The node “0” will raise a
little voltage because of the voltage dividing effect between the pass transistor and
pull-down transistor. Once the disturb voltage rise near to the trip point of the inverter,
data will be flipped. The curve is small than HSNM because read distribute issues and
it reduce node stability significantly. Fig. 2.7 and Fig. 2.8 also show the example of

butterfly curves during hold and read, revealing the degradation in SNM during read.

BL=VDD BLb=vDD VDD

T e

VR

0 .
< 3 0 Ly VoD

Fig. 2.7 Standard setup for finding Hold SNM
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WL=VDD

BLb=VDD VDD
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Fig. 2.8 Standard setup for finding Read SNM

2.3.2 Write Margin (\WM)

VDD

There are many way to measure the write ability of SRAM bit-cell, the simple one

is find the write trip point (WTP). Write margin is defined asV,, — MIN[V(WWL)].

MIN[V(WWL)] is the minimum write-word-line voltage required for flipping the

bit-cell. In this write margin test mode, sweep WL voltage from VDD to Zero. The

higher write margin, the easier the data is written into bit-cell. Fig. 2.9 shows a

corresponding example of finding write margin. The write margin is defined as the Vpp

- VWL value at the point when VR and VL flip. The write margin value and variation is a

function of the cell design, SRAM array size and process variation. A cell is considered

not writeable if the worst-case write margin becomes lower than the ground potential.

BL=0

BLb=VDD

WL=VWL

T

T

T

b

|_

oF

VR

o

Internal node voltage

Fig. 2.9 Write margin of a SRAM bit-cell
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2.3.3 Impact of Variation on SRAM in Low Voltage

Differential 6T SRAM

6T bit-cell is not applied for process scaling down, and also not suitable in
low-voltage operation. If 6T cell want to operate under novel technology, area of
N/PMOS has to enlarge to gain more W/R ability. Process problem to 6T cell is very
sensitive, such as random dopant fluctuation (RDF) and line edge roughness (LER).
This may result in the threshold voltage mismatch between the adjacent transistors in
memory cell [2.16] [2.17].
Half select disturbs Failure

In Nano-device scaling-down, threshold voltage variation is become larger. By
process variation NMOS V1 is not a constant value anymore, if disturb voltage is
larger than bit-cell trip voltage, the data will flip and error happened. Conventional 6T
with bit-interleaving structure will have half select problem. Fig. 2.10 shows the half
select disturbs failure and waveform, if pull-down NMOS V1 is too high, and access
NMOS Vit is low. Current is stack on the Qb, a probability data will flip by this

current path.

Stability Ratios

5 J—
o_g_- (-::Q' 1l switch-point
Hi—
g — Read down-level
5 \
1 1 1 |
E E E E
= & &k = BLT/BLC
it 7
Technology Node NM

Fig. 2.10 The read-disturb of 6T SRAM in different process [2.17]
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Read/Write conflict issues
In this configuration, both read and write accesses are opposite making it highly
difficult to overcome the severe effect of variation and manufacturing defects. Fig.

2.11 shows the P ratio of 6T SRAM bit-cell and the B ratio conflict will be described

afterward.

Ipyp _ tpup(W/L)pyp
—~p = = Vrpip
Ipp upp (W /L)pp

IA_X~B _ Uax((W /L) ax LV

Ip 2 wupp|W/L)py P
lix __Max W /L) ax SV
Igp > upup|W/L)pye| "

Fig. 2.11 The B ratio of 6T SRAM bit-cell

During read access the cell must remain bi-stable to ensure that both data logic
value can be held and read without being upset by read disturb that occur at the
internal nodes. In order to facilitate read and minimize read disturb, the B, ratio
should be small enough by strong PD NMOS and weak AX NMOS. During write
access the cell should be made mono-stable to write the desired data. For improving
writability, the B3 ratio must be large by strong AX NMOS and weak PUP PMOS.

For improving writability and minimizing read disturb simultaneously, the
transistor can be sized as PD > AX > PUP. However, it would degrade the ; ratio
hence the Vtripresult in poor read SNM. Therefore, these three B ratios are conflict to
each other, simply sizing could not solve 6T SRAM failures.

Hold and Read Failure

Hold failure happens if the destruction of the cell content in the standby mode at a

low supply voltage. Therefore higher trip point of back-to-back makes the cell easier to

flip, thereby increasing the hold failure probability. As shown in Fig. , it is preserved to
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very low voltages and will form the basis for several of the ultra-low voltage bit-cell

design described in section 2.5 and 2.6.

Hold SNM . 0"
0al(Mean, 3o.6° i .
o) X :

Read/Hold SNM (V)

0.1 : :
. Read SNM
(Mean, 3o,

4o)

Q. : :
10.2 04 8:0 ™ 0.8 1

Fig. 2.12 6T SRAM SNM loss at low voltages [2.18]

If the data stored in.an SRAM cell flips during reading, there is a read failure. If
the voltage rise at the node storing “0” and higher than the trip point of the back-to-back
inverter, then the data stored in the cell would flip over. Fig. 2.12 shows that the 6T
SRAM bit-cell fails to operate at low voltages because of reduced signal levels and
increased variation. At low voltages, the read SNM is negative, indicating loss of
stability.

Write Failure

If the data stored in an SRAM cell can’t be flip during writing, there is a write
failure. While writing “0” to node storing “1,” the voltage at the node need to be
discharged below the trip point of the back-to-back inverter. As shown in Fig 2.13, it is

also lost at low voltage, where a positive value, in this case, indicates write failures.
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Fig. 2.13 6T SRAM write margin [2.18]
Access Failure

If the voltage difference between the two bit-lines (dual-end) or the voltage drop
of the single bit-line (single-end) can’t.be sensed by the sense amplifier during the
access time, there is an access failure. The cause of access failure can be ascribed to
read-current degradation and data-dependent bit-line leakage.

The cell read-current, Iggap, IS the current sunk from the pre-charged. bit-lines
during a read access when the access devices are enabled. At ultra-low voltages, we
expect a significantly reduced read-current because of the lower gate-drive voltage.
However, the increased effect of threshold voltage variation severely degrades the
weak cell read-current even further. Fig. 2.14 normalizes the read-current distribution

by the mean read-current to highlight just the further degradation due to variation.

0.2 0.4 0.6 0.8 1

Fig. 2.14 Read-current distribution [2.18]
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Fig. 2.15 Iggap IS less than lieakage from un-accessed cells at low voltage [2.19]

An implied consequence. of the reduced read-current is that the aggregate leakage
currents from the un-accessed cells on the same bit-lines can make conventional data
sensing impossible. Because of the reduced lon-to-lorr ratio and severe degradation
from read-current variation, these can exceed the actual read-current of the accessed
cell. Fig. 2.15 shows Ireap /lLeak Tot Of 256-row SRAM array loss of functionality at
low voltages. At ultra-low voltage the bit-line leakage exceeds the read signal, making

the accessed data indecipherable.

2.4 Previous Read/Write Assist Peripheral Circuit

2.4.1 Keeper Tracking Circuit Assist for SRAM Design

Wide or structures are typically used in the read path of register files, L1 caches,
match lines of TCAMSs, flash memories and PLAs. In most of the applications the
worst case requirement would be to sense the difference between the leakage state
where all the pull-down legs are leaky and the ON state where only one of the legs is
ON. The increase in the variability and magnitude of the leakage current has become
a major bottleneck in realizing such wide OR gates [2.21] [2.22].

In the conventional design, the keeper being PMOS and it does not track the
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leakage currents in the pull-down NMOS logic for the FNSP and SNFP corners.
These results in performance degradation, higher short-circuit power dissipation and
limit the number of pull down legs.

An ideal keeper is expected to have minimum contention, good noise robustness,
good process tracking, less power and area overhead and should support wide fan-in

gates.

Shared replica
current mirror

le‘ Tear

Keeper
Delay Chain

Strong Keeper

Teak
Clock—d “ l

L LA

e

Fig. 2.16 A conditional keeper with INV chain [2.20]
Fig. 2.17 A current mirror keeper [2.22]
Conditional keeper (CKP)

A weak keeper holds the state of the dynamic node during the transition window
and a strong keeper is conditionally activated based on the state of the dynamic node
after a certain delay Fig. 2.16 This reduces contention during the evaluation period,
thereby enabling high speed and reducing the short circuit power dissipation.

Current mirror keeper (LCR)

Current mirror-based keeper technique Fig. 2.17 was proposed for better process
tracking. This technique provides excellent tracking of the delay, and the contention is
still high because the keeper is strongly ON during the beginning of the evaluation
phase. Further the replica transistor does not track the leakage due to noise (as Vgs=0)
and DIBL (as the drain voltage of the replica NMOS varies across process corners) in

the pull-down NMOS logic.
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Rate Controller
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Fig. 2.18 Cross couple keeper with INV chain (left)
Fig. 2.19 Rate sensing keeper with INV chain (right)
Cross couple keeper (CSK)

Fig. 2.18 is based on cross coupled structures, and has two switch steps. Using a
cross coupled structure based on SCL and feedback PMOS transistors to provide
additional noise immunity to the dynamic node without much performance
degradation.

Rate sensing keeper (RSK)

Fig. 2.19 is the rate sensing keeper technique works based on the difference in the
rate of change of voltage at the dynamic node of the gate during the ON (Rdynon) and
the leakage (Rdyoff) condition. A reference rate (Rref), which is the average of the two
rates, is used to control the state of the keeper. The fact that the keeper is OFF during
the start of the evaluation phase and the adaptive control of the keeper strength
based on the process corner helps RSK to achieve higher speed and better tracking,

respectively.

Idyn < Iref

C‘d yn C‘ref

Layn Ires (2.6)
Keeper OFF : = > — :
' Cdyn Cref

Keeper ON :
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Fig. 2.20 Replica bias generator for RSK circuit

Fig. 2.21 The variation of the rates across different process corners
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2.4.2 Charge Pump Circuit Design

In this section, | will to introduce about the boosting method for SRAM assist. How
to do can gain the more efficiency is very important and save extra power dissipation.
While the demand for aggressive low-power is ever increasing thus demanding a
lower Vn of the SRAM cell. Before, people may do a SRAM cell sizing in order to
scale down the VMIN, but only 10% total Vn reduction is attained and upsizing at a
cost of ~25% increase in array area. Therefore, RD and WR circuit assists that can
achieve VMIN reduction at a minimal area impact are necessary.

Boosting RWL enables larger read “ON” current without forcing a larger PMOS
keeper. Boosting WWL helps WR Vn for 2 reasons — improving contention without

upsizing Nx (or lowering its V1), and improving completion by writing a “1” from
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% Reduction In Vmin

the other side. At iso-array area, increase on-die boosting achieves twice as much

Vmin reduction as simple cell upsizing Fig. 2.21.
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Fig. 2.22 8T SRAM cell with on-die RWL and WWL boosting [2.23]

Fig. 2.23 2SLS can Effective promotion boost ratio [2.23]

Fig. 2.24 Different boost frequency effect [2.23]
Boost Ratio Optimum

Ideal boosting ratio (BR = Vpoost/Vcc) under no load current (I oap) is 2VCC.

Actual BR is lower, however, as determined by I oap from all active & inactive
level-shifters, boosting clock frequency (Fgcik) Fig. 2.22, 2.23, and boosting
capacitance (Ccp). At a given phase of BCLK, one of the two CP paths alternately
supply charge to the Vgoost rail. In order to maintain gate oxide & junction reliability
of devices connected to Vgoost, CP is enabled (i.e. BCLK is toggling) if [BR x VCC
< Vwmax] is met. The CP is turned off otherwise, with transistor MX turned on to short
Veoost to VCC [2.23].

The 2SLS minimizes dynamic I oap current that needs to be supplied by the CP.
Fig. 2.24 unlike conventional (DCVS) LS where a “0”-t0-Vpgoost transition is all
supplied by the Vgoosr rail, the 2SLS performs this transition in 2 steps Fig. 2.24. In
the first step, “0”-to- VCC is supplied by MP1 at which point MP2 kicks in to supply
the remaining VCC to- Vgoost. The circuit is proposed in [2.24].
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Fig. 2.25 2-step level-shifter reduce I oap [2.23]
Charge Pump Circuit

Fig. 2.26 shows the four-stage Dickson charge pump circuit, where the
diode-connected MOSFETSs are used to transfer the charges from the present stage to
the next stage [2.25] [2.26]. The voltage difference between the drain terminal and the
source terminal of the diode connected MOSFET is the threshold voltage when the
diode-connected MOSFET is turned on. Therefore, the output voltage of the

four-stage Dickson charge pump circuit has been derived as

5

Vout = z (VDD - Vt(.‘uﬂ))

i=1 (2.7)
VDD M1 M2 M3 M4 MS
T 1_|| | ] |
s s s ol o
C1 Cc2 C3 C4 Cout

CLK CLKB CLK CLKB

Fig.2.26 Dickson charge pump circuits

The threshold voltage (\Vt) of the diode-connected MOSFET becomes larger due to
the body effect when the voltage on each pumping node is pumped higher. Therefore,
the pumping efficiency of the Dickson charge pump circuit is degraded by the body

effect when the number of pumping stages is increased.

24



Cout

T I T4
4-VDD

[ \ /)
3-vDD TIIFT2 T30 T4
- T Ak )
T . T3
VDD R RENED,
@ @ & @
1 | ] l
VDD —l:.
New Proposed Charge Pump Circuit —Vout
| | I [
® @
5-vDD -
4-vDD ’ a
Xef ke
3-VDD w
2-VDD 7

- [ )
VDD [T AT4]

Fig. 2.27 Ker proposed CP circuit and waveform with four pumping stages

The circuit and waveform of the new proposed charge pump circuit with four
stages are shown in Fig. 2.27 [2.27]. To avoid the body effect, the bulks of the devices
in the proposed charge pump circuit are recommended to be connected to their
sources respectively if the given process provides the deep n-well layer. Clock signals

CLK and CLKB are out-of-phase but with the amplitudes of VDD.

2.5 Previous Low Voltage SRAM Design

2.5.1 SRAM Bit-cell

Differential VSSM 7T SRAM Bit-cell

The standard non-isolated read and writes 2-port 8T SRAM bit-cell is shown in

Figure 2.28(a) & (b) shows a 2-port (1R/1W) single-ended 7T bit-cell, with an
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isolated read-port comprising of two transistors Migr, Mg, and a single read bit-line to
directly sense the data from node Q. By separating write port consisting of a single
ended write bitline and write word-line , this design offers a static-noise-margin-free
read operation, since it isolates the read current path (shown in dotted) from the data
storage nodes (Q or QB).

In the reason of separating R/W ports, the isolation of read-ports provides more
than 2 times better read SNM that cannot be achieved in standard 6T bitcell like the

HSNM.

BL1 BL2 ‘BL2 BL1 WBL RBL

RWL RWL
> >

VDD
—4 Simultaneous
0

R/W-disturbed
1~ access TS~

R¢

10 |_'_ N _| T o
T ‘ VSS “7 TE E Isola't(.e;l
: : > LySSM1 VSSM2_read-port >
il WWL

(a) (b)
Fig. 2.28 (a) The standard 2-port 8T SRAM bit-cell with non-isolated read-port [2.28]

(b) An'isolated read-port 7T SRAM bit-cell [2.28]
DCO 8T SRAM Cell Design

In this paper [2.29], the authors try to use two kind core oxide structures for
power reduction and low VCCyn. A new structure 8T cell with dual core oxide
(DCO) in 45LPG triple gate oxide CMOS process is proposed for high performance
low leakage mobile applications. The DCO 8T SRAM operates under dual voltage
supplies with write assist. Compared to traditional single-end 8T cell, DCO 8T SRAM
showed the same performance with only half the standby leakage, and lower VCCpyn.

The DCO 8T cell is designed in 45nm LPG CMOS process which shows in Fig.

2.29. Different WWL operation voltage for power saving. VddM and VddM1 are
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Cell Standby leakage (pA/cell)

normally at 0.9V and 1.1V, respectively. For example, during low voltage operation,

only VddM will be lowered to 0.6V while VddM1 remains unchanged.

WBLB WBL RBL
RWL
WWL
Pins Voltage rails

RBL \VddM

RWL \VddM

Vee VddM
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; e (WWL |VddMt

.. WVss vss ¥ . : :
" NodeA] S .
- : " Thin Core Oxide

Transistors

Thick Core Oxide Transistors

Fig. 2.29 Schematic diagram of the DCO 8T SRAM cell with dual VDD [2.29]
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Fig. 2.30 DCO 8T cell shows 2x lower leakage at the same read current at 0.9V
comparing to SCO 8T cell [2.29]
Fig. 2.31 Comparison of leakage components between DCO 8T cell and SCO 8T
cell at 0.9V (Q = 1) [2.29]
Fig. 2.30 shows read current vs. standby leakage comparison between these two
cells across process corners. DCO SRAM standby leakage at 0.9V is only 3nA, which
is half of the SCO cell at the same 98UA I.a¢ performance. This is mainly due to the

gate leakage and sub-threshold leakage reductions by using LP transistor in 6T write
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port. Silicon data showed the DCO cell read BL leakage (sub threshold leakage) and

read pull-down gate leakage are dominating leakage source, as shown in Fig.2.31.
A new 2-port SRAM it-cell
In this paper [2.30], a new structure dual-port 6T cell is proposed. Fig. 2.32

combine with assist MOS and more one global WL, there are three merits show in the
list compare with convention dual port design.

1. A new 2-port 6T memory bit-cell and its word-oriented array organization is
proposed to eliminate simultaneous read and write access disturbances due to
column select functionality in neighboring bit-cells or words.

2. The poor read-noise margin and conflicting read-write problems are handled
by isolating the read-and write-ports to achieve higher stability margins.

3. The process variation sensitivity analysis shows that the proposed design has
significantly low process variation sensitivity as compared to existing ones,

hence a better parametric yield.
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& “'\'\ [T
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JT Read-currgnt i
L : : :

NA R
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VSS | mus . \

v

WWL /

Shared R/W assist
transistors per word

RWL -,
(a)

Fig. 2.32 (a) Schematic diagram of the proposed 2-port 6T SRAM bit-cell with

(b)

shared read and write assist transistors per word [2.30]
(b) The VTC and SNM obtained from butterfly curve for the standard ST,
7T and proposed 6T SRAM bit-cells [2.30]
Fig. 2.33 shows a 32-bit word-oriented SRAM array organization of the

proposed 2-port 6T bit-cell. Because this 6T cell couldn’t do bit-interleaving, a bank
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is divided into many parts block for do this feature. Each word also has a

sub-wordline driver to activate the local wordlines, and a set of read and write-assist

transistors. In a word-oriented SRAM array organization, all the bit-cells of a word

are kept together, which facilitates the sharing of read and write-assist transistors.

Not only reasons said before, multi-divide word and bitline techniques are

commonly used to reduce the charging and discharging capacitance of wordlines and

bitlines, or in other words to minimize the read/write delay for improving the array

performance.
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Fig. 2.33 A 32-bit word organization of the proposed 2-port 6T SRAM bit-cell to

eliminate simultaneous read/write disturbance problem [2.30]
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Fig 2.34 Simultaneous R/W access issues in word-oriented array [2.30]

Fig. 2.34 shows the schematic diagram of a 2-port 6T SRAM bit-cell memory

module, with word-oriented array organization having four n-bit words (A, B, C and D)

arranged in 2-rows and 2-columns. By this way, the cell array can do simultaneous

read and write accesses influence the states of the neighboring bits or words.
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Zigzag 8T-SRAM

Previously 8T/10T has obvious drawbacks of slower write back or wasteful
layout in implementing schemes, even if they are much better than the 6T cell. A
decoupled single-ended 8T (DS8T) [2.32] suffers slower read first and WB due to its
single-ended sensing. The CP10T [2.33] cell has larger area penalty because it uses a
5-poly pitch layout, and suffers degraded write ability due to its serial access-gates.
Decoupled differential 9T (D9T) and 10T cells improve read speed but require large
area. Poorer area-cost effective cells lead to an increasing oVyy due to limited
resorting to transistor upsizing (Fig. 2.37 & Fig. 2.36).

This paper demonstrates for the first time quantitative performance advantages of
a zigzag 8T-SRAM (Z8T) [2.31]. Fig. 2.35 shows cell over the decoupled
single-ended sensing 8T-SRAM (DS8T) with write-back schemes, which was
previously recognized as the most area-efficient cell under large oVTH/VDD
conditions. Since Z8T uses only 1T for each decoupled read-port, faster 2T
differential sensing (D2S) can be implemented within the same area as the
single-ended DS8T. Thanks to D2S, Z8T cell enables much faster R/W speed at
VDDmin than DS8T. For the same VVDDmin/speed, Z8T save the cell area by 15%.
Compare with conventional DS8T area is 14% smaller and 53% faster read. In this

work, a low VDDmin can down to 250mYV.

RWL :
1) This Work 9T Ref [6]
@ e I_ 6T _I :ZU.E level |Un VDD Floating
6T -| NR x|z L Seledt. JL
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- 78T(Diff. RP RWL sharing | & onemore 1T to
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Fig. 2.35 Schematic of the proposed Z8T SRAM [2.31]
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Fig. 2.36 Schematic of the proposed 10T SRAM [2.33]

Fig. 2.37 Schematic of the proposed 9T SRAM [2.34]
A New Low Leakage 8T-SRAM [2.35]

Figure 2.38 shows the architecture of new 8T SRAM cell. It consists of two extra
transistors MNLL and -MNWL as compared to conventional 6T SRAM cell.
Transistor MNLL is used to reduce gate leakage while transistor MNWL is used to
make cell SNM free in the zero state. There are three characteristics in this cell design.
First is a novel read “’0’” static noise margin free eight transistors SRAM cell is
proposed that reduces gate leakage power in the zero state. Second, this new high VT
8T SRAM cell reduces total leakage by 60% in zero state at highest temperature.
Finally, new cell improves SNM by 2.2 times as compared to conventional 6T SRAM

cell in read operation and standby mode for the case when cell stores logic “1°.

MPL | | o 0
. 2 me2
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\ MN4
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snwe | F—
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WL
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Fig. 2.38 Schematic of 8T SRAM Cell [2.35]

31



2.6 Previous Low Power Register File Design

2.6.1 Register File Bit-cell

The Fig. 2.39 shows a RF bit-cell which can work in sub-threshold region [2.36],
the disadvantage is that the read port limits the cell number on bit-line due to a little
fan-infout. The author replaced the conventional cell with the bottom right cell Fig.
2.40. It provides a solution to reduce the capacitance. However, the speed will
degrade and cause large area in array. In this mux cell design, select one cell of two
will spend an extra time.

A likely design in Fig. 2.41 also uses the same combinational circuit to reduce the
loading on RBL [2.37]. Inthis paper, the Double-DICE storage element, which reduces
charge sharing and collecting between the sensitive nodes of sensitive pairs in a Dual
Interlocked Cell (DICE) storage cell. If a radiation particle strikes a sensitive node
(drain.of a NMOS or a PMOS in off mode), and it loses its charge, the redundant nodes
restore the state of this affected node and prevent an upset in the storage cell logic. The
DICE design provides excellent protection against SEU for sub-micron technologies,
where a single radiation strike results in charge collection at only one node. So the
author combines this cell and reduce fan in technology by two NAND-OR gate to get a
low capacitor design.

In [2.37], he proposed a Dual-DICE design, which interleaves two DICE storage
cells to make them more resistant to upsets caused by charge sharing and creation of
lateral parasitic bipolar transistors in multiple PMOS devices in deep submicron
technologies. The design provides an area savings as compared to the alternative

approach and results in a very small Clock to Q delay overhead.
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Fig. 2.39 Cell number on one bit-line is small [2.36]

Fig. 2.40 Two bit-cells share one bit-line [2.36]
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The IRF design presented several challenges with the large number of multi-ported
registers required to support the four threads in the core [2.38] [2.39]. The design goal
was to satisfy the performance needs with competitive area and power consumption.
Performance-wise, the pipeline requires a read access immediately after a restore

operation to be completed in half a cycle.
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The IRF in this design supplies a maximum of three operands per instruction for the
single active thread. Therefore, the read ports for all four threads are merged into a
compact structure with shared read bitlines (Fig. 2.42) to reduce area and power. The 32
entries are folded into two columns with only 16 read cell pull downs on the bitline for

optimal performance and array aspect ratio [2.40].
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Fig. 2.42 IRF integrated memory cell circuit diagram [2.39]

Multi-port separation

Due to more efficient wiring and contact sharing, a 2R1W register file cell is ~3 to 4x
smaller than a 4R2W cell (Fig. 2.43), which reduces cell dimensions and thus both
wordline and bitline lengths by nearly a factor of two [2.41] [2.42].

Instead, the 2R1IW cell subarray is replicated (with common write operations

occurring on two duplicate copies of the data) so that four read ports are functionally
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achieved while still maintaining low word and bitline capacitances. Even with subarray
duplication, the 3 to 4x smaller cell size achieves a near 2x macro-level area reduction
over a traditional 4R2W design. This area reduction also results in a corresponding
decrease in leakage power. Due to reduced read bitline capacitance and smaller drivers,
read power and read bitline latency can both be improved by ~2x. Write power is not
dramatically affected as reduced write bitline capacitance balances subarray

duplication [2.43].
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Fig. 2.43 Standard 4R2W split to 2 copies of a 2R1W cell [2.41]

2.7 Summary

In the beginning of this chapter | introduce the power consumption model and
device geometric effect. Nowadays, leakage power is domain the whole chip power
consumption and how to reduce power dissipation is a very important issue. Standby
power and leakage current are discussed in the section 2.1, then CMOS device design
and new technology such as FinFET, High-K metal gate are also introduced. After
that the basic operation of conventional 6T SRAM and introduce the basic concept
and measurement of stability and write ability in SRAM bit-cell. By technology
process scaling down, the process variation is already damage the SRAM cell stability

significantly. Global variation and local variation are discussed in section 2.3. Then,
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we introduce some new assist technologies for SRAM design or improve SNM, such
as boosting circuit, keeper design and negative BL ...etc. Finally, new cell or share
WWL structures for low power purpose are discussed. Besides, new register design

bit-cell and concept also listed in the 2.6.




Chapter 3
Low Power 2R2W Multi-Port 8Kb SRAM
Design

3.1 Introduction

In this chapter, a new low power 13T 2 Read 2Write (2R2W) multi-port SRAM bit
cell is proposed. Combine with wide range operation and multi-port and multi-port
goodness, it very suit for portable device or mobile phone. A new sharing WBL
structure and cross Y_Cut & X_Cut can help cell more robustness and improve write
ability and WBL driver power Reduction. Negative VVVSS technology is embedded for
low voltage write success. Using this technology, a shorter write 1 time is approached.

In order to gain higher bandwidth, multi-port design becomes more important in
media application. No like conventional single port, multi-port SRAM design can do
synchronous or asynchronous operation, because it with two independent ports. Parallel
operation is got more bandwidth at same time, but a new conflict issues must be take
care.

At first, | discuss conventional problem in Chap.3.2. In this section conflict problem
will be specific introduced. In Chap3.4, in order to improve write “1”ability, there are
two technology used in this design. Single-end write Is low power reduction but write
ability is drop compare with convention differential write. By use negative VVSS and
cut off feedback loop can improve write strength Chap. 3.5 shows post layout
simulation, performance and power analysis. The TSMC 40nm general purpose 2R2W

multi-port 8K chip is tape out by CIC on Aug. 22.
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3.2 Conventional Dual-Port 8T SRAM

3.2.1 Two Kinds of Access Mode in DP-SRAM

Fig. 3.1 shows conventional dual-port SRAM bit-cell, it has two port can read /
write at the same time. Compare with conventional single port design, dual port
structure give designer more control flexible. Dual-port SRAM provides high
bandwidth and asynchronous CLK timing control property. Conflict problem is a very
important in dual-port, there are many technologies to improve the Vmin of

DP-SRAM against a disturb condition [3.1] [3.2].

Conventional 8T Dual-Port
WLB ® ®
[ . ]
@ 9
WLA I I
m Y 7
é @ o <
m m
Fig. 3.1 Conventional 8T dual-port SRAM cell
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Q. f ! “l o
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Write Read

Fig. 3.2 Different-row access mode [3.2]
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Fig. 3.3 Access in the same row [3.2]

3.2.2 Write and Read Disturb Issue in 8T DP-SRAM

There are two access modes-in two port operation, first is different row which will
no disturbed problem [3.3]. Second is two ports access in the same row
simultaneously (Fig. 3.2 & Fig. 3.3). The case 1 (Fig. 3.4): If write for the left cell in
the same row, and read for the right cell. Dummy read is happened for the left side,
which is referred to as “write disturbed” The dummy read operation prevents the

internal “1”” node from begin flipped by BLA, so the write-ability for the left memory.

©

WLB,, (read)

BLB
Emn
/BLB

M MB

G"I ”

66099

BLA
/BLA

WLA, (dummy read)
Fig. 3.4 Write operation disturbed by dummy read in the same row [3.3]
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The case 2 (Fig. 3.5): If read for the left cell on the same row, and another read port
is pointed to the right cell. Dummy read operation occurs for the left cell. The internal
“0” node is ramped up though BLA, causing a reduction of the cell current.
Consequently reduction in the cell in the cell current leads to a read failure due to lack

of BL swing (read disturb).

WLB,, (dummy read)

g =
@ @

5 “q
m

/BLA

WLA,, (write)

i\

Fig. 3.5 Read operation disturbed by dummy read in the same row [3.3]
Timing control with CLK skew disturbed on dual-port also discussed in [3.4]. Timing
variation is relative wire line in whole chip, if positive skew or negative skew is

happened, write / read disturbed maybe caused function failed.

3.2.3 Read/Write Conflict of Dual-port

Fig. 3.6 shows new technologies that can solve the conflict problem by using
timing sharing technology [3.5] [3.6]. Normally, Read and write operation is
forbidden at the same time. In conventional design, if read/write is point to the same

bit, large conflict power consumption and it needs more wide WL pulse have to finish

the operation.
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Fig. 3.6 2P-SRAM for image processing unit [3.6]
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Fig. 3.7 Delay conflict waveform scheme [3.6]

In this timing sharing design, if read/write happened at the same time, one of two WL
pulse will delay turn on and reduce conflict problem. Consequently, power and time
delay smaller than conventional design. Not only power consumption, but also cell
stability improved by short disturbed time. Fig. 3.7 shows operation waveform
compare with conventional and this work [3.6].
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3.3 A New 2R2W Bit-cell

3.3.1 Bit-cell Schematic and Layout View

A new cell with share WBL structure and half select disturb free characteristic is
proposed. Fig. 3.8 shows a new 2R2W multi-port bit-cell, the NMOS with green color
is share with neighbor column. For area reduction, this cell is used single-end write and
conventional 8T read buffer. Not only low area consumption, but also power is lower
than conventional dual port SRAM. In write mode, Xsel and Ysel is cross couple, this
structure is suit for bit-interleaving structure. Using this design, we will not need others
technology such as read and write back in bit-interleaving architecture. This cell has 13
control lines, 5 is row basecontrol and the others are column base.

The bit cell all takes regular Vt N/PMOS in this design. In order to improve
read/write current, short channel effect is used. Not use the minima size 40nm, larger
channel length can gain mare lon current. So MN1, MN3, MN2, MN4, MN5, MN5,
MN7, MN8 all use 70nm to replace minima channel length. For cell robust issues, the

cross couple is not used minima length either.

W
BL A Ysel_A Ysel_B
WBL B YCut NEG RBL A RBL_B
RWL A
RWL_B
140/50 o| 140/9)
= MpA VIV
Xsel A | 2010 g 1240
N I 12070
<Share WBL> e 120550 6 N
N 320/50 -| 50/5 L |
= 120770
Xsel_B {120/70 - | A |
——1 12070 — s
MN2 -
XCut

Fig. 3.8 2R2W multi-port SRAM bit-cell
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The 2R2W SRAM bit-cell layout is take M1~M3. M1 & M3 is row base and M2 is
column based. Metal layer and bit-cell schematic are showed in Fig. 3.9, Fig.3.10 and
metal layer width is 90nm each one. In TSMC 40G technology process, dummy ploy is
needed between poly and poly. In this reason, the cell layout must be larger than regular
65nm or others technology process. For area reduction, dummy poly in this design is
share neighbor. Fig. 3.11 shows 2R2W multi-port SRAM layout view, the area size is

3.095um X 0.9um = 2.785um?

WBL B RBL Ysel A Y_Cut VCC
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Metal 1
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Fig. 3.10 2R2W multi-port SRAM bit-cell layout schematic
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] .
** Share WBL Structure ** Left Cell | Right Cell

Fig. 3.11 Two 2R2W multi-port SRAM bit-cell layout view

The cell layout adaptive thin cell layout and left/right share the same WBL. Thin cell

layout is popular in these years.and has minima area consumption.

3.3.2 Share WBL Structure

For low power design, a new share WBL structure is proposed. Single write
operation can see in Fig. 3.12, data from share WBL pass through two NMOS and write
into Q. In'write mode, X & Y are cut off for write ability improve. Fig. 3.13 shows two
ports are access in the same row at the same time. Because in each side has one NMOS

can isolated another WBL signal, there is no disturbed problem.
“Driven”

“1!!
ﬂOl! I'_
|'< I I-< |m
< o
2 g g
“qn g w —
1 > >
C i
) X -|120/70
& &
- S [
h [ I
|. |. T |
m 120/70
- -y
- — X_CUT
RWL_A
RWL_B

Fig. 3.12 One port writes with no disturb issues
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Fig. 3.13 Two write the same row with no disturb issues

3.3.3 Bit-interleaving (8 to 1)

SRAM array is more un-robust when technology process scaling down. Short
channel effect modulation and soft error is easier can see everywhere in nowadays. Soft
errors are caused by radiation of energetic particles, thermal neutrons, random noise, or
signal integrity. A soft error is a signal or data which is wrong, but is not assumed to
imply such a mistake or breakage. Since contiguous bit-cells could be corrupted at one
radiation injection, the interleaving scheme takes a benefit that the effect of soft error
will associated with different logical words.

A common 8-1 bit-interleaved SRAM array is illustrated in Fig. 3.14. In each row,
bit-cells of words A, B, C, D...and H are interleaved and share one word-line. During a
read/write operation, the column-multiplexers select the bit-lines of accessed columns

among words A, B, C, D...and H.
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( MUX 8 To 1 MUX 8 To 1 )
Data 0 DataY

Fig. 3.14 8 to 1 Bit-interleaved SRAM array

3.4 Write Assist Technology

3.4.1 Negative VVSS

Write “1” is worst case in this single-end write bit-cell. Two stack NMOS poor the
write “1” ability, voltage is drop form full VDD to VDD —Vin. By this reason, if no any
assist circuit to help write “1”” operation, write function will failed in 0.7V.

Negative VVSS circuit can solve this problem, and use this technology the cell
supply voltage can down to 0.5V. It is important for Sizing capacitance and set a suitable
negative level when write “1” operation. It will flip the data in half select on the same
column when negative level is over triple point. Fig. 3.15 shows 8 to 1 bit-interleaving

scheme with negative VVSS circuit output.

—WEN_A—

——WEN_B=— Negative VVSS Circuit

Y _A_Sel (0:2) 8 t0 1 MUX \
—Y B_Sel (0:2) | | | | | |

Fig. 3.15 Bit-interleaving select and Negative VVSS control
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Fig. 3.16 shows negative VVSS control circuit, which use two PMOS capacitance to

generative a negative level pulse. This circuit works only when write data “1” into

bit-cell, others case VVSS is connect to ground. Fig. 3.17 shows negative level

generative in different voltage and different corner.
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Fig. 3.16 Negative VVVSS control circuit

NEG Level (TT 25C)| T
—=— MAX
—o— AVG

NEG Level (mV)

0.5

06 07 08 09 10 11 12 13 14

Supply Voltage (V)

-100

-120

-140

-160

-180

-200

T L T T T T T T T
Different Corner (0.6V/25C)
N —&— MAX N
—— AVG

TT SS FF FS SF

Corner

Fig. 3.17 Negative level (a) Different supply voltage (b) Different corner
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3.4.2 Inverter Feedback Loop Cut-off

Not only use negative write assist technology, cut off feedback path NMOS also used
in this 2R2W multi-port SRAM design. N/P MOS will cut off when write operation,
they are separate control by Y_Cut and X_Cut signal. Fig. 3.18 shows the equivalent
circuit when data write form share WBL to Qc. Conventional PMOS cut off is not suit
for bit-interleaving structure, because it will floating the neighbor cell node when write
operation (Figure 3.19). In. my design, another NMQOS control by column base specific
cut off which one is ready to write. By this method, a more robust structure and no

floating issues Is achieved.

WBL
[
I I_Xsel
I Ysel
I
| 'I—I' Q Qb Qc
A I B >O—_|
L - I
Write Path Cload1 Cload2
Fig. 3.18 Data write cut off scheme
WBL_A WBL_B
[ write Cell | < |< <1< | Half select Cell |
I> |m |m |>
- XSel_A 1120/70 ©
IQ P 4 140/5 P 4 140/50 Ig
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> v >

J L ]
e o by

H |k T m-ll:,w - 4% -

r

Fig. 3.19 Conventional PMOS cut off structure
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3.5 2R2W Dual-port 8Kb SRAM Design

3.5.1 2R2W Multi-port SRAM Schematic

Fig. 3.20 shows 2R2W 8Kb multi-ports SRAM design schematic. There are two
banks in this chip and each one size is 4Kb 64 bits x 64 bits. Write 10 is place on the top
of bank, and Read 10O is place on the bottom of bank. Each bank has itself replica circuit

and control RWL/WW.L pulse width. The specific spec is showed on table 3.1, for low

i
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 Write Conflict. A

Enable Buffer Fig. 3.20 Schematic of 8Kb 2R2W SRAM Chip



power consumption the chip is operation at 0.6V VDD. Power and performance

analysis will show in the next section.

2R2W Multi-port SRAM  TSMC 40nm General Purpose
Memory Size 8Kbit (4K*2)
Data-width 16 bit
Read Address (each port) 8 bit
Write Address (each port) 8 bit
Bit-Interleaving 8 bit
Read / Write Port 2Read / 2Write
Metal layer M1~M5 (1P9M)
\oltage range 0.5V~1.2Vv
Cell size (Bank) 3.095um x 0.9um
Accesstime @ 0.6V TT 25 5.93 ns
Cycle time @0.6V TT 25 6.1 ns (160 MHz)
Read power 0.0692uW/t (per bit-cell)
Write power 0.115uW/t (per bit-cell)

Table 3.1 Summary of the 8kb 2R2W multi-port spec

3.5.2 Data Transmission Path

In order to eliminate the conflict problem in conventional multi-port
operation, a new conflict detect circuit is included in this design. Read
operation is non-broken the store data in the cell and write will flip the data.
| set read priority always higher than write, if read and write address are the
same. Only read operation is turned on, and write operation is in stall.
According to this conflict detect design, WEN signal need a more conflict
detect time. After detecting is finish, intra-WEN signal is output to the
replica and trigger the next stage. Fig 3.21 shows data transmission path in

this 2R2W multi-port chip.
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Fig. 3.21 Data transmission path in 2R2W SRAM chip

3.5.3 New Technology Adaptive in 2R2W SRAM Design

Fig. 3.22 shows whole chip layout view of the proposed 2R2W multi-port 8K SRAM.
The proposed 2R2W multi-port SRAM is fabricated using TSMC 40nm general
purpose process. The area of bit-cell is 3.095um x 1.8um = 5.571um? and the Whole
chip size is 621.55um x 152.67um = 94.892 mm?. Below is all of improved technology

of this design (Table 3.2).
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621.55um

v

Fig. 3.22 2R2W 8kb SRAM array layout view

NO. Technology.

Wide range operation 0.4~1.2V
Share WBL structure
Power gating sensing circuit
Negative V'\/SS for write assist
Transmission gate cut off write assist

Y_Cut NMOS for floating issue free

nEN SRR 5 ESE A M

Bit-interleaving structure

Table 3.2 Characteristic of 2R2W 8kb SRAM

3.5.4 Test Pattern and Simulation Waveform

In order to test all function and worst case in this design, Fig.3.23 is my test function.
There are 7 CLK cycle and every cycle test on different pattern. Such as 1W, 1R,
IWIR ...etc., and the next cycle is test conflict detect circuit. Write data pattern is first
nearest and next is furthest bit-cell, and try to find the critical path in this chip. Fig. 3.24
is post layout simulation write waveform and Fig. 3.25 shows read waveform by post

simulation.
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Fig. 3.24 Write test function for 2R2W multi-port SRAM chip

53



CENB 900, Onv

nnnnnnn

nnnnnnn

nnnnnnn

nnnnnnn

nnnnnnn

nnnnnnn

3.6 Post-layout Simulation

3.6.1 Performance

7 I I I I I I " I Y I
Read O (TT)
6 —a— -25C
—e— 25C
5 —a— 125C
g 4
£
= 3
2
1

Fig. 3.25 Read test function for 2R2W multiport SRAM chip

05 06 07 08 09 1.0 1.1 12 13 14
Supply Voltage (V)

Fig. 3.26 Read “0” speed with different voltage

Fig. 3.26 shows read “0” performance in this chip, read time is domain the cycle time
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in this 2R2W multi-port SRAM. Read buffer is like conventional 8T SRAM read buffer,
two stack NMOS reduce the read current. Not like write in this design have two assist
which is discussed before, read NMOS only uses short channel effect to gain more lon

current. Fig 3.27, 3.28 show write “0” and write “1” performance in different supply

VOItage- — T r 1 1 1 T ™ 1 T ™1
25 | i
Write O (TT)
—=— -25C
20 F —eo— 25C .
—a— 125C
» 15} -
<
(¢}
£
= 1.0 -
05| N
00 PR T TR T | 1 SIS |, | §
05 06 07 0.8 09 1.0 11 12 13 1.4
Supply Voltage (V)
Fig. 3.27 Write “0” speed with different voltage
1.8 VT A TR T T e T |
]
N Write 1 (TT)|
14 —=—-25C |9
I —e— 25C |
1.2 + —a— 125C |
g 1.0 | -
P I
£ 08¢} -
~ I
0.6 | i
0.4 | -
0.2 | i
1 1 1 1 1 1 1 1

05 06 07 08 09 10 11 12 13 14

Supply Voltage (V)
Fig. 3.28 Write “1” speed with different voltage
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Time (ns)

Fig. 3.29 (a) shows write address conflicts detect circuit delay, delay time raise
significant in low voltage supply. Right figure 3.29 (b) is read time compare with worst
write time (write operation time and wen conflict delay time). Time different between
read “0” and write worst case is near double timing. So when moderation the W/R

performance, it must be very take care of read “0” operation.

12 | LA L ENLE N L BN L B N I L L B B R B |
: 6t i
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Fig. 3.29 (a) Write conflict detect delay

Fig. 3.30 (b) Read “0” performance compare with write worst case

Fig. 3.31 shows different corner verse Read/Write performance for supply voltage =
0.6V. FF speed is the faster one, and SS is the slowest on this case. SS change clear in
different corner and SF and FS performance is near equivalent between SS &FF. Fig.
3.32 shows temperature effect on read/write operation, post simulation shows that

temperature effect for 0.6V is smaller than corner effect.
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Fig. 3.32 Write “1” speed with different voltage
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3.6.2 Power Consumption

Fig. 3.34 shows A/B port write operation and read operation power dissipation. Not
like conventional, share WBL structure make the write driver reduce to 1/2. Not only
share WBL structure, but also single-end bit-cell structure. A new bit-cell structure can
supply bit-interleaving, no half select issues when W/R on the same row. A shorter
access time reduces active power consumption and this design with faster operation

frequency. Power reduction compare with conventional 8T cell operation reduce more

than 30% in active mode (Fig3.33).
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Fig. 3.33 Active power consumption
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Fig. 3.34 Power consumption with different voltage
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In order to find out the Min. energy point, P x T is showed in Fig.3.35. Although this

cell can lower voltage down to 0.5V, energy is not the lowest one. Timing delay is

raised significantly in low supply voltage, it make energy product more than 0.7 V.

Read power is more than write because too longer delay make power delay product

bigger. Operating in 0.7V voltage scale is the best choose for low power dissipation.

3.00E-013 —

2.80E-013
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2.00E-013

1.80E-013

Energy (TT)
—a— Power_Write
—e— Power Read

05 06 07 08 09 10 11 12 13 14

Supply Voltage (V)

Fig. 3.35 Power delay product with different voltage

Next page is the tape out chip view, and pin name. Pin number in this test chip is 68

pins and total area is 890um x 1090um. This chip is tape out by CIC and use TSMC

40nm general purpose design. Pins are stacked for reducing area consumption, in this

way pin and pin each other is very tightly.
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Fig. 3.36 2R2W multi-port SRAM pin name
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Fig. 3.37 2R2W multi-port 8K SRAM test chip
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3.7 Summary

An 8K 2R2W 13T SRAM array design is presented in this chapter. The new cell
structure can supply bit-interleaving structure, and no disturb issues compare with
convention dual-port SRAM cell. Wide range operation from 1.2Vdd to 0.4V is more
flexible by user. There are many low power designs for low power reduction, such like
share WBL, CLK gating, and power gating are used in this design. The new share WBL
structure can reduce active power about 60% compare with conventional.

The chip is already tape out on Sep. 1 by CIC. This cell can operate under wide
operate under wide operating voltage (VDD=1.4V~0.5V) that can cover all process and
temperature variation. By post-layout simulation result, this 8K 2R2W multi-port
SRAM can operate at 475 MHz at VDD=0.9V, TT corner.and 25C and it also can
operate at 150 MHz at VDD=0.6V, TT corner and 25C. The power consumption of read
operation and write operation in VDD=0.9V, TT corner and 25C are 0.115(uW/t)

bit-cell and 0.0692 (uW/t) bit-cell. The VDDmin is 0.5V in TT corner and 25C.
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Chapter 4
Low-Power Register File Designs and New
Bit-Cell Structure

4.1 Introduction

Lower VDDyn operation can achieve orders of magnitude low power consumption
compare to convention super-threshold operation. In these year, near threshold is a new
region for energy reduction than sub threshold region. Although operation in
sub-threshold can reduce many orders than super-threshold, long operation time is
needed. By this reason, it-average total energy consumption in sub threshold region.

Nowadays, such as medical devices, portable devices, sensor networks and wireless
body area network (WBAN) where performance is not constrained. Register file play a
very important role in many process or SoC application. Not like the SRAM, register
file need high bandwidth, high operation, and very robustness. In order to gain more
bandwidth, multi-port structure is added. Increase port number can enlarge more
bandwidth but area and power are overhead increasing at the same time. These kinds
design can easily find in Intel or AMD CPU core [4.1] [4.2]. Not only power dissipation,
more port operation in the same time degraded the cell SNM margin and longer access
time. In this chapter, a low power multibank architecture for simultaneous access with
collision detecting technology is proposed. Timing sharing for double data Read/Write
can reduce CLK rate, and do a twice operation in one cycle. Multi thread is suit for
register file switch when access is stall, by pipe line structure can gain more access
efficiency. Combine with this new low power and high speed technology, a new near
threshold supply voltage base register file is proposed. This register file can be applied

to superscalar architecture or VLIW (Very Long Instruction Word) DSP.
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The rest of this paper is organized as follow. An overview of recent low power
register file cell is shown in section 4.2. Section 4.3 describes the register file
architecture of bank based. Section 4.4 presents timing sharing technology to reduce
port number, area and power consumption. Section 4.5 shows multi-thread switch

structure and use in pipe line base. Finally, summary are given in section 4.6.

4.2 Previous of Low Power Register-File Design

4.2.1 Power Reduction [4.3][4.4]

Power gating has been widely used to reduce sub threshold leakage. However, the
efficiency of power gating degrades very fast with technology scaling, and we can see
the data plot in Fig.4.1. This-is-due to the gate leakage of circuits specific to power
gating, such as storage elements and output interface circuits with a data-retention
capability. A new scheme called supply switching with ground collapse is proposed to

control both gate and subthreshold leakage in nanometer-scale CMOS circuits.
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Fig. 4.1 Efficiency of power gating circuits
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Fig. 4.2 Supply switching with ground collapse

Using SSGC, the component of gate leakage in storage elements is reduced by
dropping the supply voltage, while power gating largely eliminates sub threshold
leakage in the combinational circuits. Fig. 4.2 shows the SSGC concept. When the
circuit is in active mode, the normal supply voltage is applied through supply control
switches and the footer is turned on. When the PMU detects1 that the cireuit is in
standby state, it steers the supply control switches so that the standby supply voltage is
applied to the circuit. At the same time, the footer is turned off and sub threshold

leakage from the combinational logic is eliminated.

4.2.2 Banked Register File Architecture

Multi-banked structure is proposed in these years, with a low wiring coupling effect,
area reduction and low power goodness. The drawbacks of using multi-port structure
such like complex circuit, larger bit-cell and heat problem (high speed operation). By
using bank structure in advanced process technology, a high speed and low power
register is come to true. Besides lowering supply voltage for power issue is more
available in multi-banked register file architecture compare to conventional register file
structure. Not like conventional a multi-port with large bank, a small bank structure can

reduce the BL loading significantly especially in low power operation mode.
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Conflict issues should be considerate tightly in convention multi-port register file

design. For data robust, bank-based structure has to do a priority port decision for port
conflict problem. It prohibits that two ports write data in the same cell or write/Read in
at the same moment. If this phenomenon happened, the cell node will in unknown statue.
If no take a conflict circuit design to solve it, the register file function will not correct.

In [4.5], a small 1RIW SRAM cell with multi-bank structure is proposed. With
8-read, 8-write port, 64-Kbit, 32-bit word-length. SRAM design with multi-bank
architecture is reported. Using a 2-stage-pileline, a multi-stage-sensing scheme and a

2-port SRAM cell, high speed and high stability access is achieved simultaneously.

Bank Column Decoders - - 1-to-8 Write-Port Converter
& Write Units (8 Write Ports -
rite Units ( rite Ports) B Write Bufter
2 Port | [2-Port 2 Port & Bitline Selector (1-Port)
% Bank || Bank | * ® Bank %

m @ © o
gg 2-Port L ] LY ‘§ E E A . E —
24 || Bank . '\ 3% 58| 1-Read 1-Write Port |28
5 -2 2
EE . * Ngs (=¥ SRAM Cells 8
| £ 3 s
8 |[2-Port e 2-Port | |8 =

Bank Bank
N Read Sense Amp.
Bank Column Decoders N\ & Bitline Selector (1-Port)
& Read Units (8 Read Ports)
N 1-to-8 Read-Port Converter

2nd Hierarchy Level 1st Hierarchy Level

Fig. 4.3 16-port SRAM architecture with 2-port banks and distributed crossbar

In this paper bank-based multi-port architecture called hierarchical multi-port
memory architecture, HMA [4.6], has been developed, to drastically reduce the area
consumption by using 2-port banks and a distributed crossbar switch for
large-port-number capability. At the same time, memory-access time and power
dissipation are also reduced substantially. Access-conflicts, which may happen when a

bank-based architecture is adopted, are avoidable by an access scheduling which takes
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account of the bank structure.

Fig. 4.3 shows a block diagram of the applied 16 port HMA-memory architecture
with distributed crossbar. The bank modules of the 1st hierarchy level consist of a
2-port SRAM core into which the 1-to-8 read-port and 1-to-8 write port converters of
the distributed crossbar are integrated.

Not like the conventional large sensing, although it can do very robust, area is
many large. The read access path.of the 2-port SRAM core is shown in Fig. 4.4. We
use a 2-stage sensing scheme for reading data from 2-port SRAM cells within an
accessed bank. Local bit-lines are connected to only 8 cells (1st stage) and 4 local
clusters are connected to the global bit-lines (2nd stage).

Fig. 4.5 shows the schematic diagram of a part of the bank-internal 1-to-8
read-port converter, which adopts dynamic CMOS technology with DOMINO logic,

and the repeater structure for bank columns and rows until the output latches.
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Fig. 4.4 Read-data path of the 2-port SRAM within each bank
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Fig. 4.5 The bank-internal 1-to-8 read-port converter,

4.2.3 Tri-state Register File Design

In this paper [4.7], the author proposed a novel integrated circuit and architectural
level technique to reduce power consumption of register files in high performance
microprocessors. Add a new state between “ON” or “OFF”, which is named “Drowsy
state” (Fig. 4.6). In order to achieve low leakage data-retention, if RF cell is not in
work state, the gated ground technology is used. Simulation results on 32-nm process
show 12.7-14.1% power reduction for ROB (Reorder Buffer)-based microprocessors
and 12.4-17.9% power reduction for checkpoint-based microprocessors, respectively,

with less than 5% impact on excess time.

P d P
F%m D T
Vdd Vdd Vdd Vdd
l_ |_ ;. o .é l_ l_
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Virtual grouhd
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Fig. 4.6 Schematic design of novel register files
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4.3 Multi-thread Register File Design

Current processors have reached their maximum operating frequency, and
performance improvements must be sought in better organization of the computation.
One area for improvements is the tolerance of latency of data caused e.g. by a memory
or 1/0 access, which is usually handled by context switching and executing
computation threads that have data available in processors that support multithreading.
A new method for improvement SPARC v8 processor performance and the impact of
the architectural by thread control is show in [4.8]. Other quantifying thread
vulnerability. for multicore architecture is discussed in [4.9], a special thread
vulnerability factor metric is proposed for solving transient errors form a software
perspective.

To implement a power-efficient Chip Multi-Threading architecture this maximizes
overall throughput performance for commercial workloads. The target performance is
achieved by exploiting high bandwidth rather than high frequency, thereby reducing
hardware complexity and power. Combine high Thread-Level Parallelism with
multiple and independent processes running concurrently. In paper [4.10] [4.11], the
author introduces a new processor in SPARC which has 64 cores and 32 Thread.

In this process structural, each core executable instructions from up to four threads
are selected each cycle on a round-robin basis. Fine-grain multithreading is
implemented to eliminate thread-switch overhead. When any thread is stalled, the
other threads issue instructions in its turn. This effectively hides the pipeline latency
for the stalled thread, better utilizing available resources, and increasing overall
throughput performance at a relatively modest cost. Adding the logic and registers
needed to maintain the state of the four threads increased core area by only about 20%.

Fig. 4.7 illustrates how multithreading effectively and efficiently hides latency in a
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typical benchmark workload, based on measured results for 32-thread.
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Fig. 4.7 CMT pipeline efficiency with 32 threads

4.3.1 Multi-thread Application Design

Multithreading application can see in [4.12]. In this paper showed that the
designing the support for multithreading in pipe line structure. There are some basic
operation units for multi-threading CPU can work successful. Thread management
control thread switch, and reduce the core in status. This structure is no additional

overhead related to embedded memory blocks because previous-unused storage is

allocated to distinct register file for multi threads.

In Fig. 4.8, a picture pointed out the data pass through step by step. After program
counters are instantiated,

or inactive state of each thread. Finally, the basic five-stage pipeline includes the

a thread status register is also included to indicate the active

necessary logic for data forwarding and introduction of load-use stalls.

a) Multi program counters

b) Thread identifier
¢) Thread status register
d) Multiple register file

e) Register identifier
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) Write to the processor register file

g) Instruction for thread management
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Fig. 4.8 Representation of pipeline and enhancements for multithreading

4.3.2 The Parity Protected Multi-thread Register File

In_this paper [4.13] an integer and floating-point register files of the 90-nm
generation Itanium Microprocessor are described. A pulsed, shared word line
technique enables a 22 ported integer array with only 12 word lines per register.

The register file implements temporal multi-threading by multiplexing the read
and write ports to two storage nodes enabling registers to write both foreground and
background threads to the same register at the same time. Thread switching completes
in one cycle.

Because with two thread for switching in RF cell, there is one more thread
address in decoder. Two additional signals, thread and threadbar, are routed in the
third layer completing the list of control signals. Two different decode techniques are
used. In the IRF, with fewer timing and area constraints than the FRF decode, two

pulsed-evaluated decoders are connected in domino fashion. Fig. 4.9
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Fig. 4.9 FRF double-pumped pulse clock generator circuit diagram

Read/Write Operation

In this RF cell read & write are also adaptive single-end BL. The memory cell of
the IRF incorporates 12 read ports and 10 write ports. Single ended read performance
is maintained with a two-level bit line structure saving wires and reducing delay. Both
the write of a “0” and “1” are accomplished through an nFET pass gate. SPICE
simulations of both writes are demonstrated in Fig. 4.10. Writing a “1” requires
special attention as the write data from the bit line suffers a threshold voltage drop
across the nFET. A zero value on the storage node b0 is floated during writes by
tri-stating the feedback with the signal write 1 which is asserted low during a write.
The trip point of the back inverter is also skewed to allow node nb0 to flip low faster

as rises.

WRITEH To read port

writel d
thread _wa writel

el ;:‘
T:lb_ ﬂ | S 1 B wordline
nbo i _|q 7 [l | %hrei:: Eifbil-ine E
|7

[WRITEH |[ write |
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1000.0 11000 1200,0 1300.0 500.0 600.0 700.0 800,90

Fig. 4.10 SPICE simulations of both writes “0” and “1”
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4.3.3 Thread Switching

To support dual-threaded execution, each register bit-cell incorporates two
identical storage cells see Fig. 4.11. Four transmission gates determine the thread
selection, where each storage cell is exclusively accessible by either thread. This
switching of the 1/O to the storage cells removes the third storage node needed using
copy-in-place schemes and replaces the complex self-timed signaling to the storage
nodes required in such schemes to switch threads with a simple thread id signal
(thread) and its inversion (thread bar). Switching threads in this way can induce
charge-sharing noise between the storage cells b0/b1 and the internal bit lines ida/idb,
which have considerable capacitance load due to the large number of ports. idb, which

have considerable capacitance load due to the large number of ports.

10 access ports
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Fig. 4.11 Schematic of two threads switch cell
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Others thread switch technology proposed by IBM Power 7 microprocessor [4.14]
[4.15] design. In Fig. 4.13 shows the double-bit 6R 4W VRF cell with the associated
timing diagram. One addressable location holds two sub-cells. Subcell“0” and
subcell“1” store thread 0/1 data and thread 2/3 data, respectively. The six read ports
are divided into two groups of three operands, with each set belonging to one thread.
The thread select signal that selects sub-cell 0 or 1 is done inside the cell via the
two-way built-in multiplexer. The multiplexing inside the cell is done via two OR-—
AND-INVERT operations. Read ports 0-2 are selected via the first OAI22, and read
ports 3-5 via the second one. A duplication of the register files, to support up to four
threads, is avoided with this configuration of double-bit cell and cell internal MUX.
OR-AND-INVERT in this circuit design can reduce transistors number by Bollinger
function. After simplification the logic, transistors counts can down to eight.

The picture is show in the Fig.4.12 and one sub-cell with three read port for parallel

data read out operation.
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Fig. 4.12 The vector register file cell unit
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Fig. 4.13 VRF cell capable of holding 2 bits and inter-bit thread decoder

4.4 Timing Sharing Technology

4.4.1 Pervious Work

In this section, | will introduce many methods for reduce power consumption by
timing control. Normally register file operation in high speed frequency, and CLK
transition very faster bring huge power consumption. Not only power dissipation, a
robust high frequency is not easy to implement. In these years, a double pump or many
kinds of timing sharing technology are proposed. By low operation frequency, and can
do a twice read/write can be approach. For example, the work (Fig. 4.14) is used by

DDR first, and used in register for timing control by Kuo’s work [4.16]. In the proposed
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W _rep_EN

timing sharing access scheme, local Read and Write ports can be accessed twice in a
clock. In other words, a clock is divided into two time slots, and an access operation can
be finished in one slot. The waveform is showed in fig.4.13, after one replica pulse

finished, a short delay another replica pulse is turn on in the same CLK period.

WBL :
1_1? WBL CLK _/ \ /
4} — W _rep_EN \
chlicawordlit —| Replica =
Cell _E@-Tsz TS1
: CLK ' N\
T 1 — reset Tsz I I | I
B TS3
R S
1 T‘g{ H reset Wordline and Wordline and
D write driver write driver
<< tgrneq on turned on
CLK 4t first time second time
(@) (b)

Fig. 4.14 (a) Write replica circuit (b) Signal waveforms of this circuit

After Kuo’s work, IBM also proposed a new double pump technology for lower
power and reduced R/W port number [4.17]. In order to generate a two pulse, IBM used
a CLK chopper to generate two different CLK delay, and separate control the W/R
replica pulse operation. But in this work not like the Kuo’s work (WL pulse is step by
step trigger); timing control between two slots must be very carefully. If two pulses
overlay together, W/R error will happen. These problems also refer in this paper, and
give a robust timing delay. Fig. 4.15 is the structure double pump proposed by IBM

register file.
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Fig. 4.15 Circuit cross-section of double-pumped write path

4.4.2 Conflict Issues

In conventional register file design, the bit cell operation is like dual port SRAM
cell. Like the normal dual port SRAM, when multi-port operation at same time will
produce write/ read conflict in half select bit cell. This effect make the register file
must have to add another conflict circuit for W/R free. Some technology showed in
[18] [19], by use read after write or write first then read go on ...... etc. Complex
circuit detect for this problem will not appear, and give the register file very
robustness. In order to solve this problem, a new cell unit or more safe detect circuit is
proposed. Because this already discussed in the chapter 3, in this section will no

discussed again.

4.5 This Work

4.5.1 Bank Structure

Applying for mobile or wireless product, low power register file is
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needed in these years. So | try to do a low power register and supply
multi-thread instruction is proposed. This design not only can do wide
range operation but also add data switch technology. In this low power
register file design, | make a two bank structure. Use two banks to double
the R/W ports form 2R2W extent to 4R4W. The Fig.4.16 is show this
design architecture and port number. Each bank with 1K bit, and if four
ports no conflicts that can operate in the same time. By adapting
multi-bank structure, the cell ports count can reduce to 1/2. Area and
power consumption can drop down significantly and only loss a little bank
conflict detect time..In-this.chip, a two stage conflict detect include. 1*
level is input pins to inter port priority detect, and 2" level is bank address

conflict detect.

Bank 0
16X64 bit

W/R Port 0,1

Decoder
& Control

Address

Bank 1
16X64 bit

W/R Port 2,3

Instruction Issue Stage
Decoder
& Control

Address

Fig. 4.16 4R4W Multi-Bank structure

77




> 1% Level

Detect WEN/REN signal between the negative and rising edge. There are two bits
for enable port address, one is select which bank will select, another one is decision
turn on “A” port or “B” port. After finish detected, a true signal can store in DFF and
wait for the CLK rising edge to trigger it. The priority is set that (Port0 > Port1> Port2
> Port3). If conflict happen, the high priority port will still turn on. The Fig. 4.17
shows this step operation, and data transmit path.

Contrarily, if two port address point to the same intra-port, the second priority will
turn off and give out a conflict signal. By this design, conflict W/R can never happen
in register file work. The specific. waveform is presented in Fig.4.18. PO_WEN is
represent input port WEN signal, and O _PO_WEN signal is stand for true trigger
WEN signal after detecting. Because there are two slot in one cycle (double pump
technology), I call slot is “S0” and second slot is “S1”. SO &S1 are all needed for

conflict detect, so the circuit is doubled.

| X )

Ve VU,
“S0" Conflict Detector.

Port 0
Port 1
Port 2
Port 3

\ 15t Port Conflict Decoder Port address 1b|t.

Port0 | | Port 3
* Port 1 Port 2 *
BANK 0 BANK 1

Fig. 4.17 1* Data In/Out conflict detector
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Fig. 4.18 1st Conflict WEN/REN detect waveform
> 2" Level

In this part, address conflict is detected. A new data slot conflict switch (DSCS)
technology is proposed. Combine with double data rate and one/two operation in one
cycle. If data is need high speed, double W/R operation is selected; contrariwise, one
operation in one cycle mode can safe more power consumption. High speed and low
power mode can switch by user easily.

In this stage, an intra-bank address detected which start by CLK trigger and W/R
conflict detect circuit start working in this design. Normally, Read is non-disturbed data
and write will change date forever. | set Read priority is always higher than write. Every
time CLK rising edge trigger wen signal is go on test mode and REN signal is like
conventional data path no need detect. Fig. 4.19 is show the conflict circuit in 2™
conflict detect and DSCS control logic for solve conflict problem. By data switch
technology, it can solve many time for waiting data write redo and give the register file

more conflict free.
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Fig.4.20 is a finite state machine in this DSCS circuit. When CLK rising edge signal
come, a reset pulse is generated for reset the “WChange” single to 0. The reset pulse is
output by inverter delay and AND logic. 1% is set to detect the SO conflict state, it has to
compare to A and B port read address (state “S0”). If one of two addresses is not same
each other, a conflict signal will keep “0”. And still output the WEN signal after this
address conflict detect. In other words; if conflicts happen, a signal will trigger the
switch DFF_Loop and switch the input address from SO to S1. The state is S1 in this
finite state machine. If no conflict anymore, the switch operation is finished (state “S2”).
Worst case is in “°S3”, in this state is showed that conflict -> switch -> conflict remain.
In this case, no WEN signal will output in this cycle.

By this technology, although data is conflict at first, it keep more than 50% write
successfully probability. Not like the conventional design, when conflict coming, this
state will not do anything. Timing Is save many much compare with conventional

design.

Conflict Sig=0

g\ Reset Sig=1 S3

— o
ConSﬂgt=o Conflict=1
WChange=1

WChange=0

Reset =i CongMct Slg=1
Conflict Sig=1

S1 S2
Conflict=0 Conflict=0
WChange=1 > WChange=1

Conflict Sig=0

Fig. 4.20 Conflict finite state machine
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4.5.2. Read/Write Slot Controller

In this section, | will discuss the control slot operation mechanism. With double pump
and multi-port characteristic, more special case should be considered. This circuit must
be very robust and include all operation case. There are five case will happen in

Write/Read operation, | will show that below.

Case 1:
Case 1:
No Conflict
Read - Al R
Write A2 ~ A

Case 1 is showed that no conflict happed situation. Read port and write port is point to
different address. Conflict detect is free, after conflict detect operation WEN signal will

output to next stage.

Case 2:
Case 2: Conflict
One Conflict r———n1

| |

Read | A0 I 1 I
| |
| |

Write 1] A0 ~\:_/' A3
L - — Switch

New A3 A0

Write

In this case, conflict is happened at first CLK trigger. After detect the address, slot
changed by conflict signal. Finally, success twice writes data in the cell in one cycle is

accomplished.
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Case 3:

Case 3:
Conflict and still
conflict 15t.Conflict 2t Conflict
_____ 1 _— — —
| | | |
I | Ao 1| A2
Read A ——_ _ _ & : I |
I b |
Read_B _:l_ A2 : : y A3 ]
| | |
I | |
A2 | A0 ||
Write L1 | :  E—
1 190
| I
: | A0 A2 |
ISESWiItCh e 1 i Y 5
New
Write

Case 3'is the worst case in these operations. In this case, switch operation still can do
anything. At beginning, conflict happened, so a conflict signal is trigger next stage.
After switching, address remains conflict to another port. In this case, WEN signal will

not turn on any more.

Case 4:

Case 4:
No Conflict

Read AO A1

e — A

Case 4 is show the S1 is not turn on, and conflict happened at beginning. The address

all point to “A0”, so in this cycle WEN signal is disappear.
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Case 5:

Case 5:

One Conflict Conflict
r—— —"A
| |
| I
| I

Write A3 | |
LZ _ 2l

Case 5 is a case with no conflict at first. Conflict happened at second stage, in this
situation WEN_S1 is disappearing. Because first slot is not conflict, in this case has not

switch operation.

4.5.3 Switch Data Circuit

After conflict detect, if WChange rise to high, this signal will trigger data switch. S1
will pass through in the first slot and SO comes later. Fig.4.21 showed the D_I10O switch

output control circuit, and also reset at every CLK trigger.

<DFF_Loop>
RB=1, Q Reset to 0 | L
D_IN Q
CLK - DFE
CLK RE
RB |
W_TS1_A .
==K L oo Do_Do. Switch_A
CLK_Reset_Sig— rB
.
Y
T
=
g
a %
ID> Ig

Fig. 4.21 SO/S1 switch control circuit



4.5.4 Thread Switch Control

In this section, I show my register file multi-thread control design. In this design, |
refer the IBM’s work (one bit cell with two subcell). IBM’s work is showed in fig.4.22
and every bit cell with two threads switch decoder. Shorter delay can accomplish by
using this design, but area and power is more than conventional SRAM long BL
sensing design. In order to do a low power and wide voltage range operation register
file. A new cell is proposed, this cell I will show detail in next chapert5. Not like IBM’s
bitcell, I combine with my new “share RBL structure’ and each column share only one
thread decoder. In this new design, power can down to more than 50% compare with
IBM’s work and area consumption is about 70% lower than before.

Not only area and power reduction are very significantly, thread decoder read out is
more flexible in'my work. In IBM’s work, three read ports are already set for subcell 0
or subeell 1. Six read port can’t point to the thread 0 at the same time. In other word,
4read port can select which thread | want to read out in this design. Fig. 4.23ismy RBL
structure. One bit cell has 4 RBL, and share each other with neighbor cell. Subcell 0 and
subcelll have itself RBL which can read out data at the same time. In read cycle, “A”
port or “B” port data will pass through by RBL then into the thread switch circuit (Fig.

4.24) for decoder. When decoder is finished, RBL data will output to latch.
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Fig. 4.22 Power7 thread decoder control circuit
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4.5.5 Double Pump Operation

Base on Kuo’s work, a more robust and lower power design is proposed in this
section. The slot control circuit is show in fig.4.25, and operation waveform is in
fig.4.26. This circuit will check second pulse is on or off. When “WEN_S1” signal is 0,
it means one write only this cycle. After TS1 is trigger then TS2 is follow it rising up
(which is write finish signal).In this low power design, SA is floating when SA pulse is
no trigger. Power gating makes leakage reduction significantly in sleep mode. For
register more robust, write followed by read control is added. Simulation data show that
read time is more than write time (In next chapter). If write pulse is too fast and second
write has a probability disturbed to first read slot. In this reason, | set second write pulse
trigger always waiting for read first slot finished. This design is very help for data

write/read disturbed free and no any timing degraded.

CLK —_—
TS1 — —_———

WEN
S0/81 -_—

WEN_S1 —DO— TS

X

¥ Af N

0_TS2
IN_TS2 TS2

R_WP S0

Fig. 4.25 Slot detected circuit Fig. 4.26 Slot control waveform

Fig.4.27 is replica design in this chip. Double pump pulse is generating by replica and
twice trigger in one cycle. Because each bank has four ports, one port need itself port
replica bit. For read test, give the worst case that only the top read dummy cell store “0”,

others are store “1”. In this case, RBL can drop down by select RWL bit cell. In order to
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test the worst write time, | put the right cell in the bottom of column. Write path
combine with column capacitive loading and simulation Write”0” & “1”” operation at
the same time. And W_OK signal will trigger when worst case write is finished. The
replica operation waveform is showed in fig.28, R_WP signal is rise up when CLK in
ing edge, and R_WP pulse is turn off when R_W_OK pulse up and close R_WP.

Waiting for a short time then replica read path again.
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IIil | E-'
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M T 'l—ll
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§ — 1.0 I
< I T 0 |
+— 10
g Lo—
" J DFF R_TS2
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Multi
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Fig. 4.27 Register files replica circuit
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Fig. 4.28 Register files slot control

4.6 Summary

In this chapter, first we introduced pervious register design and conventional dual
port conflict issues in write/read mode. Low power design such as multi-bank and
power gating non-used bit cell are showed in Chap 4.2. In Chap. 4.3, multi threads cell
design is discussed. There are many technologies for thread switch, not only circuit
level but also computer architecture. Multi-threads supply high bandwidth between
data transmission, this design is very suit for video or high performance CPU. Double
pump design and time sharing technology are discussed in Chap. 4.4. By using lower
CLK frequency, power consumption reduce is very significantly. Different technology
to generate twice pulse on one cycle can lower the port counts to half, and save more
operating time. In Chap. 4.5 is my design work. A new share RBL structure is proposed
for power reduction and Data slot switch can gain more write successful probability.
RBL base multi-thread decoder can reduce area about 50~60% than IBM’s work, and
not reduce too much performance. One/twice slot switch control is proposed for power

reduction and give cell more robustness.
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Chapter 5
Low VDDyn Multi-thread 4R4W Register
File Design in TSMC 40nm CMOS Process

5.1 Introduction

| design a low power 2K 13T 4R4W register file with multi-thread switch in this
chapter. There are many technologies for improving register file performance, power
consumption and data retention I discussed in Chap 3, Chap 4 and this chapter. The
floor plan, pin count, pin definition and specification of this 4R4W register file will also
be introduced. In Chap 5.2 1 will show the cell layout and this register file spec. Share
WBL and RBL structure and thread read out structure. Chap 5.3 shows SNM simulation
compare with conventional 8T, dual port, and this design. In this section, iso-area
concept is included for more fare comparison. Chap 5.4 shows assist circuit design,
such as negative VVSS for low VVCC write assist and cut off feedback loop when write
operation. In order to do floating problem free, extra Y_Cut NMOS is added in this unit
cell. In Chap 5.4, Design implementation & Test-waveform function of proposed
4R4W register file is discussed. Whole chip floor plan will show in this section. Finally,
post simulation and analysis are based on TSMC 40nm TN40G process. Power
consumption and bank layout are show in Chap5.5. The technology file is supply by

CIC, and finishes it in secrecy Lab.

5.2 4R4W Register File Structure

5.2.1 2R2W Register File Unit Cell & Layout View

Fig. 5.1 shows the 2R2W register file cell | proposed. In this cell has two subcell,

each one store thread0/1 and thread 2/3. The cell is composed of 28 N/PMOS, and use
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share WBL and share RBL technology to reduce transistor counts. In this design, there

have 8 rows signals and 6 columns signal to operation this 2R2W register file cell.

RWL_A and RWL_B control is share with up/down cell. When write operation, Xsel

signal will select up or down which is need to write data in. In read mode, subcell “0”

and subcel1 “1” data will read out at the same time. Negative assist technology is added

in the MNA VVSS for write improvement. This technology only turn on in write “1”

mode, otherwise it will reduce write “0” performance. Compare with Chap 3 I proposed

2R2W multi-port SRAM, conventional read buffer is changed to new structure RBL

sharing structure. RBL sharing side in this picture is not sow because the plot is already

too large. I will discuss this new structure in next section.

Xsel_A<0>

Xsel_B<0>

Xcut<0>
RWL_A
RWL_B

Xsel_A<1>

Xsel_B<1>

Xcut<1>
RWL_A
RWL_B

WBL_A

Ysel_A Ysel B

WELES YCut NEG

j—

140/50t> -ol 14079
MbA

MN1 120/70 VICN 12p/50 I 120/70
<Share WBl>

MN8 MN10

{ Ezono L
Il | = |1zo/7o

\ICH 129/50 . "
320/50 -| 5075
N
| [ A | [12070 -| 12070
[ j20m0l = | |
) 120/70 MN7 NP
MN2

— 140/50 |o
1200 | = —

|
|
Il | =

<Share WBL> 120/50
N 050

12010 —__|
1

120/70 —
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Qv sd

MN12

|1zo/70
Ewo

Fig. 5.1 The 2R2W register file unit cell
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In layout view, metal layer increases from metal 3 to metal 5 and no area damage. Fig.

5.2 is metal used in this cell and layout view is showed in fig. 5.3. Metal layer is change
for Ysel & Y_Cut signal from M2 to M4, and row base signal metal is change from M3
to M5. M1 & M3 is become to inter layer connection. Fig.5.3 shows two neighbor

bit-cell layout share RBL structure, and sub-cell architecture

Metal 1
Metal 2
Metal 3
Metal 4
Metal 5

<0.09um> <0.09um> <0.09um> <0.09um> <0.09um> <0.09um>  <0.09um>

<0.09um>

<0.09um>

<0.09um>
<0.09um>

<0.09um>

Fig. 5.2 The metal layer implement of 2R2W register file unit cell

Share WBL/RBL | :
Structure Left Cell I Right Cell

= [
| S i i = R
L

- 12.38um

Fig. 5.3 Layout view of 2R2W register file
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5.2.2 Share WBL Structure

Like 2R2W multi-port single end write operation (Chap. 3), so in this section | will
not repeat again operation. An only one problem is that it needs extra one WBL in the
two side in register file array. So in this design, we have to do a new switch circuit

design for WBL port switch in bit-interleaving structure.

5.2.3 Share RBL Structure

For lower power consumption, a new structure read buffer is proposed.
In this way, port numbers can reduce to 1/2 and no have dummy read
problem. It is very suit for lower power device, and it can increase more
battery life. Dummy read-is-normally see in the conventional dual port or
8T SRAM cell used in bit-interleaving structure. More than 30% power
reduction by using conventional 8T dual port compare with this new
read-out structure. Not only this method can do dummy read free, RWL
keeps high in standby can also reduce leakage power consumption.

Fig. 5.4 is a dummy read happened- in -conventional SRAM design.
Normally register file read frequency is more than write. So this
technology Is very used for this design, and only need extra 2 column
select signal to control it (Left or right signal). By the way, the dummy read

power consumption will enlarge along with bit-interleaving bit.

VVSS 1->0

Dummy Read Power
Consumption

Fig. 5.4 Conventional dummy read operation in half select cell
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Fig. 5.5 shows my design of share RBL structure. The green color is the share with
left bit cell and black is stand for right bit cell read buffer. There are four ports in bit cell
(for thread switch detect need), then two A & B ports output. Fig.5.6 is my read buffer
design in read operation mode. A one side NMOS open in at the same time, it will not

worry about dummy read power consumption anymore.

Rout PATH

2R2W Register L T IJ

—— | dy fE | d——

RWL.A U
RWL_B_U

RWL_A D
RWL_B_U

v sg
qv_sd

gsg

avVv gy
nvisy

qg sd
n g9y
agey

Fig. 5.5 Share RBL structure in 4R4W register file

<Share RBL Structure>

T
Tl

RWL 1->0

YSELO
RBLO
YSEL1

Fig. 5.6 Share RBL structure no dummy read power consumption
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5.3 Register File Assist Technology

5.3.1 Negative VVSS Design

In this cell design, write “1” is not easy than write “0’. In order to solve this problem,
a negative VVSS in used for improving write “1” case. The negative VVSS circuit is
show in the fig. 5.7. At first, wen signal is input then the negative start detect this
moment is write “0” or write “1”. If A and B port all choose write “0”, VVSS will not
change statue and connected to the ground. In other word, either one of two port select
write “1” mode, the negative circuit is start working. The capacitance sizes choose
should be very carefully. If size is too small, the write assist is not enough; otherwise, if
the size is too large, it will-distribute others standby cell in the same column. Table 5.1
is the NEG circuit work function and Fig. 5.99 shows negative VVVSS level by post
simulation result in different voltage. The second Cap. Only turn on when two port is
write “1”. In this moment the WBL loading is larger than single write “17, so it needs
more capacitance to assist write “1’’. Fig. 5.60 shows negative VVSS variation in
different corner in 0.6V supply voltage.

PMOS [
Autups | VVSS

D>

WEN_A |:I I_l
WEN_B |
DATA A —— -
DATA_B

Fig. 5.7 Share RBL structure in 4R4W register file
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NEG Level (mV)

-50

-100

-150

-200

-250

-300

-350

WEN =0 WEN =1 WEN =1 WEN =1 WEN =1
Data A 0 1 1
Data B 0 0 1
Cap. 1 OFF OFF ON ON ON
Cap. 2 OFF OFF OFF OFF ON

Table 5.1 Negative VVSS circuit function

NEG Level (TT 25C)
—8— MAX
—e— AVG

1 1 1

1

04

0.5

0.6

07/ 08 09 10

Supply Voltage (V)
Fig. 5.8 (a) Negative level in different voltage (b) Negative level in different corner

NEG Level (mV)

-30

-40

100 |
110
120 |
130 |
140 L

50 |

Different Corner (0.4V/25C)
—— MAX
—@— AVG

SS FF FS SF
Comer

5.3.2 Single-end Write Cut-off & Y_Cut for Floating Issues

Free

In this section, write mode is like 2R2W multi-port SRAM cell. Single-end write is

not like differential write can do small signal sensing, but driver power consumption,

periphery circuits and cell size is reduced many much. Normally, write “1” is a big

problem when circuit operative under low supply voltage. In this design, cut off

feedback loop can help write “1” easier, but in the same low based will happen floating

issue.
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5.4 Implementation of Multi-thread 4R4W RF
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Fig.5.13 is a schematic view of 4R4W multi-threading register file design. Including
two 1k bits bank and hierarchy level conflict detect circuit, no conflict problem will
happen. Each bank have itself control circuit such as R/W decoder, replica, R/W driver
and switch detect circuit. CENO & CENL signal is set to bank each other. If CEN signal
is keep low, all of bank is in sleep mode. Periphery circuit is in power gating for leakage
power reduction. Compare with conventional always on circuit, power saving is very
huge. In this figure 5.13, write control circuit is on the top side and read control is on the
bottom side. Replica is place in the left side and right side for detect the worst case. WL
pulse is including not only replica sensing delay but also long inverter delay chain. By
this design, it supplies a very robust WL pulse for write/read successful. Read and write
slot 0/1 switch circuit is different, read is no disturbed the cell node so | set it priority is
always higher than write; otherwise, write will flip the storage node and change data so

it need pass thought the conflict detect circuit.

Macro Size 2K bits (1024*2*1)
Process Technology TSMC 40nm General purpose CMOS process
Data-width 32 bit
Read Address (each port) 9 bit*2 (two slot)
Write Address (each port) 9 bit*2 (two slot)
Bit-Interleaving 2 bit
Read / Write Port ARAW
Multi-Threading 4 Thread
\/oltage range 0.4Vv~1.2V
Cell size (Bank) 213.2um x 111.81 um = 23.83 um?

Access time @ 0.4V TT 25 17.39 KHz (Double slots)

Cycle time @0.4V TT 25 16.68 KHz

Read power 98.63 nW/t (per bit c-ell, Double read)

Write power 112.3 nW/t (per bit c-ell, Double write)

Table 5.2 The specification of proposed
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CLK

IN/
WEN_A_SO

IN/
WEN_A_S1

IN/
REN_A_SO

IN/
REN_A_S1

WP_A

RP_A

5.4.2 Design Implementation & Test-flow of Proposed 4R4W

Register File

Fig. 5.10 shows my test function waveform. At first, single write “0” operation is in
1st CLK cycle. In second CLK cycle, write the bottom bit and read the bit which is
write in first cycle. In this cycle, test signal read and double write function is showed.
Write bit is all set one nearest side and one furthest side, and try to find the critical path.
In next cycle, two read operation at this moment. In fourth cycle, try to test W/R
conflict circuit. Finally, the data switch test is in the 5™ CLK cycle.

After using simulation test pattern can trace the worst case in this chip. If function is
not working, waveform is-different. Test CLK. frequency is adaptive 50 MHz in this
work. The write simulation post-simulation waveform can see in Fig. 5.11. Fig5.12
shows read mode waveform. In 5" CLK cycle, a WChange signal is raised up and
changed SO & S1 order.

0 1 2 3 4 5 6

30 S0 R P S0 50 3
EII\LO ves 180 4 &;Ntcz Elt_vlo 1 0

Hso 50 S0l [Sp [50
t ER0 T L A ERof= HRo A EiRo T

0 4
|< >|< -l g >|< >|
1 Write 2 Write 2 Read 1 Write 2 Write

1 Read 2 Read 2 Read
Conflict TEST

Fig. 5.10 Test pattern and simulation waveform result
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Fig. 5.11 Write post-layout simulation waveform result

Fig. 5.12 Read post-layout simulation waveform result
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Fig. 5.13 Data transmission path in this 4R4W multi-threading register file

Fig.5.11 shows the post-layout simulation in.this chip design, test pattern can refer to
Fig. 5.10. Below this picture, read simulation waveform is showed in Fig. 5.12.
Fig.5.13 shows data transmission path in this 4R4W multi-threading register file design.

There are two level conflict detect circuit level | have introduces in chapter 4.5 and

chapter 5.2. Data input have to give the signal before the CLK rising edge and

finished first level port priority conflict detect. Then CLK rising edge trigger DFF, start
second detect level address detect. WEN signal is turn on if no conflict problem issues.

This signal passes to replica circuit and generates a WWL pulse to control write driver.
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REN is like conventional read design and also have to pass port conflict detect circuit.

5.5 Post-layout Simulation Result

Fig. 5.14 shows a bank layout view of the proposed 4R4W multi-thread register file
bank. The proposed 4R4W 2K register file is fabricated using TSMC 40nm general
purpose process. The area of bit-cell is 3.095um x 1.8um = 5.571um? and the bank size
is 213.2um x 111.81um = 23.837 mm?. Below is all of improved technology of this
design Table 5.3. These technologies are introduced in the Chap. 4 &Chap. 5, and
post-simulation result is showed in next section.

These technologies I have introduce the design coneept and logic circuit in Chap.3,
Chap.4 and Chap.5. Low power, area reduction and wide range operation register file is

present in this section.

Z
O

Technology

Share RBL structure
Share WBL structure
Power gating sensing circuit
Negative VVV/SS for write assist
Transmission gate cut off write assist
Data slet'switch eontrol
Column base Multi-thread switch

Double pump timing sharing

© oo N O SO O So—

Y _Cut NMOS for floating issue free
RWL VVSS reduce leakage current

=
= O

Bit-interleaving structure

[HEN
N

Hierarchical conflict detect structure

13. Wide range operation 0.4~1.2V

Table 5.3 Improve technology of 4R4W register file design
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Fig. 5.14 4R4W multi-thread register file bank layout view

5.5.1 Performance

Base on post-layout simulation result, this proposed 2K 4R4W register file array can
operate at 220 MHz in VDD=0.9V, TT corner &25C. When operation in Vmin
(VDD=0.4V), the cycle time also can operate at 6 MHz, TT corner & 25C. Although
two slot operate is need more time for timing control and waiting data, it also save 20%

time compare with conventional two cycle can finish it. The timing reduction is show in

the below. D L B L B B
N Il Cycle time comaprision

1. Double pump (1 cycle)
2. Conventional (2 cycle) | |

16
14
12

10

Time Saving (%)

04 05 06 07 08 09 10 11 12

Supply Voltage (V)
Fig. 5.15 Improve technologies of 4R4W register file design
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In this post-layout simulation, the cycle time is dominated by Read 0 operation. Read
0 speed is limited by read buffer discharge share read bit line and multi-thread decoder
operation. This problem is become more significantly in low power operation (VDD
lower than 0.5V). In order to reduce read 0 time in this cell design, short channel is used

for increasing more read current and used a short RBL structure (Fig.5.16).

TT Corner

—8—Read 0 -25
—a—Read 0 25
—h— Read 0 125 ]
—w—Read 0 Twice -25
—o—Read 0 Twice 25| -
—a4— Read 0 Twice 125

100 |-

Time (ns)
I

04 045 I (5] | 0.7 | 0.8 | 0.9 I 1.0
Supply Voltage (V)

Fig. 5.16 Read “0” performance for post-layout simulation

T i T 4 T b I - T T I

TT Coner

—&— Write 0 -25C
—e— Write 0 25C
—&— Write 0 125C
—¥— Write Double -25C
—&— Write Double 25C
—<&— Write Double 125C

=
o
T

Time (ns)

04 05 06 07 08 09 10

Supply Voltage (V)
Fig. 5.17 Write “0” performance for post-layout simulation
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Fig 5.18 is one/double read simulation result in different operation voltage. By this
picture 125C with higher speed in high supply and slower in low voltage. Fig 5.17
shows write “0” time simulation, in this cell writes “0” is easier than write “1”. NMOS
access transistor is good for write “0” operation.

Fig 5.18 is write “1” simulation result in this design. Write “1” in this design is faster
than write “0”, because cut off feedback and negative VVSS write “1” assist is used.
The WEN address conflict detect time is included in this data, and one write and double
write timing more closed in low voltage operation. This effect is conflict circuit with

XOR delay raise significantly in low power mode.
] ! ] [ I ! 1 , 1 . ]

TT Corner

—&— Write 1 -25
—o— Write 1 25
—A— Write 1 125
—w— Write Double -25
—&— Write Double 25
—<&— Write Double 125

[ERN
o
III

Time (ns)

0.4 | 0.5 | 0.6 I 0.7 l 0.8 | 0.9 | 1.0
Supply Voltage (V)
Fig. 5.18 Write “1” performance for post-layout simulation
Fig 5.19 (a) shows address conflict detect circuit operate in wide range and (b) is
delay of write worst case compare with read “0” access time. This delay is similar in

super threshold voltage operation, but split to each other in sub threshold region.
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Fig. 5.19 (a) Address conflict detect circuit delay under wide range

(b) Delay of write worst case compare with read “0” access time.
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5.5.2 Power Consumption

Fig 5.20 shows the power consumption of read/write operation and standby mode in
different supply voltage and one/two slots operation in one cycle. Power in write “0” is
lower than others, because in this case negative VVSS circuit will not turn on and save
many power dissipation. Another reason is that RBL pass through thread switch is
complex and read two sub-cells at the same time. This data is based on two bank are
turn on and do the same operation in the one cycle.

Consider lowest power timing product, the minima energy point is operation under
VDD=0.65V (Fig 5.21). Although this cell can scaling the supply voltage down to 0.4V
all corner pass, read delay too long and raise its energy consumption. Read lon/off is

become very weak under sub threshold voltage, it domain the all 4R4W register file

cycle time.
I ! | ! | ! I y | P | ! | o I ! |
12x10° - [ power (TTr25C) .
- | —m— Power_ Standby .

—a— Power_Write_1

- | —w— Power Write Double
g0xin? k| —e—Power_Read Wrnie
—i— FPower_Read

—p— Power Read Double

6.0x107%

Power (W)

4.0x10™" |

2 0x10™* |-

0.0 L

03 04 05 06 07 08 09 10 11 12 13

Supply Voltage (V)
Fig. 5.20 Power consumption with different supply voltage
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Fig. 5.21 Energy consumption with different supply voltage

In this design, no dummy read in others unselect bit-interleaving in the same row.
Compare with conventional design, read power reduction can reduce more than 50%.
Power consumption reduction is relative with bit-interleaving number and data store in
the bit-cell. Tf the data is “1”, conventional read buffer NMOS is cut off. No dummy
read current; otherwise, if datais “0”, dummy read current occur in half select cell. Fig.
5.22 shows simulation data with different bit-interleaving number and all node store “0”
worst case.

In standby mode, conventional 8T SRAM read buffer is connect to ground. Leakage
current will pass through two stack NMQOS, and extra power consumption generate by
this leakage path. RWL keep high when no read operation, compare with conventional
8T SRAM read buffer power saving about 28% in standby mode (Fig. 5.23). Keep

RWL on VVSS also cannot take care of RBL sensing failed by RBL leakage induced.
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5.5.3 Iso-Area SNM Simulation and Comparison

Comparing with the conventional dual-port (DP) 8T and single-ended (SE) 8T, the
proposed 2R2W multi-port bit-cell and 4R4W multi-thread bit-cell area consumption
are showed on table 5.4. The cell layout use TSMC 40nm technology, in this design
dummy poly is needed between poly and poly. In this reason, this work bit cell is not

too larger compare with convention 8T and dual 8T design.

DP 8T SE 8T This Work | This Work
2R2W 4R4W
Normalized Bit-cell area 1 0.84 143 2.86
Total bit-cell area N 0.84N 1.43N 2.86N
Array efficiency 70% 50% 73% 81%
Peripheral circuit area 0.43N 0.91N 0.52N 0.67N
Total sub-array area 1.43N 1.75N 1.95N 3.53N

Table 5.4 These works compare with conventional SRAM bit-cell

Stability issues are very important in register file design, and SNM is the easy way
to check the cell robustness. 10000 times Monte Carlo simulation at 0.6V TT corner
are showed below. Fig 5.24 shows hold static noise margin (HSNM) compare with
this 2R2W and 4R4R new cells. In this design, Con. 8T and dual-8T are all change to
same area to be fairer. Fig 5.25 shows write trip point (WTP) in these cells, and in my
design, not only HSNM is better but also write trip point is higher than DP 8T and SE
8T design. So in this simulation can show this work is very robust in near threshold
even work under subthreshold region.

Write operation in this work is single-end write, so write “0” and write “1” should
be consider independently. Write one is the worst case in this cell because NMOS is

no perfect 1, and the node will rise up to VDD-Vy.
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Table 5.5 shows this work compare with pervious works. By this table, our design

power is very low. Wide range operation from 0.4V~ 1.2V and low area overhead is

better than others work.

Item JSSC ISSCC ISSCC ASICON VLSI VLSI ARAW
[1] [2] [3] [4] CAD[5] CAD|[6] Register file
Technology 90nm 45nm SOl  45nm SOI 65nm 90nm 90nm 40nm
Company SPARC IBM IBM Fudan LPMD LPMD LPMD
Port Numb. 3R2W 2R1W 2RI1IW*2 4AR2W 4R4W 4R4AW 4R4AW
Transistor 35 10 10*2 20 16 8 13
number
Thread 4 4 No None 2 None 4
Operation 1.2v 0.7~1.1v  0.7~0.9V 12\/ 0.5\ 0.5v 0.4~1.2V
Voltage
Freq. / 1.2Ghz 1.4GHz 2.76GHz 1.2GHz 48MHz 48MHz 43MHz
Voltage (1.2V) (0.77V) (0.9V) (1.2V) (0.5V) (0.5V) (0.5V)
RF. Size 2Kb 4Kb 11.2Kb 1K 1K 4K 2K
Max Power 75mW 9.375mW 28mwW 1.15mw  0.195mW  0.823mW 0.116mwW
Table 5.5 Compare with pervious works and this work
5.6 Summary

A wide range 0.4V~1.2V 4R4W multi-thread register file is present in this chapter.

Supply four thread structures and low power technology, it very suit for low power

portable device, mobile phone or notebook. Multi-thread structure supply high

bandwidth and pipe line application. Double pump technology use low CLK

frequency can generate double read/write, low CLK frequency and less port number



make power and area reduction. A new structure share read bitline and data switch
save power more than 50%, by this new technology which give register file more
robust. This work is based on TSMC 40nm general purpose technology process and

post-layout simulation by 2K 4R4W multi-port register file design.
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Chapter 6
Conclusion & Future Work

6.1 Conclusions

Low power design is the popular design in these years, more and more portable
devices need low power IC technology for battery life enlarge. Voltage scaling is a one
of method to reduce energy in digital circuit, power can down by the P=CVdd? rule. Not
only low power consumption, but also high resolution video needs high bandwidth for
data transmission. Thus, the conventional single-port 6T SRAM bit-cell is no longer
suitable in this case. Conventional 8T dual-port is proposed for this reason, but it also
has many problems such as conflict problem and half select disturbed issues.

In previous SRAM circuit design, conventional 8T dual-port SRAM bit-call is the
best solution for high bandwidth device or non-synchronism circuit design. Due to
advance process scaling, the cell stability and read/write ability are degraded due to
global and local process variation. The conventional dual 8T SRAM is like 6T SRAM,
it is not suitable in low voltage region due to read disturb problem and half select
disturb problem.

In this thesis, a robust wide range and low power 2R2\W multi-port SRAM bit-cell is
proposed. For power saving, new share WBL structure design and single-end read/write
structure is used. By using this structure, write driver can reduce to 1/2. Power
reduction in this design is very significantly. This bit-cell is very robust that no have
half select problem and bit-interleaving supported. Negative VVSS and cut off
feedback are improving write ability in low voltage operation. Hence, the proposed 13T
2R2W multi-port SRAM can do a very wide range operation (0.5V~1.4V).

Register file is the most important memory in process, it must be very robustness.

Parallel and multi-thread can do pipe-line to save time if one of thread is in stall. Power
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hungry is often happened in the high speed processor, by this reason a low power design
in portable device is very important. For cell robust consideration, conflict problem is
not allowable and many methods are present for solved the W/R conflict problem.

In this work, a new low power dissipation and conflict free technology is proposed.
Double pump combines with multi-thread design can supply high bandwidth for media
parallel operation. Data conflict switch technology can gain more write success chance
than conventional conflict circuit design. Active power reduction is very obviously that
new share RBL structure can eliminate dummy read power consumption. Standby
power reduction is reduction by keep RWL to VVSS, leakage reduction is significantly
in lower supply voltage. Multi-bank structure reduces area and power dissipation, and
only need a priority circuit for access decision. Therefore, it can achieve low power and

high robustness when operation under low supply voltage.

6.2 Future Work

The proposed 13T register file bit cell can significantly improve write/read ability
by using multi-threshold structure. To use low Vt NMOS device can raise the voltage
level (Vpp-V1n) when write “1° operation, and body effect of two stack NMOS can
also keep V1 not too low. Cross couple inverter use high Vt to reduce leakage power
and more robustness. \Voltage detect circuit included for controlling negative VVSS on
/off, post-layout simulation shows that only in low voltage need negative VVSS assist.
For achieving more robust in low voltage operation, a PVT monitor is need to detect

and give information to replica circuit.
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