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ABSTRACT

In recent years, memories have been widely used for the most electronic products due to their
high operation speed and high performance. Besides, Due to SRAMSs have higher operating speed than
other memory family, SRAMs have been widely used for the high-performance microprocessor cache
and embedded system. During the past 20 years, standard 6T SRAM cell becomes the mainstream of
SRAMs design due to its highest speed and compact area. However, with the scaling into the deep
sub-micron of process, the process variation affects the subsistence of the 6T SRAM cell. In advance
technology node, the read and write ability suffer a serious degradation by theses process variation.
Especially, at low operation voltage, 6T SRAM cell almost couldn’t have normal operation.

In order to design the 6T SRAM that it can normal work in the advanced process, we proposed
the Three Step-Up Word-Line technique, Adaptive-Data-Aware Write-Assist technique, Bit-Line
Under-Drive Read-Assist technique, and Adaptive Voltage Detector technique to enhance the
read/write ability and performance, and reduce the gate oxide to be punctured. Besides, in order to
enhance operating speed, we also applied the pipeline technique to enhance the operating speed. In the
thesis, we design a 1.0Mb high-performance 6T SRAM with these techniques with two stage pipeline
technique with a single supply voltage, and implement by way of tape out in the 40nm Low- Power
complementary metal-oxide semiconductor technology. The chip has wide voltage range from 1.5V to

0.6V, with operating frequency of 900MHz@1.1V and 25°C.
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Chapter 1

Introduction

1.1 Background

During the past 20 years, Moore’s Law told us that the density of the chip
capacity is doubled per 18 month. Today, the CMOS technology still follows this rule.
In addition to performance, the chip cost and complexity are enhanced with the
advanced technology. However, with the scaling into the deep sub-micron of process,
the size of device and Vy, are reduced. But the process variation will become serious
issue, because the sigma of local Vy, variation is larger than that of the global Vy,
variation in advance technology. Therefore, we must consider the global variation and
the local variation in previous simulation. However, the performance of manufactured
transistor may be different to previous simulated value and lead to system functional
error. This could result the degradation to the yield during chip manufacture.

In accordance with ITRS’s predictions, memory area will occupy nine-tenths
area of the chip. Static Random Access Memory (SRAM) is an important role,
because it would dominate the area, performance and power of the SOC chip. Besides,
we know that high performance multi-core processors and clouding computing
usually need high speed and large capacity SRAM to do data processing. In order to
implement these electronic application products, the most important issue is how to

design a high performance SRAM.



1.2 Motivation and Goals

Nowadays, In order to implement high performance electronic application
products, the Static Random Access Memory (SRAM) is an important role. However,
with the reducing supply voltage and scaling process, the transistor characteristic
variability would affect the subsistence of the standard SRAM in advance technology
node. The degradation of the read and write static noise margin (SNM) is the most
crucial issue. From past decades, much circuit technique solutions have been
proposed in order to reduce the variation and shifting issue. However, static noise
margin of SRAM is contradictory condition between read and write mode. Therefore,
we try to propose different circuit technique to separately solve the read and write
issue. In thesis, we must focus on the read and write assist circuit technique in order to
enhance read and write ability of SRAM. In addition to these read/write assist circuit
technique, we want to have widely operation voltage range. Even at low supply
voltage, we wish 6T SRAM could also have good manufacturability and yield with

these read and write assist circuit technique.

1.3 Thesis Organization

In the following of the thesis, Chapter 2 discuss the basic operation concept of
traditional 6T SRAM and its design issue. Besides, we would compare the difference
between non-pipeline SRAM design and pipeline SRAM design in Chapter 2. In
addition to these concepts, the reliability issue and some design methodology would
be also mentioned in this Chapter. Chapter 3 demonstrates “40nm 1.0Mb high
performance 6T Pipeline SRAM with Three Step-Up Word-Line (TSUWL) and
Bit-Line Under-Drive (BLUD) and Adaptive Voltage Detector (AVD)” design. In this

Chapter, Variation Tolerant TSUWL is proposed to improve the read and write



stability of 6T SRAM. Variation Tolerant Bit-Line Under-Drive scheme for SRAM
stability enhancement for low voltage operation. Variation Tolerant boost control
scheme using Adaptive Voltage Detector circuit to mitigate gate dielectric over stress.
The design issue and test flow and chip measurement result would be also discussed

in Chapter 3. In the end, Chapter 4 makes a conclusion to this thesis.



Chapter 2
Overview of the design of 6T

SRAM

2.1 Memory Family

Memory always occupies over 90% area of the current System on Chip (SOC).
As a result, memory always dominates the overall performance of one system. In
order to store data, we always used the Random Access Memory (RAM) in the
integrated system (IC). Besides, memory family could basically be divided into two
categories: volatile memory and nonvolatile memory. RAMs is always associated
with volatile memory which the storage data would loss if the power turn off. In
contrast, nonvolatile memory would keep the storage data if the power off.

RAMs have been widely used for the most embedded system due to their higher
access speed than other memory family. Besides, volatile memory could basically be
divided into two categories: Dynamic RAM (DRAM) and Static RAM (SRAM).
DRAM has more compact density than SRAM, because DRAM can be built by one
transistor and one capacitance. For the past decade, conventional 6T SRAM is always
the mainstream to the cache memories in high performance system due to it has the
highest operation speed which could reach several hundred Mega Hertz or even Giga
Hertz than DRAM. Nowadays, DRAM is currently the major storage device of most
SOC due to it has more compact density.

However, with the process technology node goes the deep sub-micron, the



design of 6T SRAM will be faced with several challenges. We must consider these
issues which are the process variation and the leakage due to the Read/Write ability
suffers a serious degradation in these issues. In order to reduce the process variation
and the leakage, we must focus on how to design an efficient circuit technique and

understand the basic operation of 6T SRAM.

2.2 6T SRAM

2.2.1Structure of 6T SRAM

WL
® ®
VDD VDD
M4 —4 M1
2T\
L Imel QB 3Q Im3_ |
2T\ $
M5 |— —| M2
BLB - L BL

Fig. 2-1 Traditional 6T SRAM cell

In Fig. 2-1 shows the widely common used traditional 6T SRAM cell. For this
cell, it includes three control signals and six transistors. Three control signals contain
Word-Line (WL) and one pair of Bit-Lines (BL and BLB). Six transistors of the cell
contain two pass-gate n-type transistors (M3 and M6), and two pull-up p-type

transistors and two pull-down n-type transistors, so the cell is called 6”T” (Transistor)
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cell. Two inverters (M1-M2 and M4-M5) are to combine to form one cross couple
latch in this cell. This cell could use the cross couple latch to lock value at logic “1” or
“0” due to the voltage transfer curve (CVT) of the cross couple latch has only two
stable points. In fact, there is one meta-stable point when slope is positive one, but it’s
not easy to exist (show in Fig.2-2). This Bit-Line pair is connected to the source node
of pass-gate n-type transistors. Besides, two pass-gate n-type transistors could be seen
as port to access the storage data in this cell. And “Q” and “QB” are storage nodes.
Word-Line signal is used to enable this cell, and then the data could be passed in or

passed out from this Bit-Lin pair.

Uy A

Slope = —1

Vou = Von

Vor=10

Fig. 2-2  Voltage Transfer Curve (VTC) of CMOS inverter [2-1]

2.2.2Read Operation and Read Disturb of 6T SRAM
Before the read operation, all of Bit-Line pairs of 6T SRAM cell are

pre-charged to high voltage (VDD) at standby mode. At read mode, assume the cell
storage data which “Q” storage node is “0” (GND) and “QB” storage node is “1”

(VDD) (Fig. 2-3). When once the signal of Word-Line goes high, two pass-gate n-type



transistors (M3 and M6) are turned on for accessing storage data. The storage node “0”
side will discharge the Bit-Line voltage to ground level (through M3 and M2).
However, on the other side of the storage node “0”, the storage node “1” will uphold
the high level due to the storage node “1” and BLB are the same high level.
According to this operation flow, the storage data can be easily passed to Bit-Line.
And then, in order to get exact storage data on output pin, we must use additional

peripheral read circuit to get the storage data from Bit-Lin.

WL
P @
VDD VDD
ibid bl
— 1 M 4
L Imel QB 1 30 msl 1]
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BLB Read Disturb Voltage| BL
Vdisturb

Fig. 2-3 Read operation

At read mode, this cell had a thorny problem that would to hurt the original
storage data. Fig. 2-3 shows the pass-gate n-type transistor (M3) and the pull-down
n-type transistor (M2) form a voltage divider. In this case, we assume node “Q” i1s “0”
(GND). When the signal of Word-Line goes high level, node “Q” would be rose to a
voltage rather than ground voltage. This situation was called Read-Disturb voltage.

Besides, because of the Read-Disturb voltage, the read stability suffers a serious



degradation. When the Read-Disturb voltage goes over the trip voltage of the opposite
inverter, the storage node “1”” would be flipped to “0”.

Fig. 2-4 shows the stability ratios. At 90 nm technology node, the cell
switch-point and read down-level began to overlap. That would affect the design of a

high yield SRAM in advance technology node.
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Fig. 2-4 Stability ratio [2-2]

2.2.3Hold Static Noise Margin and Read Static Noise Margin
In order to evaluate the read ability of 6T SRAM, the Static Noise Margin (SNM)

is an important indicator. First of all, we can use the Voltage Transfer Curve (VTC) to
get the butterfly curve through switch the axis of any one of the Voltage Transfer
Curve (VTC). And then, we can get the Static Noise Margin (SNM) by the butterfly
curve. Fig. 2-5 shows the butterfly curve of the Hold Static Noise Margin (HSNM).
We can get the HSNM curve at standby mode due to the standby mode operation of
6T SRAM is exactly a cross coupled pair latch. Besides, we can see it has two “wings”
and the largest tolerable square of these two wings chooses the smaller one to use

definition the Hold Static Noise Margin (HSNM).
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Fig. 2-5 Butterfly curve of HSNM

Fig. 2-6 shows the difference of curves between the Hold Static Noise
Margin (HSNM) and the Read Static Noise Margin (RSNM). For read operation,
the signal of Word-Line goes high and two pass-gate n-type transistors turn on
for passing storage node data. In addition, the butterfly curve of standby mode is
larger than the read mode, and the largest square in either wing that is the HSNM
(standby mode) larger than the RSNM (read mode). Therefore, the minimum
RSNM also could directly defined as the voltage difference between the trip
voltage of inverter and the Read-Disturb voltage. If any other of RSNM wing
becomes to “0” or under the zero, the destructive read operation will occur the

read fail.



VL

0

Fig. 2-6 The HSNM and RSNM butterfly curve

2.2.4Write Operation and Half-Selected Read Disturb of 6T SRAM
Before the signal of Word-Line goes high, the write data must be ready on the

Bit-Line pair. Fig. 2-7 shows a write mode, we assume the storage node “Q” is “0”
and the storage node “QB” is “1” and we want to write “0” data to the storage node
“QB”. In this case, the Bit-Line of the storage node “QB” side should be prepared to
“0”. And then, when the signal of Word-Line goes high, the storage node “QB” data
will discharge to ground level by pull-up p-type transistor (M4) and pass-gate n-type
transistor (M6). This write operation is successfully, but it still has chance to happen
write fail. If the storage node “QB” data is not lower to trigger the tip voltage of

opposite inverter, then this write operation is fail.
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Fig. 2-7 Write operation

However, the most common seem problem to 6T SRAM Array is the
Half-Selected Read Disturb issue (Fig. 2-8). Fig. 2-9 shows a write mode example.
When the signal of WL1 goes high, the Column 1 (COL1) is selected for write
operation and the Column 0 (COLO) is not selected for read operation. Under this
situation, the Column 0 (COLO) cell can occur the Half-Selected Read Disturb. But
the Half-Selected Read Disturb issue is unwanted. Because of the other standby cells

would affect the storage data by this issue.
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Fig. 2-8 Half-Selected Read Disturb Voltage of 6T SRAM cell [2-2]
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Fig. 2-9 Half-Selected Disturb of the 6T SRAM array (For Write operation) [2-2]

2.2.5Write Static Noise Margin and Write Margin and AC Write
Margin
Fig. 2-10 shows the butterfly curve of write operation. In a successfully write
operation, the butterfly curve must be open with only one interest point. By definition,

this butterfly curve like be combined by RSNM and HSNM. Besides, we also can find

a largest tolerable square like RSNM or HSNM on this curve. But there is also write

12



fail problem for write operation. If the WSNM becomes to 0 or under the zero or more
than one interest point, the write operation will fail.

To evaluate the write performance, the Write Margin (WM) [2-3, 2-4] is also an
important indicator. Before the write operation, both of BL and BLB have to set at
high level (logic one). During the write operation, we sweep down the Bit-Line
voltage of the storage node “1” side of the cell from high level to ground level.
Afterwards, when the storage node “1” flip, the Bit-Line voltage at this moment is
defined as Write Margin (WM) (Fig. 2-11).

During write operation at the same Word-Line pulse width, we change the
Bit-Line voltage of the storage node “1” side of the cell from high level to ground
level. At some Bit-Line voltage the cell storage node “1” will be suddenly flip, and

the Bit-Line voltage at this moment is defined as ACWM.
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Fig. 2-10 Butterfly curve of WSNM
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Fig. 2-11 The definition of the Write Margin (WM) [2-3]

2.2.6The Size and Layout of 6T SRAM

In order to keep the read stability, the Vreap (Read-Disturb voltage) must be
small. So, the pass-gate n-type transistor should be weaker than pull-down n-type
transistor (Fig. 2-12). To maintain the write ability, the pass-gate n-type transistor
should be stronger than pull-up p-type transistor (Fig. 2-12). In addition, for keep the
stability at the standby mode, the pull-down n-type transistor cannot be too stronger
compares to pull-up p-type transistor (Fig. 2-12). As a result, the size of each
transistor of the 6T SRAM cell is specific designed to ensure maximize the read and
hold stability and the write ability.

Starting around 90nm node [2-2], the Thin-Cell layout of the 6T SRAM cell
becomes the mainstream due to the Thin-Cell of layout style could reduce BL loading
to improve performance and noise immunity. Fig. 2-13 shows the layout of 6T SRAM

which uses a single direction poly-silicon to improve manufacturability and yield.

14



“"/81 pe——— ) £

; Hpp (W L) pp,

_ Hax w/ L)AX =>Verin
Hpp(W /L)y,

Tux _ B, = Hax WL,y
3 ]
I PUP M P (W /L ) PUP

Fig. 2-13 The layout of the 6T SRAM in advanced process technology

2.3 SRAM Array Architecture

2.3.1Memory Array

For current System on Chip (SOC), memory always be build in the integrated
system (IC) as the storage media. These cells are usually formed into an array to
enhance the area efficiency and to easy access. In traditional SRAM architecture
design, all of the SRAM cells are put together with the peripheral circuit such as
Row/Column decoder and Sense Amplifier (SA) are placed next to the SRAM to
control Read/Write operation (Fig. 2-14). In this architecture, in order to control

pass-gate of all the row direction cells, the signal of Word-Line (WL) is usually a row
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direction signal. And the Bit-Line (BL) is a signal of column direction that can pass in
or out the data from the SRAM cell. So, if we want to select one cell for read or write
operation, both the Word-Line (WL) and Bit-Line (BL) must be activated. When the
interest cell is selected, the read or write operation is depend on the signal of write
enable. However, if the number of the row or column cell increase, the total
capacitance and resistance will increase on Word-Line (WL) and Bit-Line (BL), and
thus increasing the transient response. In order to reduce the transient response issue,
we can use the Hierarchical Word-Line technique and the Hierarchical Bit-Line
technique. These two techniques not only reduce the Word-Line loading and the
Bit-Line loading but also reduce the charge injection into SRAM cell and the transient

response, and thus improving the performance, power and noise margin [2-2].
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Fig. 2-14 Array architecture of an 2"x2™ memory array [2-1]
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2.3.2Differential Sensing and Large Signal Sensing Scheme

In order to get exact storage data on output pin, we must use additional
peripheral read circuit to get the storage data from Bit-Lin. The sensing scheme could
basically be divided into two categories: differential sensing scheme and large signal
sensing scheme. The differential sensing is also celled the small signal sensing in
conventional sensing scheme. In order to get the logic “0” or “1” signal from the
amplified signal of differential sense amplifier, the basic idea of the differential
sensing scheme is to sense the voltage difference between BL and BLB with amplify.
To use a cross-couple latch (Q1, Q2, Q3 and Q4) and two access transistors (Q5 and
Q6) are to combine to form a conventional differential sensing scheme (Fig. 2-16). It
is similar to 6T SRAM but the sizing and the design are different. During read
operation, after the Word-Line signal is enabled and the storage node data passed to
the Bit-Line, one of the Bit-Line will begin to go low. If the voltage difference

between BL and BLB has enough voltage to enable the differential sense amplifier,
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the sense amplifier enable (SAE) signal would go high and activate the sense
amplifier. Then, the Bit-Line pair will be fully separated and we can get a fully logic
“0” or “1”. The differential sensing scheme usually co-operate with long Bit-Line
structure which means there are many cells along the Bit-Line (usually more than
hundred cells). In the long Bit-Line structure, due to the Bit-Line loading would
become very heavy, the read time would suffer a serious degradation from the storage
node data pass to Bit-Line. Therefore, in order to improve the read time, the long

Bit-Line structure must be co-operated with the differential sensing scheme.
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Fig. 2-16 Differential sense amplifier [2-1]
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With the technology node goes the deep sub-micron of process, the leakage issue
becomes a critical issue due to the charge into the cell will become very serious in the
long Bit-Line structure. Even the Word-Line was turned off, the standby cell could be
flip by the large leakage current that would result retention fail. And the differential
sensing scheme also may fail to sense Bit-Line signal by the leakage current. Base on
this issue, the Bit-Line length must be decreased and co-operate with short Bit-Line
structure. In the short Bit-Line structure, the most common used length is about 8, 16,
or 32 cells on Bit-Line. So, the total leakage current could be reduced and the read time
could be also reduced. Therefore, the short Bit-Line structure must be co-operated with
the large signal sensing scheme. The large signal sensing scheme has been used to
sense the data on local Bit-Line [2-10, 2-11, 2-12 and 2-13]. At this scheme, the most
common used one transistor or one inverter to detect the signal on the Bit-Lines. When
the Bit-Line voltage goes lower than the sensing transistor or sensing inverter, the data
of the Bit-Line will be passed out such as to Global Bit-Line and next stage circuit.
Besides, the short Bit-Line structure can reduce the Bit-Line loading, and the storage
node data pass to the Bit-Line will be faster. Due to the large signal sensing scheme is a
single ended sensing, so the leakage is half to the differential sensing where both BL
and BLB must be connected on the differential sensing amplifier. And the large signal
scheme is easier to implement than the differential sensing scheme which is not easier
to optimize the gain. For short Bit-Line structure with the large signal scheme, the area
overhead was a disadvantage. Because of the short Bit-Line structure needs many
sensing transistors or sensing inverters in each column, the area overhead is larger than
the long Bit-Line structure. Fig. 2-17 and Fig. 2-18 show the typical the large signal

sensing scheme.
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2.3.3Non-Pipeline SRAM Design

Fig. 2-19 shows a Non-Pipeline SRAM operation diagram. When the Clock
rising edge coming, the input address will be launched and decoded at the same time.
Next the Finite State Machine (FSM) will control the WLE signal to enable
Word-Line signal to perform read or write operation. Due to the WLE signal enable,
the pre-charge circuit is turned off. In Non-Pipeline SRAM design, the WLE signal
can be seen as internal Clock. For read operation, Local Bit-Line (LBL) and Global
Bit-Line (GBL) will get the read data from the storage node data of the 6T SRAM cell.
Then, we can utilize the replica control circuit to perform dummy read or write
operation for making the WLE signal goes low to turn off Word-Line and enable
Global Bit-Line (GBL)/Output latch. When the WLE signal goes low, the pre-charged
circuit will be turned on again. This is a completely procedure of read operation in

Non-Pipeline SRAM.
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2.3.4Pipeline SRAM Design

Ultra high performance system utilizes the Pipeline SRAM to enhance the
performance. Fig. 2-20 [2-6] shows the best of the operating time in a cycle is 11
Fan-Out-Of-4 (FO4). Fan-Out-Of-4 (FO4) means an inverter can drive four identical
copies. The time of only 5 to 8 FO4 is used to operate for function and distribution
due to the output delay of L2 and the setup time of the L1 should be removed. Hence,
in Pipeline SRAM design, how to balance the operating time in every cycle is an

important issue.
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Fig. 2-21 [2-6] shows the macro of IBM fully Pipelined Embedded SRAM in the
Streaming Processor of the cell processor. Starting operating SRAM is from the 3™
cycle to 5t cycle. At the 31 cycle, one of Local Word-Line (LWL) signals will be
decoded and latched in Word-Line driver. At the 4™ cycle, the Local Word-Line (LWL)
will be enabled to perform read or write operation. By the way, the write operation is
finished in this cycle. In the read operation, the Bit-Line (BL) data utilizes the sense
amplifier to sense and keep the data until the Read Latch (RL) captures it in the
beginning of the 5t cycle. The 5t cycle is used to pass the read data from the Read

Latch (RL) to next stage.
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Fig. 2-21 Local store macros in Streaming Processor Element (SPE) [2-6]

Fig. 2-22 shows the timing diagram of the two stage pipeline design. In order to
implement the two stage pipeline design, it has to need three components which are
input latch, middle latch and output latch. Input latch is composed of the L1 latch and
the L2 latch, it is used to capture input the address data and launch the pre-decode
data to middle latch. Middle latch is L1 latch and always placed next to Word-Line
(WL) driver, it is used to latch the pre-decode data and enable Word-Line (WL) driver.
Output latch is composed of the L1 latch and the L2 latch, it is used to capture the
signal of Global Bit-Line (GBL) and launch to output node. The L1 latch is utilized
capture pre-data at negative edge of Clock and launch data to next stage at positive
edge of Clock. Next, the L2 latch captures pre-data at positive edge of Clock and
launch data to next stage at negative edge of Clock. The L1 latch and the L2 latch are

to combine to form a Flip-Flop.
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Fig. 2-22 Pipeline SRAM operation diagram

Because of this architecture is edge control, so there is no Finite State Machine (FSM)
and replica circuit to control any internal signals in this architecture. Besides, all of
the operating such as decoding and enable Word-Line (WL) to data output latch are
only operated at the positive edge Clock, and the negative edge Clock is only used to
pre-charge Bit-Line (BL) and Global Bit-Line (GBL). The fully operation in pipeline:

at the 1% cycle for decoding address signal, at the ond cycle for enable Word-Line (WL)
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and sensing data to Global Bit-Line (GBL) latch, at the 3™ cycle for available output
data. By the way, when the operating of middle latch is ongoing, the new address will

be continuing to decode in the input latch.

2.4 Global Variation and Local Variation Issue

When the real chip was implemented, there must exist variation factor due to
foundry makes the real physical device is different. At the CMOS technology process,
because of these variations can appear on the threshold voltage (Vy,), the current drive
ability and the leakage of the transistor may be decrease and larger. These problems
would affect the functionality and the power consumption. The most common reasons
are the lithography variation at each process, the concentration fluctuation of the
doping and the line edge roughness, etc. The threshold voltage (Vy,) variation could
basically be divided into two categories: Global variation and Local variation [2-7].
Global variation is also celled intra-die variation that means it between die to die.
Local variation is also called intra-die variation that means the device variation at the
same die. Fig. 2-23 shows the case for threshold voltage variation (8V;) , the variation
can be expressed as (1) [2-7]

8V = AVi_grogar + 6Ve—rocar. (1)
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Fig. 2-23 Global variation and Local variation of threshold voltage [2-2]
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For Global variation, when every time we make the real chip at different corners,
the gate length, gate width, gate oxide thickness and channel doping concentration
would be different [2-8, 2-9]. The different process condition may affect different die.
If we compare with PSNS and PFNF, the characteristic would vary inter dies. In
addition, assume the two same devices at different location in the same die. We can
find the threshold voltage (Vi) of device not the same with the same size of device. In
this case, it called Local variation. But the doping concentration is random and
follows the statistical Gaussian-Distribution. For this reason, Local variation is
unpredictable and hard to be controlled.

However, with the process technology node goes the deep sub-micron, the gate
length is very short and the doping concentration is much less. At the advance
technology design phase, the variation would become a critical problem. Both Global
variation and Local variation issues also affect the characteristic of 6T SRAM. For the
read operation, if Global variation at PSNF and Local variation of the each transistor
of 6T SRAM cell shows in Fig. 2-24(b), the Read Static Noise Margin (RSNM)
would be reduce even equal to zero or less than zero. Because of the high Vi M4 and
the low Vi M5 are to combine to form a higher Read-Disturb voltage with the high V;
M1 and the low V; M2 are to combine to form a smaller trip voltage of inverter such
as a worst case for read mode. Next, for the write operation, if Global variation at
PFNS and Local variation of the each transistor of 6T SRAM cell shows in Fig.
2-24(a), the Write Static Noise Margin (WSNM) would be reduce even equal to zero
or less than zero. Because of the high Vi M5 and the low V; M3 are to combine to
form a higher write trip voltage with the high Vi M1 and the low V; M2 are to

combine to form a smaller trip voltage of inverter such as a worst case for write mode.
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2.5 The Design Methodology of 6T SRAM

There several critical issue of 6T SRAM

Half-selected Disturb problem, Static Noise Margin

have been discussed in the Chapter 2. Unfortunately, with the technology node goes
the deep sub-micron of process, these issues will become more serious than before the

discussing. In recent years, in order to enhance survival of 6T SRAM at advance
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technology node, there has been a dramatic increase research concerned with how to
improve the read/write ability and Static Noise Margin (SNM). In fact, the most
common methodology to improve the read/write ability is four: 1) Dual Supplies 2)
Dynamic Bit-Line level 3) Dynamic Word-Line level 4) Negative Bit-Line level. We
would discuss these methods below.
2.5.1 Dual Supplies

In order to improve the performance of 6T SRAM such as the read and write
ability, the memory array and local control circuits use the difference supply voltage.
For increasing the read ability or the Static Noise Margin, we could increase the cell
supply voltage or a negative supply voltage of cell. For increasing the write ability, we
could reduce the supply of the cell. However, in order to achieve these targets, the
easiest way 1s to use the second power source, so that the supply voltage of cell and
logic circuit are separated. In order to have the best performance of the circuit, the
most common used higher supply voltage is the critical path of the circuit. It usually
sets a supply voltage 150mV — 200mV higher than the logic supply voltage to ensure
cell stability and improve performance. And the critical path of circuit can also be on
higher supply such as the Word-Line driver, decoder and write driver. However, the
implementation of dual supplies is too expensive, so we need to so consider impact to
overall system cost overhead when designing with dual supply grids. Fig. 2-25 and
Fig. 2-26 show the dual supplies. These two examples used higher supply voltage in
memory cell, the Word-Line driver, second level decode and write driver. Fig. 2-27

shows Vi and stability range of dual supply.
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2.5.2 Dynamic Bit-Line Level

Another method to improve the Read Vi, and the Read Static Noise Margin
(RSNM) is to utilize decrease a voltage about 30% of the supply voltage on Bit-Line.
For read operation, before the Word-Line signal is activated, the Bit-Line voltage
must be decreased about 30% of the supply voltage. However, it can reduce the
Bit-Line loading to improve the Read Static Noise Margin (RSNM), read speed and
no degradation of write ability, Write Margin (WM), and Write Vyin. Assume at the
short Bit-Line structure with large signal sensing scheme with Dynamic Bit-Line
Level, the sensing transistor or the inverter would be enabled too early. When we
want to sense logic “0” or “1”, the sensing inverter may be enabled too early to sense
the wrong data and read fail. So, we need to use a timing control circuit. But the
timing is not easier to be controlled and to be a crucial issue to the Dynamic Bit-Line

Level. Fig. 2-28 shows Bit-Line charge-recycling technique [2-23].
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Fig. 2-28 Bit-Line charge-recycling technique [2-23]

2.5.3 Dynamic Word-Line Level

In order to improve cell stability, we can use another method which is the
Dynamic Word-Line Level. The basic concept of the method is to use a higher
Word-Line voltage to enhance the driving effect of the pass-gate n-type transistor, and
then the write ability and read speed would be improved. But higher Word-Line
voltage would increase the Read-Disturb voltage of the 6T SRAM cell which would
decrease the Read Static Noise Margin (RSNM). Even the Half-selected Read Disturb
issue would be more serious. In order to reduce the Read-Disturb voltage and the
Half-selected Read Disturb, we can utilize the lower Word-Line voltage (such as
Word-Line Under-Drive). Rather than adopt the higher Word-Line voltage, the driving
effect of the pass-gate n-type transistor would be decrease. With the lower Word-Line
voltage, the Read Static Noise Margin (RSNM) of all cells could be improved (Fig.

2-29(b)), and the Half-selected Read Disturb issue could be reduced. But the Write
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Static Noise Margin (WSNM) would be decreased (Fig. 2-28). Hence, we can utilize
these two dual supply skills to improve the read speed, the Read Static Noise Margin
(RSNM) and the write ability. Fig. 2-30, Fig. 2-31, and Fig. 2-32 show the Multi-Step

Word-Line technique [2-17, 2-18].
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Fig. 2-29 RSNM improvement with lower Vwr, (b)WSNM decade with lower
Vwi[2-24]
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Fig. 2-30 RSNM is improved by suppressing WL level [2-16]
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Fig. 2-32 Multi-Step WL technique [2-17, 2-18]

2.5.4 Negative Bit-Line Level

Next, in order to improve the write ability, the Negative Bit-Line (NBL) is
another method [2-19, 2-20, 2-21]. The basic concept is to use a boosting capacitor to
couple a negative bias on Bit-Line into the storage node of cell to improve the write
performance. If the Bit-Line voltage was lower than zero, the cross-couple pair latch
could be easier enabled to flip the storage node data. So, this skill usually sets a
negative voltage about -200mV at the Bit-Line to enhance the write ability and the
Write Margin (WM). Although, from the Negative Bit-Line (NBL) skill, we can get
many advantages that such as the Write Margin, the read speed and the write ability. If
the implementation of the boosting capacitor uses the Metal-Insulator-Metal (MIM)

structure, the cost will be increased. Rather than adopt the MOS capacitor, it is easier
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to achieve, and not increase the cost. But, the MOS capacitor will increase the area
overhead and the capacitance is unstable. So, we need to so consider impact to overall
system area overhead when designing with this kind of skills. By the way, the
Negative Bit-Line (NBL) scheme must have a very precisely timing control to
maximize the improvement of write. Basically, the negative voltage should be
generated before Word-Line turned on. But the timing is quite hard to be controlled
and to be a crucial issue to the Negative Bit-Line (NBL). Fig. 2-32 and Fig. 2-33

show the Negative Bit-Line (NBL) scheme by using the boosting capacitor.
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Fig. 2-33 Negative ground voltage of the 6T SRAM [2-14]
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Chapter 3
Design of 1.0Mb 6T Pipeline
SRAM with Three Step-Up
Word-Line and Bit-Line Under
Drive and Adaptive Voltage

Detector skill

3.1 Introduction

In accordance with ITRS’s predictions, memory area will occupy nine-tenths
area of the chip [3-1]. Static Random Access Memory (SRAM) is an important role,
because it would dominate the area, performance, speed, die yield and power of the
SOC chip. Besides, we know that high performance multi-core processors and
clouding computing usually need high speed and large capacity SRAM to do data
processing. However, with the reducing supply voltage and scaling process, the
transistor characteristic variability would affect the subsistence of the standard SRAM
in advance technology node. When the real chip was implemented, there must exist
variation factor due to foundry makes the real physical device is different. The most
common reasons are the systematic Global variation and Local random variations due

to microscopic effects such as Random Doping Fluctuation (RDF) and Line Edge
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Roughness (LER). So, with the technology node goes the deep sub-micron of process,
these issues will become more serious than before the discussing.

When the SRAM cell is scaled, the cell stability, Static Noise Margin (SNM),
and Vi, are limited by leakage, variation, and supply voltage. In order to facilitate
read and minimize Read-Disturb (Vreap) to make sure the cell won’t flip during read
operation, the designing of 6T SRAM must follow strong pull-down n-type transistor
and weak pass-gate n-type transistor. And in order to improve write ability (write
margin) during write operation, the designing of 6T SRAM must follow strong
pass-gate n-type transistor and weak pull-up n-type transistor. But the read/write
operation of 6T SRAM cell is conflicting. So, the optimization of 6T SRAM must
consider the read/write requirements. Besides, in order to overcome these problems,
several approaches have been proposed to reduce the leakage (sub-threshold leakage
and gate leakage), variations (Vy, variation, Global variation, and Local variation),
disturbs (Read-Disturb and Half-selected Disturb), etc. Such as using high-k metal
technique, suppressing LER, optimizing channel profile, new device structure,
read/write access circuits can reduce these issues [3-2~3-5].

In this work, we proposed a Variation-Tolerant Three Step-Up Word-Line
(TSUWL) technique to improve the Read Static Noise Margin (RSNM), Write Static
Noise Margin (WSNM), and read/write speed. We use the Step-Up Word-Line
(previous design is called Word-Line Under-Drive (WLUD) [3-6 and 3-7]) scheme
(SUWL) and Boosting Word-Line scheme [2-17 and 2-18] to form a
Variation-Tolerant Three Step-Up Word-Line (TSUWL) technique. When the
Word-Line signal is activated, the first step Word-Line voltage is lower about 90% of
supply voltage that can reduce the Read-Disturb and Half-Selected Disturb issues.
And the second step Word-Line voltage is pre-charge to original supply voltage that

can avoid hurt the read speed and write ability. And the third step Word-Line voltage
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is higher about increasing 200mV that can improve the read speed and write ability.
During we use the Boosting Word-Line scheme, we propose an Adaptive Voltage
Detector (AVD) reduce technique to avoid mitigate gate dielectric over-stress. Thin
gate dielectric in deeply scaled technology such as EOT = 1.8nm at 90nm, EOT =
0.9nm at 32nm, and EOT = 0.65-0.75nm at 22nm. So, the Gate Dielectric Reliability
(GDR) must be considered. The basic concept of the Adaptive Voltage Detector is
when voltage higher than designed voltage, the Booster will be not enabled; when
voltage lower than designed voltage, the Booster will be enabled. We also propose
another circuit technique “Bit-Line Under-Drive Read-Assist (BLUD)” to enhance
read ability, Read Static Noise Margin (RSNM), and read speed. For read/write
operation, before the Word-Line signal is activated, the Bit-Line voltage must be
decreased about 30% of the supply voltage. However, it can reduce the Bit-Line
loading to improve the Read Static Noise Margin (RSNM), read speed and no
degradation of write ability, Write Margin (WM), and Write Vi, (previous design are
called Bit-Line Charge-Recycling (BLCR) [3-23] and Adaptive BL Bleeder
[3-24]).Implemented the TSUWL and BLUD and AVD schemes in a 40nm 1.0Mb 6T
SRAM with two stages Pipeline require 36.36% area overhead. This macro can
operate across wide voltage range from 1.5V down to 0.6V, with operating frequency
of 900MHz@1.1V and 25°C. The remainder of this work is organized as follows.
Section 3.2 presents Bit-Line Under-Drive (BLUD) Read-Assist scheme. Section 3.3
presents Three Step-Up Word-Line (TSUWL) Read/Write-Assist scheme. Section 3.4
presents Adaptive Voltage Detector (AVD) scheme. Section 3.5 presents the macro
implementation and Post- Simulation result. Section 3.6 briefly introduces the test

flow. Section 3.7 presents the measurement result of Test Chip.
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3.2 Proposed Bit-Line Under-Drive (BLUD) Technique

With the scaling into the deep sub-micron of process, there many problems affect
the subsistence of the 6T SRAM cell. However, at read operation, the 6T SRAM cell
had a thorny problem which is Read-Disturb that would to hurt the original storage
data (Fig. 3-1). The pass-gate n-type transistor (M3) and the pull-down n-type
transistor (M2) form a voltage divider. In this case, we assume node “Q” is “0”
(GND). When the signal of Word-Line goes high level, node “Q” would be rose to a
voltage rather than ground voltage. And the rising voltage is called Read-Disturb that

could decrease the Read Static Noise Margin (RSNM), even fail in read operation.

WL
< ®
vDD /vtrip 4
M4 F— —4 M1
L Imel QB t 30 Jmsl 1]
L m—3 =
| |
\Y I I M2
BLB Read Disturb Voltage|BL
Vdisturb

Fig. 3-1 Standard 6T SRAM cell schematic in Read mode
In read mode without Local Vy, variation, the best case is at PFNS Global
variation and high temperature (125°C); the worst case is at PSNF Global variation
and low temperature (-40°C). Compare best case with worst case on butterfly curve,

the wing of the worst case is smaller than the best case. During at PSNF corner, all of
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n-type transistors become stronger. So, the Read-Disturb voltage would increase and
may to flip the trip voltage of opposite inverter. Fig. 3-2 shows the best case had
larger square than the worst case. However, the most common seem problem to 6T
SRAM Array is the Half-Selected Read Disturb issue. At the worst case, the
Half-Selected Disturb will cause retention failure. Therefore, the first consideration of

our methodology is to improve stability in read operation by improving the RSNM.

1.2 -
@ PFNS, -40°C
1.0 1 @ PSNF, 125°C
0.8 -
A
-
o 067
S )
0.4
0.2 -
0-0 L L L L] L] L
0.0 0.2 0.4 0.6 0.8 1.0 1.2

Q)

Fig. 3-2 Standard 6T SRAM cell butterfly curves under best and worst case

In this work, we proposed a Variation-Tolerant Bit-Line Under-Drive (BLUD)
technique to enhance SRAM stability for low-voltage operation, and improve Read
Viin. If the Bit-Line Under-Drive (BLUD) technique is achieved in dual supply
SRAM, the high cell supply (VCS) for cell stability and performance critical
immediate neighboring circuits, and the low supply (VDD) for peripheral circuits to
reduce power, and Word-Line connected to VCS for write ability tracks cell VCS. But
the BLUD in dual supply SRAM had some disadvantages such as dual supply
expensive, not suitable for cost-effective SRAM compiler applications (Fig. 3-3 )

[3-22].
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Fig. 3-4 shows the op-amp based push-pull Bit-Line voltage regulator. It can set
Bit-Line level between 68%-78% of VDD to reduce the Read-Disturb voltage and
Half-Selected Disturb. This technique had some advantages such as precise pining of
Bit-Line level, PVT compensated design. But it still had some disadvantages such as
Op-Amp (analog circuits, high supply voltage, area overhead, routing) not suitable for
SRAM compiler applications (distributed SRAM macros with various sizes and
configurations).

In this work, we used large signal sensing scheme (Fig. 3-6) for SRAMs with
Bit-Line Under-Drive (BLUD) (Fig. 3-5) with following desired features: 1) Maintain
the larger sense margin and better scalability of large signal single-ended sensing to
enable further scaling, 2) Eliminate the leakage (hence possible sensing error) in large
signal sensing with BLUD, 3) Simple implementation, 4) Minimum transistor count, 5)
High-speed sensing, 6) Can be implemented in either single-supply or dual-supply
SRAMs, 7) Easy implementation for SRAM compiler applications, 8) Variation

tolerant.

CLK
PC
PWR

UDO

OSB<3>

SELE

Fig. 3-5 Bit-Line Under-Drive (BLUD) circuit
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Bit-Line Under Driver
(BLUD) Power Circuit

= k PI\;(’:R

Fig. 3-6 Large signal sensing circuit with Cross couple pair circuit

OSB<0> for Bit-Line discharge 40% of VDD, OSB<1> for Bit-Line discharge
30% of VDD, OSB<2> for Bit-Line discharge 20% of VDD, OSB<3> for no enable
BLUD scheme; OSP<0> for setting BLUD level at 60% of VDD, OSP<I1> for setting
BLUD level at 70% of VDD, OSP<2> for setting BLUD level at 80% of VDD. SELE
signal is selected bank signal; LXP is selected local word-line driver signal.
Cross-coupled PMOS to develop full-rail signal, Complementary pre-charge

PMOS/NMOS pair to neutralize coupling noise to LBL. Fig. 3-7 shows timing
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diagram for BLUD during read cycle. Assume OSB<I> and OSP<I> are high
(Bit-Line discharge 30% of VDD and setting BLUD level at 70% of VDD). For read
operation, if SELE goes high in the negative edge of CLK, PWR (Bit-Line power
source) stars to discharge Bit-Line to desired level by M5, M6 (Fig. 3-5) and
transmission gate (M2&M3 and M4&MS5 (Fig.3-6)). Final the BLUD level set by
M7&MB8 voltage divider (Fig. 3-5). When positive edge of CLK comes and LXP goes
high, (Local) Word-Line and cross couple pair will be activated to access the storage
node data. For access “0”, the P1 signal can activate with Word-Line signal at the
same time. But for access “1”, before the P1 signal is activated, the Bit-Line voltage
must be at 90% of VDD. Due to we use PMOS to sense data with BLUD, if P1 is
activated with Word-Line signal at the same time and Bit-Line level at 70% of VDD
for access “1”, the read operation may fail. During Bit-Line level at 70% of VDD, the

sensing PMOS is weakly activated that may to sense wrong data to Global Bit-Line.
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Fig. 3-7 Timing diagram for BLUD during read cycle
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Read Margin (RM) of the 6T SRAM cells can be defined as: RM=Vip — Visturb;
Where Vi, represents the trip voltage of the inverter which is composed of a pull-up
p-type transistor and a pull-down n-type transistor. Fig. 3-8 shows the RM could be
further improved if we adopt the BLUD technique. At supply 0.8V (PSNF @125C)
in read operation, the RM with BLUD technique has 31mV improvement. As supply

voltage goes high, the improvement of RM is small than low supply voltage.

300 1 ——= w/0 BLUD
W/ BLUD

250 A

Improve 31mV

Read Margin (mV)

50 -

0.8
Supply Voltage (V)
Fig. 3-8 The BLUD technique improves Read Margin with 3-c variation

Fig. 3-9 shows the LBL falling time could be further reduced if we adopt the

BLUD technique. At supply 0.8V (PSNF @125°C) in read “0” operation. The LBL
falling time with BLUD technique has 104ps improvement. As supply voltage goes

high, the improvement of LBL falling time is small than low supply voltage.
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Fig. 3-9 The BLUD technique improves LBL falling time with 3-c variation (read 0)

3.3 Proposed Three Step-Up Word-Line (TSUWL)

Technique

In recent years, there has been a dramatic increase research concerned with
read/write access circuits. All of read/write access circuits were utilized to improve
the RSNM, WSNM, read/write ability, and V.,;, which such as Suppress Word-Line
supply, and Multi-Step Word-Line, Boosting Word-Line, Negative Bit-Line, etc. For
Suppress Word-Line supply, it could reduce Read-Disturb and Half-Selected Disturb,
but the read speed and write ability would be degraded due to the pass-gate n-type
transistor would become weaker. Then, if we consider the Global variation at PSNF
with high temperature (125°C) in Suppress Word-Line supply, the WSNM and read
speed would suffer more serious degradation [3-6, 3-7, 3-8, 3-9, 3-10, 3-11]. Fig. 3-10
shows the RSNM increase with Suppress Word-Line supply. Fig. 3-11 shows the

WSNM decrease with Suppress Word-Line supply.
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Fig. 3-11 WSNM decrease with suppress word-line supply
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For Boosting Word-Line, it was utilized to enhance write performance because
the higher Word-Line voltage could increase current driving of pass-gate n-type
transistor. But this skill had some disadvantages that Half-Selected Disturb would
become more serious in row direction during read/write operation. The cost would be
increased because it needed a large capacitor. For Negative Bit Line (NBL) skill, it
could improve Write Margin (WM) and write ability by using a large capacitor to
couple a negative level to increase the current driving of pass-gate n-type transistor.
But it had the same issue with Boosting Word-Line skill which the cost increased due
to a large capacitor. Besides, both Boosting Word-Line and Negative Bit Line (NBL)
needed a precise timing control circuit, and the timing control is not easy to design in
advantage process [3-6, 3-7, 3-15, 3-16, 3-17, 3-18, 3-19].

In our previous work, we proposed Word-Line Under-Drive (WLUD) and
Step-Up Word-Line (SUWL) circuit techniques [3-6, 3-7, and 3-25] (Fig. 3-4 (a) and
(d)) to enhance read stability. This resistance-free circuit technique can be easily
implemented in SRAM compiler with minimum device/area overhead. Both WLUD
and SUWL circuit techniques could suppress Word-Line level to reduce Read-Disturb
and “Half-Select” Disturb issues. During read/write operation, Word-Line voltage was
higher than Vi, of NMOS (M4) to enable WLUD and SUWL. These two techniques
had the faster speed than Previous Read Assist circuit (PRA) (Fig. 3-4 (b)) [3-20] and
Multi-Step Word-Line Control (MWC) circuit (Fig. 3-4 (c)) [3-12, 3-13]. For PRA,
the power source node of WL driver used resistance and NMOS (M1) to form a
divided to decrease Word-Line level and rising time. Besides, PRA couldn’t cover all
of corner variation due to it only used NMOS (M1) to track WL driver pull-up PMOS
(M2). For MWC, it only used weakly PMOS (M4) to decrease WL slew-rate. But
both WLUD and SUWL circuit techniques could track all of corner variation due to

these two skills use a NMOS (M4) and a PMOS (M3) (Fig. 3-12 (a) and (d)). For
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example, we compare PSNF corner and PFNS corner. In order to reduce Read-Disturb
at the worst case which is PSNF corner, we could use M3 to track M1 of WL driver to
get a lower Word-Line level that could decrease on-current of pass-gate n-type
transistor of 6T SRAM cell to reduce Read-Disturb. At the PFNS corner, the pass-gate
n-type transistor of 6T SRAM cell became weaker to degrade the read/write ability, so
we could use M4 to track pass-gate n-type transistor of 6T SRAM cell to get a higher

Word-Line level than PSNF corner.

—d[M1

—

WL

Fig. 3-12 (a) Word-Line Under-Drive (WLUD) circuit (b) Previous Read Assist
circuit (PRA) (c) Multi-Step Word-Line Control (MWC) circuit (d) Step-Up

Word-Line (SUWL) circuit
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However, during read/write operation, WLUD circuit technique always
suppressed in our first previous work, so we improve WLUD circuit technique to
SUWL circuit technique with a tracking circuit in our second previous work. SUWL
utilized two steps Word-Line level to fix the disadvantage of WLUD because at
second step, Word-Line level was pre-charge to full voltage to improve access speed
and write performance. In this work, we proposed a Three Step-Up Word-Line

(TSUWL) circuit technique (Fig. 3-13) which combines SUWL and Boost Word-Line

(BWL).
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Fig. 3-13 Three Step-Up Word-Line (TSUWL) circuit
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Fig. 3-14 shows the circuit diagram of the proposed TSUWL. This technique
consists of three phases. For the first phase, When Word-Line level higher than Vy, of

M4, Word-Line voltage is decreased a voltage about 10% of VDD by a discharge path
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which is a PMOS (M3) and a NMOS (M4). Before the Word-Line level higher than
Vi of NMOS (M4), this skill can get better Word-Line rising speed than PRA and
WMC. For the second phase, we pre-charge Word-Line level to full voltage due to a
delay chain circuit which could control the operating time of PMOS (M3). Compare
with WLUD, the second phase of TSUWL can avoid RSNM and WSNM to suffer a
serious degradation. For the third phase, we utilize Boosting Word-Line (BWL) to
improve read/write Vi, at low voltage read/write operation. This skill could enhance
on-current of pass-gate n-type transistor of 6T SRAM cell, even increasing read/write

speed time at low voltage read/write operation.

CLK

LXP
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PO

P1

P2

VVDD

T

Fig. 3-14 Timing diagram for TSUWL during read cycle

Fig. 3-15 shows the SPICE simulation result for TSUWL with different delay
time without BWL. The operating time of PMOS (M3) is decided by delay chain. The
maximum delay time of delay chain could have more time to suppress Word-Line

level and then to reduce driving capability of pass-gate n-type transistor of 6T SRAM
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cell to improve cell stability (RSNM) [3-2]. By the way, the TSUWL circuit
technique is very suitable for SRAM compiler with delay chain control circuit
because we choose the different delay time for different Local Bit-Line length. For

long Bit-Line length, we could use maximum delay time to postpone suppress

Word-Line level.

1.1 - 1

Delay Time Min.
Delay Time Medium
Delay Time Max.

WL Voltage (V)

0.0 -J ;

Time

Fig. 3-15 Spice simulation results for TSUWL with different delay time

Fig. 3-16 shows to compare the read speed with previous (Fig. 3-12 (a) (b) (c)
(d)) and propose (Fig. 3-13) work in various process corners and temperature (Initial
rising edge = 100p, PTNT, Temperature = 25°C). The read speed is measured from
50% of VDD of Word-Line voltage (rise) to 50% of VDD of Local Bit-Line (fall).
We assume these technique use the same area of Word-Line driver to drive the same
Word-Line length (32 bits) and Local But-Line length (16 bits). Our proposed
technique has faster read speed, because the TSUWL technique use BWL to gain
faster read speed. Besides, Word-Line level and driving capability almost doesn’t

decrease.
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Fig. 3-16 Spice simulation results for read speed comparison of propose and precious

Fig. 3-17 shows to compare the read speed with previous (Fig. 3-12 (b) (c)) and
propose (Fig. 3-13) work in various process corners and temperature. The TSUWL
technique has significantly faster Word-Line rising time than previous work. Due to
previous work utilize resistance and NMOS (M1) to form a divided to decrease
Word-Line level and rising time (Fig. 3-12 (b)) or weakly PMOS (M4) to decrease
WL slew-rate (Fig. 3-12 (c)), so Word-Line rising time is longer than the TSUWL
technique. Fig. 3-18 shows to compare the butterfly curve with TSUWL and BLUD.
Fig. 3-19 shows to compare the Read Margin (RM) with TSUWL and BLUD. Fig.
3-20 shows to compare the Read Margin (RM) with TSUWL and BLUD. If TSUWL
and BLUD are to combine to reduce Read-Disturb, we could get the best
improvement. At low supply voltage (PSNF @125°C) in read operation, the RM with

TSUWL and BLUD technique has 37mV improvement.
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Fig. 3-18 Spice simulation results for butterfly curve improvement with 3-c of
variation comparison of TSUWL and BLUD

55



iR
—

—
~
£ 5 <
» @ =
= D
3 23 >
aAa
= =
—
==~
-9
=z
o
t4 :
w
I T T T =
S S < S S S S <
w S u = ) < w
en e (o] (o\] v— —

(Aw) uISIeA peay

Fig. 3-19 Spice simulation results for Read Margin (RM) improvement with 3-c

variation comparison of TSUWL and BLUD

1 ORIGINAL

TSUWL (w/o BWL)
EsEE BLUD

300 -+

L]
= S S S S
wn S w (=] w
(o] o — -

(Aw) uiSIey peay

Supply Voltage (V)

Fig. 3-20 Spice simulation results for Read Margin (RM) improvement with 3-c¢

variation comparison of TSUWL and BLUD
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3.4 Proposed Adaptive Voltage Detector (AVD) Technique

With the scaling into the deep sub-micron of process, tine gate dielectric will
become flimsy. Such as EOT = 1.8nm at 90nm, EOT = 0.9nm at 32nm, and EOT =
0.65-0.75nm at 22nm. So, the Gate Dielectric Reliability (GDR) must be considered.
In this work, we propose an Adaptive Voltage Detector (AVD) circuit technique. The
basic concept of Adaptive Voltage Detector is the voltage higher than designed
voltage, the Booster will be not enabled; when voltage lower than designed voltage,
the Booster will be enabled. In our desired features, this scheme is all digital-based
circuit on comparison of a voltage generated by diode-connected resistor-loaded
transistor circuit and the trip voltage of a reference inverter (Fig. 3-21). Then, it is a
binary decision for boosting action as follow: 1) VDD higher than designed voltage
— Booster “Off”, 2) VDD lower than designed voltage — Booster “On”. Besides, it
also has an inherently variation tolerant as follow: 1) Booster off at lower VDD for FF

corner, 2) Booster off at lower VDD for FF corner.

Mo M4
M1 M5
B ST Dc CLKB {>c CLK
M2 M6
M3 M7
RO R1 R2
OSPD<0> OSPD<1> OSPD<2> BST_TRIG

Fig. 3-21 Adaptive Voltage Detector (AVD) circuit
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This circuit operating flow: chip-selected bar signal is used generate ST, CLKB
and CLK signal to enable the detector circuit, then CLKB and CLK signal generate a
pulse width signal to enable M2 and M5. Next, compare VDO and Viyy, if VDO lower
than Vi, the booster is enabled. Besides, in order to enhance judgment at PFNF,
PTNT and PSNS corner variation, we could use these option pins which are
OSPD<0>, OSPD<I1> and OSPD<2> to solve corner variation. Fig. 3-22 shows

timing diagram for AVD during read/write cycle.

CSB

ST
CLKB

CLK

ﬁ ﬁ
VDO

VD1 \

|
BST_EN {
VD2
BST_TRIG {

S

Fig. 3-22 Timing diagram for AVD during read/write cycle

3.5 Macro Implementation and Simulation Result

In this work, we reserve Adaptive-Data-Aware Write-Assist (ADAWA) circuit
technique (Fig. 3-23) to improve write ability and WM. M1 and M2 is a pair of power
switch which is controlled by ADAWA WEB (ADAWA_ WEB means write enable
signal and high-active during write cycle). M1 and M2 are turned off if ADAWA

would enable in write cycle. M3 and M4 is also another pair of power switch which is
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controlled by Bit-Line, so only the power switch of write “0” side will be turned off
during write operation. We only turn off one power switch (M3 or M4), so the PMOS

pull-up ability and latch feedback effect of selected column won’t be weakened.

ADAWA Control Circuit
ADAWAWEB/
.

WL UVESBUB[ T VESBE T |
T ]
OB —a| Q
] ]
BLB = B = BL

Fig. 3-23 Adaptive-Data-Aware Write-Assist (ADAWA) circuit of 6T SRAM

Fig. 3-24 shows the Proposed ADAWA WEB tracking control circuit. M2 is
used to track pass-gate n-type transistor of 6T SRAM cell. M3, M4, M5 and M6 are
used to track pull-up p-type transistor of 6T SRAM cell. VCS_LOAD is a dummy cell.
Fig. 3-25 shows the timing diagram for ADAWA during write cycle. During write
operation, AWO signal goes low due to SELE and WE signal goes high, so the
VCS_LOAD voltage can discharge by M2 with M3, M4, M5 and M6. When AW1
signal goes low, ADAWA WEB signal goes low to turn on M1 and M2 power switch
that means write operation finished. This tracking control circuit can cover five corner
variations. At the write worst case which is PFNS corner, the VCS of write column
cell must drop more voltage to enhance write ability. So we can choose OSD option
pins to make discharge of VCS_LOAD voltage become slow. For PSNF corner, the
VCS of write column cell do not need to drop more voltage to enhance write ability.
So we can choose OSD option pins to make discharge of VCS LOAD voltage

become fast to protect HSNM of the column half-selected cell.
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Fig. 3-24 Proposed ADAWA WEB tracking control circuit
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Fig. 3-25 Timing diagram for ADAWA during write cycle

We measure AC Write Margin (ACWM) with the Word-Line pulse width at Ins.
Fig. 3-26 shows the ADAWA technique improves AC Write Margin (ACWM), Vin
with 3-c variation. At the worst case which is PFNS and high temperature (125°C),

ADAWA could aggressively improve the ACWM about 48mV at supply 1.1V. Fig.
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3-27 shows the ADAWA technique improves WSNM with 3-c¢ variation large than
original. Fig. 3-28 shows the ADAWA technique improves Write time with 3-c
variation. At supply 0.8V, the write time could reduce about 19% with the ADAWA
technique. But, at high supply voltage, the Write time is almost the same as the
original. Fig. 3-29 shows to compare the Write Margin (WM) with TSUWL and

ADAWA.

300
) WOADAWA
zzz W~ ADAWA
200 A

2
i | -~
:

Fig. 3-26 The ADAWA technique improves AC Write Margin (ACWM), Vi, with

3-c variation
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Fig. 3-27 The ADAWA technique improves WSNM with 3-c variation
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Fig. 3-29 Spice simulation results for Write Margin (WM) improvement with 3-c
variation comparison of TSUWL and ADAA

We have fabricated a 1.0Mb SRAM test macro with the large signal sensing for
BLUD, TSUWL, AVD and ADAWA circuit technique using the 6T SRAM cell size
of 0.303um* with a single power supply in the 40-nm advanced Low-Standby-Power
bulk CMOS technology. In this chip, there are 8192 Word-Lines and 1024 Columns
with inter-leaving 16. This macro consists of 64 I/O bits and a column multiplex of 16

per one data-I/O. Local Word-Line length is 32 bits and local bit line partition is 16
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bits. The feature of fabricated SRAM macros is summarized in Table I. Fig. 3-30
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Fig. 3-30 Critical path of 1.0Mb two stages pipeline 6T SRAM macro
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TABLE 1

Feature of the fabrication SRAM macro

Technology 40-nm LP bulk CMOS
Number of cells / LBL 16
Cell size 0.303pm’
SRAM size 1Mbit (8192 x 128)
Supply voltage 0.6 - 15V
Access time 1.1ns @1.1V 25°C PTNT

Fig. 3-31 shows the Local Read/Write circuit, also called Local-Evaluation
circuit (LEV). During read operation, when CLK rising edge goes high, Word-Line
signal, PC and PCHP goes high with PRESA and PCHN signal goes low to make
Local Bit-Line floating. P1 signal must delay few times to go low for protecting data
“1”. Then, the storage node data of 6T SRAM cell is passed into Local Bit-Line and
to use sensing PMOS (M24) to pass data into GBL. M17 and M18 (cross couple pair)
are used to separate Bit-Line pair. During write operation, when CLK rising edge
goes high, Word-Line signal, PC and PCHP goes high with PRESA, YMUX and
PCHN signal goes low to make write data signal pass into Local Bit-Line. M1 to M8
are our write assist circuit (ADAWA). M9 to M14 are our BLUD and pre-charge
circuit. Fig. 3-32 shows a read path (Word-Line to Output latch). In order to improve
read speed, Bit-Line latch is use to latch data at the positive cycle of latch signal and
we utilize the negative cycle of latch signal to sense GBL data to output latch (L1). A

16-to-1 column multiplex is used to sense GBL data to output latch (L1).
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Fig. 3-31 Local Evaluation Circuit (LEV)
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The layout plot of the proposed 1Mb two stages pipeline 6T SRAM macro is
shown in Fig. 3-33. This macro area size of the 1.0Mb 6T SRAM is 2966.80um x
1412.84um. The area penalty of the read and write assist circuit is about 36.36%.
From the comparison of Table II, we can see that the increased area overhead of the

TSUWL, AVD, BLUD, and ADAWA is 26.24%, 0.01%, 3.54%, and 6.57%.
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Fig. 3-33 Layout view of test chip

TABLE II

Area comparison

Original | W/ TSUWL [ W/AVD | W/BLUD |W/ADAWA
Area | 2732m’ | 3450m® | 2733m’ | 2829m’ | 2.91m’
% 1 1426.24% | 1+0.01% | 143.54% | 1+6.57%
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Fig. 3-34 shows the write/read ”0” simulated waveforms of a 1.0Mb two stages
pipeline 6T SRAM in read/write cycle in the typical case (PTNT corner, 1.1V,
@25°C). Fig. 3-35 shows the write/read 1" simulated waveforms of a 1.0Mb two
stages pipeline 6T SRAM in read/write cycle in the typical case (PTNT corner, 1.1V,

@25°C). Output data (DO) becomes available after next 2 cycles and it’s only

available within 1 cycle.

Write 0 Read 0
- -
CLK - T 3 3 T
LATCH/LATCHB \
WL/Q/QB ! \
YMUX :
PCHP/PCHN/PRESA [
LBL/LBLB ] A S AAY
GBL AR
DO D D

Fig. 3-34 Simulation waveform in Write/Read “0” operation
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Fig. 3-35 Simulation waveform in Write/Read “1” operation
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3.6 Test Flow

This section introduces the test flow of implemented chip. Fig. 3-36 and Table III
show the test flow of 1.0Mb two stages pipeline 6T SRAM. This flow provides a
solution when we encounter any error. According to the test flow, we can get all the
information we want on this chip.

START

4

Turn off all option pin
Test write/read minimum

Extend the time to use
the DAWA

Boosting & DAWA are enabled
Test Write minimum

Delayed start time of the
LBL Sensing PMOS

BLUD & SUWL are enabled
Test Read minimum

CHIP V¢ iy is Find

Fig. 3-36 Test flow of the implemented chip

TABLE 111

Operation Pin set

<OSB[1]:08B[0]>=11
<OSP[1]:0SP[0]>=11
<OSD[1]:0SD[0]>=11
<OSPD[2]:0SPD[1]:0SPD[0]>=000
<OSW[1]:0SW[0]>=11
<OSA[2]:0SA[1]:0SA[0]>=010

In order To know VDDmin w/o any technique.

<OSD[1]:0SD[0]>=00
2 <OSPD[2]:0SPD[1]:0SPD[0]>=010
<OSW[1]:08SW[0]>=01

In write problem, show how much the write
VDDmin is improved by Boosting and DAWA.

<OSB[1]:0SB[0]>=01
3 <OSP[1]:0SP[0]>=01
<OSW[1]:0SW[0]>=01

In read problem, show how much the read
VDDmin is improved by BLUD and SUWL.
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3.7 Implementation and Measurement Result of Test Chip
A 1.0Mb test chip is fabricated using UMC 40nm advanced Low-Standby-Power

(LP) bulk CMOS technology. Fig. 3-37 shows the die photo.

1.0Mb 6T SRAM

Fig. 3-37 Die photo

Fig. 3-38 shows measured error free full functionality die yield (without
redundancy) versus VDD (=VCC) for FF (58 dies), TT (65 dies), and SS (53 dies)
corners (without read/write assist technique). At 0.7V, we still have die yield of about

70% (FF) and 30% (TT). The Vyy of this SRAM is limited by Write operation.
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Fig. 3-38 Measured error free full functionality die yield (without redundancy) versus
VDD (=VCC) for FF (58 dies), TT (65 dies), and SS (53 dies) corners (without

read/write assist technique)
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Fig. 3-39 shows with TSUWL and ADAWA technique. At 0.7V, we still have
die yield of about 40% (FF) and 15% (TT). Fig. 3-40 shows with TSUWL and BLUD

technique. At 0.7V, we still have die yield of about 60% (FF) and 20% (TT).
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Fig. 3-39 Measured error free full functionality die yield (without redundancy) versus
VDD (=VCC) for FF (58 dies), TT (65 dies), and SS (53 dies) corners (with
TSUWL and ADAWA technique)
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Fig. 3-40 Measured error free full functionality die yield (without redundancy) versus
VDD (=VCC) for FF (58 dies), TT (65 dies), and SS (53 dies) corners (with
TSUWL and BLUD technique)
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Fig. 3-41 Measured Bit Failure Rate (BFR) at TT corner (Write-Assist: TSUWL and
ADAWA; Read-Assist: TSUWL and BLUD)

0.4 -
\
— No Technique
034 \ — — W/ Write-Assist Technique
W/ Read-Assist Technique

S
N
2

Bit Failure Rate (%)

e
—
a

0.0 T T — ¥
0.60 0.65 0.70 0.75 0.80
VDD (V)

Fig. 3-42 Measured Bit Failure Rate (BFR) at FF corner (Write-Assist: TSUWL and
ADAWA; Read-Assist: TSUWL and BLUD)
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Fig. 3-43 Measured Bit Failure Rate (BFR) at SS corner (Write-Assist: TSUWL and
ADAWA; Read-Assist: TSUWL and BLUD)

Fig. 3-41 shows Bit Failure Rate (BFR) at TT corner (Write-Assist: TSUWL and
ADAWA; Read-Assist: TSUWL and BLUD). When read/write operation with
write-assist technique or read-assist technique, the BFR is better than no technique.
Fig. 3-42 shows Bit Failure Rate (BFR) at FF corner. Fig. 3-43 shows Bit Failure Rate
(BFR) at SS corner. Fig.3-44 shows failure bit count improvement with TSUWL and
Boosting WL technique at three corners which are TT, FF, and SS corner. Fig.3-45
shows failure bit count improvement with TSUWL and BLUD technique at three

corners which are TT, FF, and SS corner.
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Fig. 3-45 Measured Failure Bit Count Improvement with TSUWL and BLUD
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Chapter 4

Conclusions

In this thesis, we presented a high-performance 1.0Mb 6T SRAM using 40nm
Low Power (LP) 1P9M CMOS technology. Banking architecture, hierarchical WL,
and hierarchical BL were used to improve the access performance. Large signal
sensing for BLUD and TSUWL were utilized to mitigate Read-Disturb and
Half-Selected Disturb while maintaining adequate sensing margin. AVD was used to
mitigate gate dielectric over-stress with booster while maintaining adequate gate
dielectric reliability. ADAWA was used to improve write ability while maintaining
adequate WM and WSNM. The SRAM operated from 1.5V down to 0.6V. The

operating frequency is 900MHz@]1.1V.
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