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Chapter 1

Introduction

1.1 Motivation

In the mobile communication systems, channel coding plays an important role to maintain

the quality of transmission. And, for the good error-correcting performance and high decoding

throughput purposes, low-density parity-check block codes (LDPC-BCs) attract high interests

in research. Despite of the LDPC block codes have capacity-approaching performance, serious

routing complexity problem is a great challenge in decoder implementations. Furthermore, the

parity-check matrices of different block lengths are needed for LDPC block codes to encode and

decode arbitrary lengths of data. To conquer these unfavorable difficulties, LDPC convolutional

codes (LDPC-CCs) were proposed in 1999. This convolutioanl version can still perform near

Shannon limit performance as well as the block code does. Compared to LDPC block codes,

LDPC convolutional codes can deal with variable lengths of data frame, and the pipeline de-

coder architecture greatly mitigate the routing congestion problem of the VLSI implementation.

Besides, LDPC convolutional codes have much simpler encoder architecture, and they also can

provide flexible coding rates through puncturing easily.
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Because of the advantages mentioned above, LDPC convolutional codes have great potential

to meet the high-speed requirements in the next generation communication systems. However,

there are still some challenges that LDPC convolutional codes need to face. The long decoding

latency and high power consumption problems should be solved. In addition, for practical

usage in the communication system, LDPC convolutional codes should be terminated with the

termination sequence or converted to the tail-bitten version. The first technique will induce

code-rate loss while padding the tail bits, and the latter one may not suitable for all lengths of

data. In this thesis, we construct an LDPC convolutional code which has the tail-bitten version.

And, at last, we proposed a high throughput and low power consumption tail-biting LDPC

convolutional code decoder with memory-based architecture.

1.2 Thesis Organization

This thesis is organized as follows. In Chapter 2, we review the concept of low-density

parity-check block codes and the iterative decoding algorithm, and the introduction of low-

density parity-check convolutional codes is also provided. Furthermore, the architectures of

encoder and decoder are also given in this chapter. In Chapter 3, a special case for constructing

time-invariant tail-biting LDPC convolutional code is proposed. The memory-based decoder

architecture is introduced in Chapter 4. Chapter 5 gives the implementation results. Conclusions

and future works are given in Chapter 6.
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Chapter 2

Low-Density Parity-Check Convolutional

Codes (LDPC-CCs)

Low-density parity-check convolutional codes were first proposed in 1999 [1], which are

convolutional codes defined by sparse parity-check matrices and can be decoded using the it-

erative message-passing algorithm. Due to the properties of convolutional codes, LDPC con-

volutional codes can be encoded and decoded with variable length of data frame. It has been

shown that these codes are suitable for certain applications such as video streaming and packet-

switching networks [2].

In this chapter, the overview of LDPC convolutional codes is given. In the following sec-

tions, firstly, the low-density parity-check block code and iterative decoding algorithm are in-

troduced. And then, some important parameters of LDPC convolutional codes are defined, and

then the methods for code construction in the literature are described. Moreover, the encoding

procedure and encoder architecture are introduced. Finally, the pipeline decoder architecture

and the corresponding Tanner graph of LDPC convolutional codes are also presented.
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2.1 Background

2.1.1 Low-Density Parity-Check Block Codes

Low-density parity-check (LDPC) block codes were first introduced by Gallager in 1960s.

However, these codes did not receive great interest at that time because of large computational

complexity and difficulties in VLSI implementations. Rediscovered by MacKay and Neal,

LDPC codes were shown to have near Shannon limit bit-error-rate performance. Moreover,

the structural regularity of LDPC codes allows a highly-parallel decoder realization compared

to the turbo decoder. As a consequence, LDPC codes have attracted considerable attentions

recently and have been widely adopted in many practical communication systems.

A binary LDPC code is defined by a sparse parity-check matrix H , which contains a rela-

tively low number of ones. For a regular (N, J,K) LDPC block code, the block length is N

and its parity-check matrix has exactly J ones in each column and K ones in each row. The

parity-check matrix can be represented by a Tanner graph, or called a bipartite graph. We give

the parity-check matrix of a (6, 2, 3) regular LDPC block code as an example in (2.1). Each

row of the matrix corresponds to a check node in the Tanner graph, and each column is mapped

to a variable node. As the example shown in Figure 2.1 , the corresponding Tanner graph has

4 check nodes and 6 variable nodes, the number of variable nodes which are connected to the

same check node is referred to the check node degree, and the number of check nodes which

are connected to the same variable node is referred to the variable node degree. The one in the

parity-check matrix is equal to an edge in the Tanner graph.
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H =



1 0 1 1 0 0

0 1 0 1 0 1

1 1 0 0 1 0

0 0 1 0 1 1


(2.1)

C1 C3C2C0

V0 V3 V4 V5V2V1

Figure 2.1: The Tanner graph of the parity check matrix given in (2.1).

Since the LDPC codes are linear block codes, the encoding procedure is just like traditional

linear block codes, we can use the generator matrix G to encode LDPC codes. Generally,

the generator matrix G could be found by Gaussian elimination of the parity-check matrix H .

For practical encoder realization, systematic encoding is often used to reduce encoding and

decoding complexity. Therefore, the generator matrix can be simply represented as G = [P |I],

where I is the identity matrix. Since GHT = 0, the parity-check matrix is H = [I|P T ]. For

any valid codeword v, vHT should be 0, and this property can be used for syndrome check in

iterative decoding.
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2.1.2 Iterative Decoding Algorithm

With the help of iterative message-passing decoding algorithm, low-density parity-check

codes are capable of achieving near capacity performance. The best known iterative decoding

algorithm is belief propagation (BP) or called sum-product decoding algorithm. Simplified

decoding algorithm such as min-sum algorithm and normalized min-sum algorithm can reduce

the decoder complexity with acceptable performance loss.

In iterative decoding, we are interested in the probability of the received symbol. These

probabilities are usually represented in terms of log-likelihood ratios (LLRs). We assume that

the log-likelihood ratio of bit n is

Ln = ln
P (x = 0)

P (x = 1)
.

The operation of iterative decoding can be described clearly using the Tanner graph. Figure

2.2 and Figure 2.3 show the Tanner graph and the notations we used in the following descrip-

tion. On the Tanner graph, the check nodes and variable nodes exchange messages along the

edges iteratively. We illustrate the message passing operation of check node in Figure 2.2, the

outgoing message of the check node is computed from the other incoming messages. For vari-

able node update shown in Figure 2.3, the channel values are also participated in the outgoing

message calculation. Let ϵ(i)mn be the message sent from check node m to variable node n, and

let z(i)mn denote the message sent from the variable node n to check node m. The a posterior

LLR of bit n is denoted by z
(i)
n . The number of iterations is represented by i, and we also set

the maximum iteration number as IMax. The iterative decoding procedure of LDPC codes is

described as follows.

1. Initialization

6



Set i = 1 and maximum number of iterations to IMax. For each m,n, set z(0)mn = Ln .

2. Horizontal Step

Check node to variable node updates, for 1 ≤ m ≤ M and each n ∈ N(m), where

N(m) represents the neighborhood of the m-th check node. For belief propagation (BP)

decoding algorithm, compute

ϵ(i)mn = 2 tanh−1(
∏

n′∈N(m)\n

tanh(
z
(i−1)
mn′

2
)). (2.2)

Otherwise, for min-sum algorithm, compute

ϵ(i)mn ≈ (
∏

n′∈N(m)\n

sgn(z
(i−1)
mn′ )) · min

n′∈N(m)\n
(|z(i−1)

mn′ |). (2.3)

3. Vertical Step

Variable node to check node updates, for 1 ≤ n ≤ N and each m ∈ M(n), where M(n)

denote the set of neighbors of the n-th variable node, compute

z(i)mn = Ln +
∑

m′∈M(n)\m

ϵ
(i)
m′n. (2.4)

4. Decision Step and Stopping Criterion Test

Let x̂n be the n-th bit of decoded codeword.

z(i)n = Ln +
∑

m′∈M(n)

ϵ
(i)
m′n (2.5)

x̂n =


0, if z(i)n ≥ 0

1, if z(i)n < 0.

(2.6)
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If H · x̂T
n = 0 or the maximum iteration number IMax is reached, the decoder stops the

decoding process and outputs the decoded codeword. Otherwise, set i = i + 1 and the

decoder repeats the decoding steps.

Figure 2.2: Message passing of check node.

Vn

C1 C2 Cm Cd

Channel value Ln

rn

xn

zmnε1n εdn

ε2n

Figure 2.3: Message passing of variable node.
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2.2 Encoding of LDPC Convolutional Codes

A binary LDPC convolutional code (LDPC-CC) is defined by a transposed semi-infinite

parity-check matrix, or referred to the syndrome former HT . For a rate R = b/c (b < c) LDPC

convolutional code, the syndrome former can be described by the following form

HT =



. . . . . .

HT
0 (t−ms) . . . HT

ms
(t)

. . . ... . . .

HT
0 (t) . . . HT

ms
(t+ms)

. . . . . .


. (2.7)

The sub-matrices HT
i (t) at time instant t given in (2.8), i = 0, 1, . . . ,ms, are size of c× (c− b).

In particular, the sub-matrix HT
0 (t) are chosen to be full rank, this condition can make encoding

easier, which is called fast encoding, and allow a register-based encoder implementation.

Hi(t) =


h
(1,1)
i (t) . . . h

(1,c)
i (t)

...
...

h
(c−b,1)
i (t) . . . h

(c−b,c)
i (t)

 (2.8)

The parameter ms is called the code memory size of LDPC convolutional codes, and v =

c · (ms + 1) is defined as the constraint length. The number of ones in each row and each

column in the syndrome former determine the variable node degree J and check node degree

K respectively. For a regular (ms, J,K) LDPC convolutional code, there are exactly J ones in

each row and K ones in each column in the syndrome former; otherwise, it is an irregular code.

If there exists a period T such that HT
i (t) = HT

i (t + T ), the code is periodically time-varying.
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For the period T equals 1, it is said to be a time-invariant LDPC convolutional code. We give an

example of (5, 3, 6) LDPC convolutional code with period T = 4 in (2.9). It can be seen easily

from (2.9) that the syndrome former has 3 ones in each row and 6 ones in each column.

HT =



1 1 0 1 0 0

1 0 0 1 0 1

1 1 1 0 0 0

1 0 0 1 0 1

1 0 1 0 1 0

1 0 0 1 0 1

1 1 1 0 0 0

1 0 0 1 0 1

1 1 0 1 0 0

1 0 0 1 0 1

1 1 1 0 0 0

1 0 0 1 0 1

. . . . . .



. (2.9)

2.2.1 Syndrome Former Encoder

The encoding procedure of a rate R = b/c (b < c) LDPC convolutional code syndrome

former encoder is described as follows. Let

u = (u0,u1, . . . ,ut−1) (2.10)

10



be an information sequence, where ui = (u
(1)
i , u

(2)
i , . . . , u

(b)
i ). And assume that the coded

sequence after encoding is

v = (v0,v1, . . . ,vt−1), (2.11)

where vi = (v
(1)
i , v

(2)
i , . . . , v

(c)
i ). The coded sequence v satisfies the constraint vHT = 0. This

equation could be further decomposed into equation (2.12) and directly used for encoding. Once

all sub-matrices HT
0 (t) have full rank, the encoder can be realized as a shift-register based en-

coder. This property is called the fast encoding property, which guarantees that the constructed

codes can be encoded continuously in real time [3].

vtH
T
0 (t) + vt−1H

T
1 (t) + . . .+ vt−msH

T
ms

(t) = 0 (2.12)

A systematic encoder can be obtained if we let the bottom (c− b) rows of the sub-matrices

HT
0 (t) are identity matrix of size (c− b)× (c− b). For this special case, the encoding equations

can be simply summarized as follows.

v
(j)
t = u

(j)
t , for j = 1, . . . , b

v
(j)
t =

b∑
k=1

v
(k)
t h

(j−b,k)
0 (t) +

ms∑
i=1

c∑
k=1

v
(k)
t−ih

(j−b,k)
i (t), for j = b+ 1, . . . , c

(2.13)

( )
T

0H t

v
t

u
t

u
t

( )
T

1H t ( )
T

2H t ( )
T

H
s
m
t

1
v
t- 2

v
t- v

s
t m-

v
t

Figure 2.4: Generic syndrome former encoder for systematic LDPC convolutional codes.
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2.2.2 Partial Syndrome Encoder

Partial syndrome encoder is another solution for linear-time encoding circuit for LDPC con-

volutional code. Considering the equation

v[0,t]H
T
[0,t] =

(
0[0,t],p[0,t]

)
(2.14)

is true for all the code sequence v[0,t] from time instant 0 to t. And HT
[0,t] is the syndrome former

matrix from time instant 0 to t, 0[0,t] is a zero sequence of length (c− b) (t+ 1), and the partial

syndrome pt is given by

pt = (pt,0,pt,1, . . . ,pt,ms−1) . (2.15)

The elements of the partial syndrome pt can be obtained from the recursive relationship

pt,i =


pt−1,i+1 + vtH

T
i+1 (t+ i+ 1) , 0 ≤ i < ms − 1

vtH
T
ms

(t+ms) , i = ms − 1

(2.16)

However, similar to the syndrome former encoder, a systematic partial syndrome encoder can

be obtained if the last (c− b) rows of HT
0 (t) is an identity matrix, and then, the encoding equa-

tion can be summarized as follows.

v
(j)
t = u

(j)
t , for j = 1, . . . , b

v
(j)
t =

b∑
k=1

v
(k)
t h

(j−b,k)
0 (t) + p

(j−b)
t−1,0, for j = b+ 1, . . . , c

(2.17)

with the initial condition that p(j−b)
t−1,1 = 0 for j = b+ 1, . . . , c while t = 0.
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Figure 2.5: Generic partial syndrome encoder for systematic LDPC convolutional codes.

2.3 Decoding of LDPC Convolutional Codes

The LDPC convolutional codes employ the same iterative message-passing algorithm as

the decoding of LDPC block codes. Different from the LDPC block codes, the corresponding

Tanner graph of an LDPC convolutional code is semi-infinite. Therefore, a pipeline decoder

architecture is proposed as a finite sliding window to perform variable node and check node

updates on the Tanner graph. Since the time interval of the same variable node doing the update

is at least (ms + 1) time instants apart, the decoding can be performed independently. This

concept allows the pipeline decoder to perform simultaneous decoding on different regions of

the Tanner graph. The sliding window decoding on the Tanner graph is implemented by using

a serial concatenation of I independent identical processors. The number of processors cor-

responds to the number of iterations of iterative decoding. Hence, the decoding performance

gets better when more processors are used. Studies have shown that LDPC convolutional code

could achieve the same near-Shannon-limit error performance as the LDPC block code does.

Recently, a comparison of LDPC block and LDPC convolutional codes indicates that, for the

same decoding performance, the LDPC convolutional codes require less hardware costs than

their corresponding block codes [4]. In addition, a detail investigation on several implementa-

tion issues such as stopping rules, decoding schedules, and several improvements to pipeline

decoder architecture can be found in [5].
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Here, we give a R = 1/2 time-invariant (14, 3, 6) LDPC convolutional code in (2.18) as

an example to illustrate the operation of the pipeline decoder on the Tanner graph. Figure 2.6

shows the corresponding trellis diagram and the illustration of pipeline decoding. Since we add

additional stage of register for pipelining, the length of sliding window in Figure 2.6 is (ms+2)

instead of (ms + 1).

(1 +D5 +D11)u(D) + (1 +D7 +D14)v(D) = 0 (2.18)

For a R = b/c (b < c) LDPC convolutional code decoder, it consists I identical processors

operating in parallel, and each processor consists (J+1)× c× (ms+1) first-in first-out (FIFO)

shift registers, (c− b) check node units and c variable node units. In particular, this regular ar-

chitecture insures low routing complexity comparing to the traditional LDPC block code. The

decoding procedure is described in the following steps. Initially, all the shift registers in the

pipeline decoder are filled with infinite value (∞) because of the dummy zeros are the initial

values in the encoder. As a new channel LLR is received, it is shifted in all the (J + 1) shift

registers. Note that the LLR stored in the first shift register indicates the intrinsic value in the

message-passing decoding. The next step is to operate the check node computations and then

update the corresponding symbols which are connected to the same check node unit. Here we

use the decoding algorithms such as belief propagation (BP) algorithm or normalized min-sum

(NMS) algorithm in the bit-error-rate simulations. For the preceding (I − 1) processors, the

variable node operations are performed just before the LLRs leave the processor. The last pro-

cessor performs the hard decision for the information LLRs. Thus, the decoding procedure

successively repeats the shifting step and appropriate node updates. As long as the initial de-

coding delay has elapsed, a total of I × (ms + 1) time units, the pipeline decoder outputs a

decoded data stream continuously.

14



Figure 2.6: Trellis diagram and the illustration of pipeline decoding.
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Chapter 3

Code Construction for Time-Invariant

Tail-Biting LDPC-CCs

In this chapter, we proposed a method for constructing time-invariant LDPC convolutional

code which could be tail-bitten when the encoding time t = 2n ≥ ms for n is a positive integer.

At the beginning, we will introduce how the tail-biting technique works. Then, some special

properties of the time-invariant LDPC convolutional code are discussed from the mathematical

point of view. At last, we constructed a tail-biting LDPC convolutional code with the properties

mentioned above.

3.1 Tail-Biting Technique for LDPC-CCs

Tail-biting could convert a convolutional code into a quasi-cyclic (QC) block code. The cir-

cular decoder architecture was proposed in [6]. Using tail-biting technique, the starting state of

the encoder is forced to be the same state as its ending state. The beginning state of the encoder

does not need to start in the all-zero state, it is determined from the information sequence. Com-

pared to the encoder termination, tail-biting avoids code-rate loss due to the tail bits are omitted.
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The tail-bitten version parity-check matrix of the LDPC convolutional code is proposed in [6],

which is obtained by wrapping the last (c−b) ·ms columns of the syndrome former after t = tN

time instant. The wrapped syndrome former H̃T
[0,tN−1] is shown in (3.1). This operation results

in a circular Tanner graph. The encoding of tail-biting LDPC convolutional code (TB-LDPC-

CC) can be achieved using a matrix multiplication circuitry, which is similar to the encoding of

the LDPC block code.

H̃T
[0,tN−1] =



HT
0 (0) HT

1 (1) ... HT
ms (ms) 0 ... 0

0 HT
0 (1) ... HT

ms−1(ms) HT
ms

(ms+1) 0 ... 0

. . . . . . . . .
HT

ms
(tN ) 0 ... 0 HT

0 (tN−ms) ... HT
ms−1(tN−1)

HT
ms−1(tN ) HT

ms
(tN+1) 0

...
... 0 HT

0 (tN−2) HT
1 (tN−1)

HT
1 (tN ) HT

2 (tN+1) ... HT
ms

(tN+ms−1) 0 ... 0 HT
0 (tN−1)


(3.1)

Another implementation for encoding the tail-biting LDPC convolutional code is proposed

in [7]. The state-space variables are used to calculate the initial state of the encoder. This

technique originally comes from [8], which presented the encoding of tail-biting codes with

feedback encoder. Let St denote the state vector at time instant t. Let ut be the information

sequence and vt be the code bits. To simplify the situation, here we consider the case of system-

atic encoding, where the submatrices H0(t) = (H̃0(t), I(c−b)). Moreover, considering a partial

syndrome encoder, the correct initial state can be calculated from the following relationship

St+1 = A(t) · St +B(t) · uT
t (3.2a)

vT
t = C(t) · St +D(t) · uT

t (3.2b)

where A(t) is the state matrix with size of ms(c− b)×ms(c− b), B(t) denotes the input matrix

with size of ms(c− b)× b, C(t)is the output matrix with size of c×ms(c− b), and D(t) denotes
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the feed-forward matrix with size of c × b. Note that the variables in the above equations are

functions of time due to time-varying are considered. These matrices A(t), B(t), C(t) and D(t)

can be determined from the state transitions of the partial syndrome encoder. In ordered to pro-

ceed, we define the following decomposition

Hi(t) =
(
HL

i (t),H
R
i (t)

)
, fori = 1, . . . ,ms, (3.3)

where HL
i (t) contains the first b columns on the left hand side of Hi(t) and HR

i (t) contains the

remaining (c − b) columns on the right hand side. Consequently, we can obtain the following

equations.

A(t) =



0(c−b)×(c−b) . . . . . . . . . 0(c−b)×(c−b) HR
ms

(t+ms)

I(c−b) 0(c−b)×(c−b) . . . . . . 0(c−b)×(c−b) HR
ms−1(t+ms − 1)

0(c−b)×(c−b) I(c−b) 0(c−b)×(c−b) . . . 0(c−b)×(c−b) HR
ms−2(t+ms − 2)

...
...

... . . .
...

...

0(c−b)×(c−b) . . . . . . 0(c−b)×(c−b) I(c−b) HR
1 (t+ 1)


(3.4)

B(t) =



HL
ms

(t+ms) +HR
ms

(t+ms) · H̃0(t)

HL
ms−1(t+ms − 1) +HR

ms−1(t+ms − 1) · H̃0(t)

HL
ms−2(t+ms − 2) +HR

ms−2(t+ms − 2) · H̃0(t)

...

HL
1 (t+ 1) +HR

1 (t+ 1) · H̃0(t)


(3.5)

C(t) =

 0b×(c−b) 0b×(c−b) . . . 0b×(c−b)

I(c−b) 0(c−b)×(c−b) . . . 0(c−b)×(c−b)

 (3.6)
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D(t) =

 Ib

H̃0(t)

 (3.7)

The complete solution of (3.2) is given by the superposition of the zero-input solution S
[zi]
tN

and

the zero-state solution S
[zs]
tN

.

StN = S
[zi]
tN

+ S
[zs]
tN

(3.8)

We can derive the zero-input solution and the zero-state solution by applying (3.2) recursively.

The zero-input solution S
[zi]
tN

is the state achieved after t = tN time instants if the encoding

started in an arbitrary state S0 and all input bits are zero.

S
[zi]
tN

=

(
tN−1∏
i=0

A(tN − i)

)
· S0 (3.9)

The zero-state solution S
[zs]
tN

denotes the state achieved after t time instants if the encoding

started in the all-zero state S0 = 0 and input is the information sequence u.

S
[zs]
tN

=

tN−1∑
j=0

[(
tN−j−2∏

i=0

A(tN − i)

)
·B(j + 1) · uT

j

]
(3.10)

Then we let the state at time t = tN is equal to the initial state S0, we can obtain

(
I+

tN−1∏
i=0

A(tN − i)

)
· S0 = S

[zs]
tN

, (3.11)

where I denotes the ms(c − b) × ms(c − b) identity matrix. Therefore, the initial state of the

encoder is

S0 =

(
I+

tN−1∏
i=0

A(tN − i)

)−1

· S[zs]
tN

. (3.12)
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Given the matrix in (3.12) is invertible, the encoding procedure for tail-biting LDPC convo-

lutional code can be summarized as the following steps [7].

1. Determine the Zero-State Response

Determine the zero-state solution S
[zs]
tN

by encoding the information sequence u with the

encoder starting from the zero-state S0 = 0. At this step, the sequence obtained at the

output of the encoder is ignored.

2. Calculate the Initial State

Calculate S0 using (3.12) and initialize the encoder accordingly.

3. Perform the Actual Encoding

With S0 correctly set, perform the actual encoding for u. In this case, the sequence

obtained at the output of the encoder is the valid code sequence v.

Figure 3.1: The illustration of a tail-biting LDPC convolutional code decoder.

3.2 Mathematical Properties of Time-Invariant LDPC-CCs

From equation (3.12), an LDPC convolutional code could have the tail-bitten version if

and only if the matrix
(
I+

tN−1∏
i=0

A(tN − i)

)
is invertible. However, whether the matrix is

invertible or not depends on the length of the encoding time duration. As a result, we should try

the encoding time duration one-by-one to test the constraint is met or not. It is very inconvenient

and may take a lot of time to do the test. For the reasons, we discovered a mathematical property

of the time-invariant LDPC convolutional code which can help us to find suitable encoding time
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duration to meet the tail-biting constraint. In fact, we focus on the time-invariant code because

the state transition matrix is simpler. And fortunately, the time-variant LDPC convolutional

code can be transformed into a time-invariant one by the folding technique proposed in our

previous work [9]. Anyway, once a time-invariant LDPC convolutional code is constructed, no

matter it is directly constructed or transformed from a time-variant code through the folding

technique, it is surely have the same properties below. The derivation is as follows.

First of all, for a time-invariant LDPC convolutional code, the state matrix is irrelevant to

time, in other words, the state matrix is no longer a function of time. Consequently, the equation

(3.12) can be rewritten to

S0 =
(
I+AtN

)−1 · S[zs]
tN

. (3.13)

Seeing that the state matrix A is binary, it is apparently that we can absolutely find a matrix Z

such that

A = I + Z

or Z = I + A

(3.14)

Therefore, the matrix

I+AtN = I+ (I+ Z)tN

= I+ I+
tN∑
i=1

αiZ
i

=
tN∑
i=1

αiZ
i

=
tN∑
i=1

αi (I+A)i

(3.15)

where αi ∈ {0, 1}. It is obvious that matrix I +A is a factor of matrix I +AtN , which means

that the matrix I +AtN is invertible only if I +A is invertible. From this relationship, we can
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infer that a time-invariant LDPC convolutional code with the state matrix A cannot have the

tail-bitten version with any length of encoding time duration if I + A is not invertible. How-

ever, we cannot know if this code could be tail-bitten for any time duration or not. Fortunately,

if I+A is invertible, then the time-invariant LDPC convolutional code can surely be tail-bitten

when the encoding time duration tN = 2n. In this case, the matrix

I+AtN = I+ (I+ Z)2
n

= I+ I+ Z2n

= (I+A)2
n

.

(3.16)

The equation above can be easily derived from the mathematical induction. Seeing that I+A is

invertible, the matrix I +A2n , or (I+A)2
n

, is definitely invertible. Hence, this time-invariant

LDPC convolutional code can have the tail-bitten version when the encoding time duration is

equal to 2n.

3.3 Time-Invariant TB-LDPC-CCs Construction

From the last section, we know that if a time-invariant LDPC convolutional code could have

the tail-bitten version, the matrix I + A should be invertible. As a result, we want to find a

code construction method which insure that code constructed with the method have the tail-

bitten version. In the past, most LDPC convolutional codes are derived from the parity-check

matrices of LDPC block codes. In [1], the authors firstly proposed the unwrapping proce-

dure to obtain a time-varying periodical parity-check matrix of an LDPC convolutional code

from a randomly constructed LDPC block code. In [10] and [11], the algebraically structured

quasi-cyclic LDPC (QC-LDPC) block codes were also applied to derive both time-invariant

and time-varying LDPC convolutional codes. Besides, a construction method to design LDPC
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convolutional codes based on protographs were proposed in [12]. In [13], a newly construction

method based on the parity check polynomials of the convolutional codes was proposed. The

parity check polynomials of the convolutional codes are generated randomly with predefined

constraints. Here, we use the polynomial parity-check matrix H(D) to construct the LDPC

convolutional code.

In our work, we choose the partial syndrome encoder as our encoder type. For the fast

encoding purpose, we restrict the diagonal entry of the parity part to be 1 in the polynomial

party-check matrix. Moreover, we set the parity part in H(D) to be lower triangular; therefore,

the tail-biting examination matrix I + A will be invertible. In other words, the time-invariant

LDPC convolutional code, which was constructed with this method, can have the tail-bitten

version when the encoding time duration tN = 2n. Now, we give an example to see how it

happened.

H(D) =


Dα11 Dα12 Dα13 1 0 0

Dα21 Dα22 Dα23 D1 1 0

Dα31 Dα32 Dα33 D2 D3 1

 (3.17)

In the equation (3.17), the left part is the information part, and the right part is the parity part.

Because the state matrix A is irrelevant to the information part in (3.4), we only focus on the

parity part in this example. The matrix I + A is as follow. From the matrix above, we can

discover that it is always invertible because of the last column of degree− one.

And, however, it is difficult to fill all the elements in the polynomial parity-check matrix

H(D) to perform good error-correcting performance with low hardware complexity. Inspired

from [14], we construct a smaller H(D) first. And then, we take it as the base matrix and span

it with the quasi-cyclic (QC) transformation to get a larger parity-check matrix. For example,

we now have a polynomial parity-check matrix as follows.
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Figure 3.2: The tail-biting examination matrix in the example above.

H(D) =



1 D11 D4 D16 1 0 0 0

D5 1 D2 D18 D2 1 0 0

D7 D9 1 D7 D15 D21 1 0

D18 D16 D8 1 D4 D8 D5 1


(3.18)

After the QC transformation, the polynomial parity-check matrix is

H(D) =



I6×6 D11 ·P4 D4 ·P2 D16 ·P1 I6×6 06×6 06×6 06×6

D5 ·P2 I6×6 D2 ·P5 D18 ·P4 D2 ·P2 I6×6 06×6 06×6

D7 ·P3 D9 ·P1 I6×6 D7 ·P3 D15 ·P4 D21 ·P5 I6×6 06×6

D18 ·P5 D16 ·P3 D8 ·P3 I6×6 D4 ·P2 D8 ·P2 D5 ·P4 I6×6


(3.19)

where
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P =



0 0 0 0 0 1

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0



(3.20)

is the left-shift permutation matrix. However, while applying the tail-biting scheme, the per-

formance will be degraded with the dependence on the length of encoding time duration. The

shorter encoding time, the poor error-correcting performance. In addition, from [15], we forced

the each elements in the polynomial parity-check matrix to be monomial in order to reduce the

number of short cycles. Figure 3.3 shows the difference between our construction method and

the traditional one.
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(a) Conventional TB-LDPC-CC construction. (b) TB-LDPC-CC construction with
the proposed examination.

(c) The proposed TB-
LDPC-CC construction.

Figure 3.3: The TB-LDPC-CC construction procedure.
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Chapter 4

Proposed TB-LDPC-CC Decoder

Architecture

In this chapter, we are going to introduce the decoder architecture in our work. At the first,

we modify the OVA scheduling to lower the storage capacity and improve the error-correcting

performance compared to the traditional flooding scheduling. Besides, we adopt the memory-

based architecture in our design in order to lower the power consumption. However, for the

throughput purpose, we also split the decoder into a 4-stage pipeline architecture.

4.1 Scheduling Optimization

4.1.1 Flooding Scheduling

The message passing schedule is the order of propagating messages between check nodes

and variable nodes over the Tanner graph. For decoding LDPC codes, the standard message-

passing decoding schedule is the flooding schedule. According to the flooding schedule, the

messages are passed in parallel between nodes. In each iteration, all the check nodes are up-
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dated simultaneously using the variable-to-check messages. Then, followed by updating all

the variable nodes using the check-to-variable messages. Although the flooding scheduling is

suited for parallel implementation, it is inefficient due to its low decoding convergence speed.

Figure 4.1 shows the processor architecture in a conventional decoder for the (14, 3, 6) LDPC

convolutional code given in (2.18). We can see that the variable nodes are performed until the

messages are all transferred into the check-to-variable messages in the processor.

Figure 4.1: Conventional processor architecture.

4.1.2 On-Demand Variable Node Activation (OVA) Scheduling

Studies have shown that the message-passing schedule affects the decoding convergence

rate and computational complexity. If we observe the standard decoding schedule, namely, the

flooding scheduling, the variable node units are activated only once before the values leave the

processor. Most messages are shifting while few messages are updating in a processor. Thus,

this scheduling is inefficient without utilizing the recent updated information. For increasing

the convergence speed, sequential scheduling are introduced in decoding LDPC block codes.

28



Recently, an on-demand variable node activation schedule is proposed in [16] to accelerate the

decoding convergence speed for LDPC convolutional code. The main idea is to change the

variable node activation location leaving from the processor to the position right before each

check node input. This on-demand variable node activation scheduling is very similar to the

layered decoding in LDPC block codes [17] [18] that check nodes could access the most recent

messages. We use the same example given in (2.18) to demonstrate the decoding scheduling

optimization by using the on-demand variable node activation scheduling technique. Although

this example is a time-invariant code, the on-demand scheduling can be applied directly to the

case of time-varying codes.

Figure 4.2: Processor architecture of on-demand variable node activation scheduling.

It can be seen from Figure 4.2, a variable node unit (VNU) can be disassembled into J sub-

VNUs (SVNUs) and distributed within a processor. Before each check node unit is activated,

the sub-VNU calculates single variable-to-check message instead of calculating J variable-to-

check messages in parallel. Therefore, the check-to-variable messages could be obtained by

the partial computation of the variable nodes, and then these updated messages could be used

to compute the remaining variable-to-check messages. The major difference from the standard

29



decoding schedule is the order of updating procedures, and it is worth to note that the both

computational complexity is the same.

To be more specific, in Figure 4.3, n1 is a variable-to-check message which is obtained by

the summation of the intrinsic channel value u and two check-to-variable messages m2 and m3.

Then this recently generated n1 is accessed by the check node unit immediately to compute

new check-to-variable message m
′
1. Also, the message m

′
1 is available for next sub-VNU to

calculate a new variable-to-check message n2 for further check node updating within the same

iteration. It is clear that the frequency of message passing between check node and variable

node is significantly increased. Using this scheduling, the messages can flow faster through the

Tanner graph.

Figure 4.3: The illustration of on-demand variable node activation scheduling.
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[48,24,21,1] LDPC−CC flooding 10−iter.
[48,24,21,1] LDPC−CC flooding 20−iter.
[48,24,21,1] LDPC−CC OVA 10−iter.
[48,24,21,1] LDPC−CC OVA 20−iter.

Figure 4.4: BER performance of OVA scheduling and flooding scheduling. [floating-point]

4.1.3 Modified OVA Scheduling

Seeing that the variable-to-check message n2 is irrelevant to m2 in the equation in Figure

4.3, it is not necessary to keep the value after the variable node updating of n1 any more.

Hence, we can put the received channel value into the storage row of second degree instead

of the original m2 without break the regularity in the decoder architecture. Figure 4.8 shows

the new processor architecture. However, in our implementation, it can reduce 30.77% storage

requirements. This modified OVA scheduling is similar to the OVA scheduling with channel

value concealing which is proposed in [9], but this method is more suitable to the memory-

based design because the quantization bit number for every time instant are all the same. But

the shortcoming is that it can’t employ the re-timing technique.
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[48,24,21,1] LDPC−CC 10−iter.
[48,24,21,1] LDPC−CC 20−iter.
(4992,2496) TB−LDPC−CC 4−iter.
(4992,2496) TB−LDPC−CC 8−iter.
(4992,2496) TB−LDPC−CC 12−iter.
(4992,2496) TB−LDPC−CC 16−iter.
(4992,2496) TB−LDPC−CC 20−iter.
(2496,1248) TB−LDPC−CC 4−iter.
(2496,1248) TB−LDPC−CC 8−iter.
(2496,1248) TB−LDPC−CC 12−iter.
(2496,1248) TB−LDPC−CC 16−iter.
(2496,1248) TB−LDPC−CC 20−iter.
(1248,624)  TB−LDPC−CC 4−iter.
(1248,624)  TB−LDPC−CC 8−iter.
(1248,624)  TB−LDPC−CC 12−iter.
(1248,624)  TB−LDPC−CC 16−iter.
(1248,624)  TB−LDPC−CC 20−iter.

Figure 4.5: Performance curve of the constructed TB-LDPC-CC with OVA scheduling.
[floating-point]

4.2 Memory-Based Architecture

For the low-power issue, we adopt a memory-based architecture in our VLSI implementa-

tion. In addition, using the memories instead of the registers to store the messages on Tanner

graph can reduce the loading of the clock tree, which can benefit the routing complexity. In this

section, we are going to introduce the distinguishing features in our work.

1. Memory Address Transferring Instead of Data Shifting

Seeing that all the messages is stored in the memories, we can use the address to indicate

the head of data, namely the time indication. Since there is no data shifting between

processors, the number of iterations is not relevant to the number of processors now.

Hence, we can arbitrarily alter the decoding iterations with the trade off between error-
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Figure 4.6: Performance curve of the constructed TB-LDPC-CC with OVA scheduling.
[(6,2)fixed-point]

correcting performance and decoding throughput.

2. Channel Value Location Pre-Computation

While the channel value and the variable-to-check message are stored in the same memory

bank, the channel value location should be pre-computed in the initial stage of decoding

procedure due to the modified OVA scheduling, or the decoder architecture regularity

would be broken. The corresponding degree of the channel value is dependent on the

time instant, namely, the address of the memory. In this case, we need little circuitry

overhead to determine the correct location of channel value.

3. Memory Banks Sharing Between Decoding Processors
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Figure 4.7: Average iterations with early termination at different SNRs.
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Figure 4.8: Processor architecture of modified OVA scheduling.

As the architecture of the processors are identical, the corresponding memories can be

merged together into a larger one due to the same behavior of the individual processors.

Therefore, the decoder area can be decreased. However, because the number of bits of a

word in the memory is fixed to a maximum value, it is not true that all the correspond-

ing memory banks can be combined together. In our decoder implementation, only the

memory banks corresponding to the variable nodes with degree − 1 and degree − 2 in

the polynomial parity-check matrix can be merged through different processors.

4. 4-Stage Pipeline to Enhance the Data Throughput

Considering the memory bandwidth in our work is much less than the register-based de-

sign, we insert pipeline registers to break up the critical path into small pieces for improv-

ing the throughput by increasing clock frequency. Note that the pipeline register inserted

may discontinue the connection between processors, it will result in much inconvenience.
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Figure 4.9: Memory-based processor architecture of modified OVA scheduling.

Fortunately, we can solve this problem by preventing it at the encoding stage.

5. Parallel Decoding with Quasi-Cyclic Characteristic

Due to the QC characteristic, the elements in the same circulant can be stored in the same

word of the memory. This is an amazing property for parallel operations because the

connections between variable and check nodes are regular and the memory bandwidth

efficiency is better. Besides, the connections between the variable and check nodes are

pre-determined instead of using the barrel shifters [19] because the connected ”variable

nodes” are not the same between the layers even though they are in the same group of the

columns in the polynomial parity-check matrix.

6. 4-Layers Decoding for Avoiding Memory Conflict

Because all the variable nodes which are belong to the same column in the polynomial

parity-check matrix are stored in the same memory bank, it will need to access different

memory address simultaneously if two or more ”layers” are activated. As a result, we
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Figure 4.11: The timing diagram of the 4-stage pipeline.

break the code into four layers to perform the decoding procedure owing to the properties

of the code structure itself.

7. Control Signal Duplication

While the bandwidth of data bit transferring is quite large, the fanout of the control signal

is extremely high. Consequently, we have to duplicate the control signals to lower the
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fanout; otherwise, the critical path will be increased due to the logic effort imbalance.

Basically, we duplicate the control modules until the worst paths are not caused by the

control signals. However, it is amazing that the timing path is relieved and the area is

reduced even the number of control modules is increased.
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Figure 4.12: Memory-based decoder architecture with modified OVA scheduling.

However, there are some design challenges we have to face. First of all, since the memory

bandwidth is limited, we need very large amount of memory banks to maintain the throughput.
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But, it will cause huge difficulty while at floor planning stage in automatic place and route

(APR). How to place the memory banks is going to be very important. Secondly, in the code

construction stage, the polynomial coefficient difference between ”layers” should be greater

than 1 to avoid the memory conflict. Third, the power planning should be strong enough to

relief the IR-drop.

Multiple Code Lengths Handling Capability

Besides, thanks to the tail-biting scheme, we also provide multiple code length handling

capability; in other words, the decoder is able to decoding codewords with different frame sizes.

We can change the mode to decode more smaller codewords concurrently, or to decode a larger

size codeword one at a time. For an instance, while the channel is noisy, we can use the larger

code size one to perform better performance. On the contrary, we use the smaller codewords for

lower power consumption when the channel situation is pleasing. Moreover, unlike the LDPC

block code with the single frame size, due to the capability of decoding different frame sizes, it

will more suitable for different applications, too.

It is worth to mention that the tail-biting LDPC convolutional code is a QC block code.

The decoder architecture can be implemented with the conventional technique which is often

utilized in LDPC block code to obtain higher data rate. Nevertheless, this will be extremely

hard to fulfil the capability of dealing with multiple code lengths. Consequently, we choose to

preserve this admiring capability in our design.

Permutation Network

As shown in Figure 4.12, the inter-processor and inter-row permutation network are intro-

duced in out design. Both of them are composed of a series of multiplexers circuitry. The

inter-row permutation network is used to solve the different cyclic shift between the layers. On
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the other hand, the inter-processor permutation network deals with the different data resources

and data destinations such that our design can handle different frame sizes. In fact, in our im-

plementation, there are three frame sizes available; moreover, the frame sizes are referred to

the length of one processor, two processors, and four processors, respectively. Hence, there are

some simplifications adopted in the inter-processor permutation network. The detail connec-

tions are described in Figure 4.13.

Figure 4.13: The description of inter-processor permutation network.

39



Chapter 5

Simulation and Implementation Result

Our proposed time-invariant irregular LDPC convolutional code decoder chip integrates the

following techniques. For scheduling optimization, the modified on-demand variable node ac-

tivation scheduling is presented to improve decoding performance and reduce storage require-

ments. Memory-based design can lower the routing complexity and the power consumption.

The capability of handling multiple frame sizes can further lower the power consumption and

apply to various applications.

The test chip was implemented with UMC 90nm 1P9M CMOS process.

5.1 System Specification

With the post-PC era, all the personal, family or business electrical equipment are toward the

way to the development of the portable communication device. As a result, Wireless Personal

Area Network (WPAN), including UWB (Ultra Wide Band) system, Bluetooth, ZigBee and

NFC (Near Field Communication) applications, plays an important role in our daily life. The

IEEE 802.15.3c standard [20] is developed for WPAN while focusing on the indoor over Gb/s

data rate transmission for operation in the 60 GHz radio frequency band. In fact, our proposed
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code was constructed on the base of the parity-check matrix of the channel decoder in IEEE

802.15.3c standard. Hence, we are focus our work on its applications. However, in this standard,

the highest data rate request is greater than 5 Gb/s, and the demanding data rate for code-rate

R = 1/2 is 1.76 Gb/s. There are three modes, single-carrier (SC), high-speed interface (HSI)

and audio/video (AV) modes respectively, and one common mode, for enabling the switching

among different modes, specified in the standard. In this thesis, we simulate the code bit-

error-rate (BER) performance with the binary-input additive white Gaussian noise (BI-AWGN)

channel model.

5.2 Parameter Determination

When we are going to implement the decoder, there are some parameters we have to discuss

and make the choice. In our work, we adopt the normalized min-sum algorithm to perform

the message-passing decoding. While the complexity of log-BP algorithm is too huge and the

BER performance of conventional min-sum algorithm is unfavorable, the normalized min-sum

algorithm possesses good performance and low complexity. However, the scaling factor is

chosen to be 0.75 for the error-correcting performance and hardware implementation concern.

Furthermore, the log-likely-hood ratio should be quantized to be fixed-point value. From

the simulation result, we choose the 6-bit quantization, 4-bit integer part and 2-bit fraction part,

in our design with tolerable performance loss. Although the performance is better with 7-bit

quantization, it doesn’t have large difference. But in the view of hardware cost, the cost of 7-bit

quantization decoder is much higher. Figure 5.1 shows the LDPC-CC BER performance with

different bits quantization using normalized min-sum with scaling factor 0.75.

After the quantization bit number is decided, we are going to determine the parallelization

factor to enhance both the throughput and error-correcting performance. Whereas the maximum
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Figure 5.1: Fixed-point simulation results using OVA scheduling with 8 iterations.

bit number in a word of the memory is 144, we choose the parallelization factor as 6 which will

exactly meet the maximum bit number. The reason why we choose this number is that if the

parallelization factor is greater, it will need more memory banks to store the messages. On the

other hand, if the parallelization factor is smaller, the cost is just little reduced. Hence, the factor

which meet the maximum word bit number is the best choice.

Now, seeing that the parallelization factor is determined, the next step is to determine the

memory size, the length of the FIFO of encoder, of the LDPC convolutional code. However,

in order to compare to the performance of the (491, 3, 6) LDPC convolutional code in [13], we

choose the memory size to be 21 such that the constraint length of our code is closed to that

the (491, 3, 6) LDPC convolutional code has. From the simulation result, we find out that the

LDPC-CC we constructed has the better performance while in the low SNR situation. In high

SNR condition, our code performance is worse than the (491, 3, 6) LDPC-CC because of the

error floor phenomenon. However, we take the analysis of the error floor, and we discover that it
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is caused by the degree− one components in the parity-check matrix which cannot be updated

through the iterations. Besides, it is worth to mention that the memory size is small, thus the

hybrid-partitioned FIFO architecture in our previous work [9] is no longer suitable to use. In

other words, this code is suitable for memory-based design.

Finally, concerning with the decoder area and the available frame sizes, the number of pro-

cessors is chosen to be 4. And, memory bank sharing technique is performed efficiently in

this case, too. The codeword lengths then have 3 choices as the length of 1, 2, 4 processors.

However, the error-correcting performance insufficiency can be overcome by the circular de-

coder architecture due to the tail-biting technique. Besides, the early termination scheme is

introduced to improve the data rate in our design.

5.3 Chip Implementation

5.3.1 Testing Consideration

In our design, we have the following testing mode to verify the chip functionality.

• Normal Function Operation

In this mode, we can get the corresponding decoded output of the input pattern.

• Build-In Automatic Output Comparison

In this mode, we can input the correct output into the decoder; therefore, the decoder

compare that the correct sequence is consistent with the decoded output or not. This

can check the functionality with higher speed and prevent from the failure occured at the

output pad.

• Random Number Generation Test

In case of the failure occured at the input pad, we use this mode to see if the decoder

43



works well.

5.3.2 Measurement Result

From the measurement result, our decoder’s maximum clock operating frequency is up to

305 MHz, and the throughput is 1.83 Gb/s at 4 iterations. The power consumption is 275mW

under the condition that the voltage supply is 0.8 V at 305 MHz. When supply voltage is scaled

to 1.2V, the throughput can be enhanced to 2.1 Gb/s with larger power consumption.

Figure 5.2: The Shmoo plot of the test chip.

5.4 Implementation Result and Comparison

The total core area in our design is 2.27mm2 (I/O buffer included), and the chip utilization

is up to 90.2%. Table 5.1 present a brief summary of the proposed time-invariant tail-biting

LDPC convolutional code.
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Figure 5.3: Measured throughput and power at different frame sizes.

Table 5.1: Chip Summary.
Process UMC 90nm 1P9M

FEC TB-LDPC-CC
Constraint Length (21 + 1) ∗ 6 ∗ 8 = 1056

Input Quantization 6 bits
Chip Utilization 90.2%

Parallelization Factor 6
Processor Number 4

Memory 104.8 Kbits
Decoder Area 2.18mm2

Max. Clock Frequency 305 MHz
Max. Data Rate 1.83 Gb/s
Decoder Power 275mW
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Table 5.2: Comparison with state-of-the-art.
This work [9] [21] [22] [14] [23]

FEC Type TB-LDPC-CC LDPC-CC LDPC-CC LDPC-CC LDPC-CC LDPC-BC

Constraint Length / Block Size 1056 984 258 960 946 672

Code-Rate 1/2
1/2, 2/3,

1/2 1/2 1/3
1/2, 5/8,

3/4, 4/5, 5/6 3/4, 7/8

CMOS Technology (nm) 90 90 90 90 90 65

Input Quantization (bit) 6 6 8 6 6 6

Processor / Iteration 4 5 3 11 (10) 1 5

Memory (Kb) 104.8 52.5 - 221.28 - 0

Chip Utilization (%) 90.2 87.8 - - - 73.3

Decoder Area (mm2) 2.18 2.24 1.5 5.363 0.924 1.4

Max. Frequency (MHz) 305 198 600 256.4 250 197

Max. Data Rate (Gb/s) 1.83 2.37 0.6 1.025 2 3.57

Power (mW) 275 287 368.7 682 - 469.7

Energy Efficiency (nJ/bit/proc) 0.0376 0.024 0.2048 0.0665 - 0.0263

Chip Status Measurement Measurement Measurement Post-Layout Synthesis Measurement
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we proposed a time-invariant tail-biting LDPC convolutional code chip design.

With decoding scheduling optimization, the modified OVA scheduling is used to achieve twice

faster decoding convergence speed than the standard decoding schedule. Furthermore, this

technique also saves 30.77% storage requirements. And, the memory-based design are adopted

to save the power consumption. And, the multiple frame sizes handling capability can lower the

power and adapt to multiple applications.

Integrated with these schemes, the test chip is implemented in a UMC 90nm 1P9M CMOS

process. The decoder area is 2.18mm2 with 90.2% chip utilization. The maximum clock fre-

quency is 305 MHz, and the data rate is 1.83 Gb/s at 4 iterations.

6.2 Future Work

In this thesis, the code performance has obvious error floor phenomenon. Hence, to lower

the error floor is the problem for future studies. And, applying the tail-biting scheme to a time-
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variant code is another challenge for general LDPC convolutional code construction. In addi-

tion, since the LDPC convolutional code which is constructed with the polynomial parity-check

method has some connections with the QC-LDPC block code, the dual mode implementation

handling both block and convolutional code is possible. A decoder architecture which can sup-

port convolutional code and block code is our next goal.
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