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Latency-Optimization Synthesis with

Module Selection for Digital Microfluidic Biochips

Student: Kuang-Cheng Liu Advisor: Dr. Juinn-Dar Huang

Department of Electronics Engineering & Institute of Electronics
National Chiao Tung University

Abstract

Digital microfluidic biochip (DMFB) is a latest development in biomedical
electronics. DMFBs_can replace traditional bench-top equipments, which are
generally costly and bulky, to-accelerate processes and save the costs of biochemical
experiments. However, synthesis of various reactions on a biochip is a complicated
work and thus _needs the help of design automation tools. One of the major
optimization goals of DMFB synthesis Is latency minimization. To minimize the assay
latency, module selection must be considered in synthesis flow. Most of current
approaches with module selection capability-adopt non-deterministic methods, such as
genetic algorithms or Tabu searches. These methods may consume lots of runtime and
thus make online (real-time) synthesis impossible. In this thesis, | propose an efficient
latency-optimization synthesis with module selection ability, named LOSMOS. It
minimizes assay latency by storage minimization and latency-driven iterative
rebinding. Experimental results show that LOSMOS outperforms all the previous
works, including the state-of-the-art Path-scheduler by 18.22% in terms of latency
reduction; and even does better than an optimal ILP-based scheduler without module

selection in most cases with very little runtime.
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Chapter 1
Introduction

Biochip technology is one of the most critical eras in hi-tech industry nowadays.
The annual report of International Technology Roadmap for Semiconductors (ITRS)
points out that biochip is a solution to achieve “More than Moore”, and explores
functional diversification of CMOS [1]-[2]. One of the emerging topics of biochip is
the digital microfluidic biochip (DMEB).

A DMFB is a kind of lab-on-chip (LoC) which develops to substitute for
traditional bench-top procedure in laboratory. Different from doing the biochemical
assay on heavily_instruments, LoC accomplishes the biochemical reaction on chip
with a few square centimeter area via manipulating reactants.on its surface. It
provides more safety and saves more costs when dangerous liquid and precous

reactants are involved in experiments.

Figure 1. A LoC substitutes bench-top procedure in laboratory

Traditional LoCs manipulate continuous flow with micro-channels. The
movement of reagents and buffers are controlled by microvalves and integrated

micropumps. According to the fixed micro-channels, this type of biochip can only



serve for a specific biochemical assay. In contrast, the digital microfluidic biochip
(DMFB) dispenses reagents as discrete droplets and manipulates them by applying
different control voltages to electrodes under chip's surface [3]-[4]. Therefore,
different reactions can be finished in the same chip architecture without any device
change. DMFB provides a general solution for bioassay instead of a specific purpose.
Other advantages of DMFBs are low manufacturing cost, portability, high-throughput,
reconfigurable, and higher reliability since less human involved [5]. According to
these features, DMFB is suitable to perform applications as clinical diagnostics,
environmental toxicity monitoring, and point-of-care diagnosis [6]. Designing a
DMFB to meet a variety of applications is a considerable work. Any minor change in
original reaction will lead to redesign. Therefore, design automation is indispensable
to reduce human cost. With the-increased demands of biochips, lots of works have
been proposed to deal with problems in the DMFB design flow. According to [7],
DMFB design flow consists of two stages, fluidic-level synthesis and chip-level
design. The first part, fluidic-level synthesis, focuses on droplet manipulating. It
covers complicated problems like sample preparation [8] operation scheduling and
operation binding [19], module placement [20]-[22], and droplet routing [23]-[26].
Instead of fluid control, manufacture problems are the major concerns in the second
part, such as pin assignment and wiring [27]-[29].

the front-end of fluidic-level synthesis, named high-level synthesis, includes two
parts: operation binding and operation scheduling. The two parts are the most
determinant of assay latency. If the operations are scheduled and bound attentively,
the assay latency can be certainly minimized. However, as far as we know, there still
some problems are not well-considered in current high-level synthesis flow, such as
storage unit control and module selection. High amount of storage units may occupy

much area, lessen available mixing space, and then leads to long assay latency or
2



infeasible scheduling. Moreover, module selection provides more possibility to
enhance utilization of array area. It leads to shorter latency. However, previous works
with module selection ability are all non-deterministic algorithms which are
time-consuming. Thus, a deterministic synthesis with module selection ability must
benefit the DMFB design flow. This work proposes a latency-optimization synthesis
with module selection, LOSMOS, to solve the operation scheduling and the operation
binding problem. LOSMOS is based on list scheduling and thus is very efficiency.
The experimental results show that LOSMOS obtains better results than most of
previous works with less execution time. The remainder of this work is organized as
follows. Chapter 2 briefly reviews the DMFB architecture and previous works. Our
motivation is described in-Chapter 3. In Chapter 4, we describe the problem
formulation and present the proposed algorithm. In the end, we verify our algorithm

by experimental results in Chapter 5 and conclude this work in Chapter 6.



Chapter 2
Digital Microfluidic Biochip

2.1 Architecture

A DMFB architecture is a 2-D array of cells as shown in Figure 2(a). Each cell
consists of two glass plates which are coated with indium tin oxide (electrode),
parylene C (insulator) and Teflon AF (hydrophobic surface). Indium tin oxide (ITO)
electrodes are used to drive droplets by electrowetting-on-dielectronic (EWOD) effect.
It implies the potential change leads to the surface intension change of fluids, and
makes them lean to active electrodes. In general, most droplets can be transported at
20Hz with the 1.5mm pitch [3]-[4]. It means that a droplet can cross more than 20
electrodes within a second (0.05sec/electrode). Compared with the duration of other
assay operations like mixing (6~10sec), the routing time is thus negligible. Parylene C,
a dielectric insulator which "is coated with Teflon AF (hydrophobic surface), is
allocated on the top and bottom plates to decrease the wettability of the surface and to
add capacitance between the droplet and the electrode. Furthermore, to prevent
evaporation of droplet and to smooth the movement, immiscible silicon oil will be put
in the space between two plates [3]. In additional to cells, there are other devices
including reservoirs, dispensing ports and detecting cells in a DMFB, as shown in
Figure 2(a). Reservoirs and dispensing ports usually located on the side of the DMFB.
The droplet is formed from a reservoir and enters the chip through the dispensing port.
For avoiding liquid contamination, one reservoir should be dedicated to one kind of
reactants. The other component, detecting cell (detector), is used to evaluate the

property of a droplet. The structure of a detector is decided by the assays to be



performed. For example, the optical detectors suit the colorimetric assay [13]. In this
case, a photodiode and light-emitting diode are placed over the top and under the

bottom of the cell respectively, as show in Figure 2(b).

Bottom Photodiod Indium Tin Oxide
Droplet  glass plate (ITO) electrodes
/ Glass

< DropIe}»

I'T T1 IT I

Electrodes 2.3 0 Glass \

(2D array) LED High voltage
array size=16(cells)

(a) (b)

Figure 2. (a) DMFB architecture and (b) A cell with detector



2.2 Fluidic Operations

There are three kinds of fluidic operations in a DMFB, including the dispensing
operation, the detecting operation, and the mixing operation. A dispensing operation
means that a dispensing port injects a droplet from a reservoir into the chip. A
detecting operation means routing a droplet to a detecting cell and evaluating its
property. The operations mentioned above all operate on the real device (reservoirs,
dispensing ports, and detecting cells). However, mixing operation operates on a cell
group which does not locate on a specific position. This cell group is composed of
adjacent cells. Two droplets are combined and then moves. rapidly among adjacent
cells to finish mixing operation. While a mixing operation is finished, all cells used by
the mixing operation will be freed-immediately. Those cells can be used by the other
operation again. According to this property, a mixing operation is also called a
reconfigurable operation. Besides, the group of adjacent cells which can perform
mixing operation .is also called a “module”. The performance of a module is related
by its size and routing pattern. Figure 3 shows possible routing patterns. Since the
module with large size has longer straight-path to accelerate a droplet, it leads to

shorter duration. Table 1 shows different module types.

1= e

Figure 3. Routing patterns
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Table 1. All kinds of module for a mixing operation

Moule | Colls | Duration-

Mix22 2x2 5s
Mix23 2x3 4s
Mix24 2x4 3s

NS Tese



2.3 Sequencing Graph Model

A biochemical assay, as shown in Figure 4, can be formulated as a set of fluidic
operations. The relation between fluidic operations can be represented by sequencing
graph model, as shown in Figure 5. In the sequencing graph model, each node
indicates a fluidic operation and the edge between two nodes means their dependence

and the droplet routing between two operations.

Deoxy-
nucleotide

DNA PCR

Figure 4. Biochemical assay

Figure 5. Sequencing graph
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2.4 High Level Synthesis of DMFBs

High-level synthesis (HLS) plays an important role in the front end of biochip
synthesis. It always contains two parts: operation binding and operation scheduling.
These procedures are crucial for determining the latency of an assay. For operations
performing on real devices like the dispensing port and the detector, operation binding
indicates that to assign a real device to perform an operation. Each device can only
execute one operation at a time. On the other hand, for the reconfigurable operations,
since there are more than one module can be performed on a reconfigurable operation,
operation binding means decide the module which contains the size and the duration

for an operation. Therefore, it is-also-called module selection.

cell(f) = 4 | Module | Cells | Duration
5s

duration(f) = 5, _-== Mix22  2x2

&P Mix23  2x3 4s
\ __o——m" Mix24  2x4 3s
= cel(g) =8

duration(g) =3

Figure 6. An example of operation binding

After operation binding, the size and the duration of all operations are known.
Operation scheduling can be performed after. Operation scheduling decides the start
and the end cycle of all operations without dependency and resource violation to
minimize the total latency. Since a sequencing graph is similar to a data flow graph in
VLSI synthesis, we can refer to the algorithms used in VLSI design (e.g., list
scheduling) to solve scheduling problem. However, different from the VLSI

scheduling, storage units play an important role in DMFBs. A storage unit is happened



when two dependent operations are not scheduled closely. 1-cell space is needed to
keep the resultant droplet of the former operation. The storage unit is not vanished
until the next operation uses it. Taking Figure 7 for example, a storage unit needs to
store the resultant of operation e since operation g cannot be scheduled right after
operation e. Because storage units may also use the area which mixing operations
need, controlling the amount of storage units is necessary to achieve an efficient

scheduling result.

Stordge|unit

c(4) A /A A

érrajrsize =16

Figure 7. An example of operation scheduling
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Chapter 3
Previous Works

3.1 Without Module Selection

The approach [10] is the first work mentioned scheduling problem as far as we
know. It formulated the biochip scheduling problem and proposed an ILP algorithm to
solve this problem. In the ILP algorithm, all operations bind to the fastest module for
simplify the complexity ‘and a PCR reaction example are introduced. [11] is a
successor of [10]. In‘[11], the ILP model has been further refined. The area constraint
issue and more operation types like detecting operation are considered. This method
can guarantee an optimal solution. Since the ILP method is hard to deal with larger
cases, two heuristics, the heuristic based on a genetic algorithm (GA) and the
modified list scheduling algorithm (M-LS), were proposed in [11]. The former one —
GA is based on list scheduling and the priority of operations is decided by genetic
algorithm. However, GA may also suffer from long execution time. Therefore, a
hybrid genetic algorithm (HGA) was developed to shorter the execution time of GA
through searching space reduction [12]. However, HGA is a special purpose algorithm
for in-vitro cases. The latter one — M-LS, schedules operations in the increasing order
of their criticality, i.e., the longest path from an operation to the sink. M-LS is very
efficient and can be finished in very short time. However, it suffers from the storage
excess problem. Although M-LS uses the rescheduling step to solve this problem, it
may still be stuck in high fan-out graph. Figure 8(a) shows a rescheduling step
example by scheduling the assay in Figure 8(b) on a biochip which contains a 2-D
array with 16 cells and four ports, S1, Ry, Sz, and R,. At cycle three, since operation e

11



and operation j could not be scheduled, storage units are needed to store the resultants
of operation d and operation i. However, the used area is out of total area. The
rescheduling step must be performed. The step is achieved by going back to the
previous step. Then, reschedule the latest scheduled operation until the used area fits

the area constraint.

Sy Ry S; R,

cycle=1 cycle =2 cycle=3 cycle=4 alb flg
R, R,
' - = OF OF
~ ~ -
G =a" %0 5,15, Ri[R,|
b b b 1 1 1 1
mw c(8) = ) = )
4 | 4 4 array size = 16
1 2 3 4 1 2 3 4 1 2.3 4 L »2%3 %4

(a) (b)

Figure 8. (a) Scheduling step in the first four cycle
(b) An assay and chip architecture

Path-scheduler (PS) avoids excess storage problem by scheduling a whole path, like
the nodes with same color in Figure 9, instead of individual operations [17], and
performs better than M-LS in high fan-out graph with different priority setup. There
also has an optimal scheduler [18] which can deal with the storage excess problem,

but it only suits the assay that can be formulated as a full binary tree.

Figure 9. All paths of a sequencing graph

12



3.2 With Module Selection

The methods mentioned above do not consider the module selection and the
performance is thus limited. The extended GA [14] and the Tabu-search based
algorithm (Tabu) [15] are existing algorithms which consider the module selection.
The extended GA inherits from [10] and adds binding information into the
chromosome to achieve module selection. The latter method — Tabu starts with a
solution in which operations are bound to modules at random. It then use Tabu
searching to find the best binding result and use list scheduling to schedule operations.
Even if these two methods, the extended GA and the Tabu, permit module selection.
However, they are all stochastic optimization method and are difficult to apply in
online scheduling. As a result,afast algorithm equipped with module selection ability

is indispensable.
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Chapter 4
Motivations

4.1 Effects of Storage Units

A storage unit exists if two dependent operations are not sequentially scheduled.
Since the storage units occupy chip area, the number of storage units located on a chip
is inversely proportional to the.amount of mixing space. Therefore, how to minimize
the storage units is a crucial issue for latency minimization. For elaborating the effect
of storage units, we further classify a storage unit as a dispensing storage unit (sty) or
an intermediate storage unit (sty)-in this work. The first one, Stg, appears between a
dispensing operation and a reconfigurable operation. Previous works [12], [15], and
[18] schedule the dispensing operation and the reconfigurable operation sequentially
to ensure no sty..However, this <inflexible scheduling rule may lead to the worse
latency. Take Figure 10 as an example. At first, we will schedule the assay like Figure
10(a) by the list scheduling and the scheduling rule mentioned above on a biochip
consists of a 2-D array with 16 cells and two ports, S; and R;. The scheduling result is
shown in Figure 10(b). As we can see in Figure 10(c), if we schedule operation e
earlier and permit one cycle delay between operation e and operation g, the latency
can be reduced from 8 to 7. Accordingly, a more flexibility scheduling rule may be

required.
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Figure 10. An example of the inflexible scheduling rule

The other one, sty, is a more difficult problem than sty in scheduling. Path-scheduler
tries to reduce sty by scheduling an entire path, a sequence of dependent operations,
instead of operations and thus has shorter latency than M-LS in_high fan-out cases
(e.g., protein assay). However, with high fan-in cases or even mare complex reactions,
it may lead to worse efficient. Figure 11. (a)Figure 11(a) shows a.complex reaction.
As shown in Figure 11(b) and Figure 11(c), the result which is produced by

Path-scheduler has more st and has longer latency than the result which is produced

by M-LS.
1 1
e @ 2jd_a_ 2 lal|b|
3 1 [ 371 [ [
5 @ - -
g_ R 5 lc||d
4 e H
& @ o me e TSR
8 e 8 el |f|
. o 1L — 9
duration=3 -
O 10 [ ¥]¥ 10
array size = 16 11 flle|l 1
2] [ [ 12
PS, latency = 12 M-LS, latency = 9
(a) (b) (c)

Figure 11. (a) A complex reaction
(b) PS and (c) M-LS
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Therefore, we try to minimize sty in the other way. We observed that the number
of storage units is highly related with operations’ in-/out-degree. In fact, the in-degree
of an operation v, which is denoted as deg™(v), implies how many droplets it
required, and the out-degree of v, deg*(v), means the number of resultant it produces.
As a result, to schedule a vertex with high in-degree may help to minimize storage
units; on the other hand, to schedule a vertex with high out-degree implies that more
storage units may be produced, and vice versa. However, since dispensing operations
can be scheduled at any cycle, we only consider the in-degree contributed from
mixing operations, deg,,(v). Therefore, the difference between deg,,(v) and

deg*(v) is called storage saving factor sf(v), as the following equation:

sf (v) = deg;, (v) —deg™(v) 1)

sf(v) can be regard as the possible usage amount of st if an operation v is scheduled.
As an example in Figure 12, scheduling operation e (the most right graph) will save
the most number of storage units, and scheduling operation a (the most left graph)

saves the least.

[[] dispensing
(O Mixing

sfla)=0-2=-2 sfe)=1-1=0

Sf(b)=0 - 1=-1 Sfd)=2-1=1

Figure 12. All possible value of storage saving factor
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4.2 Module Selection Issue

Most of previous works bind operations with the fastest (usually also the largest)
module in synthesis. It helps to simplify the problem and is useful if the array size is
large enough. However, in most cases, especially as segregation area is wrapped
around, this strategy may be ineffective, and modules with large size may make the
array overcrowded. For example, five mixing operations are scheduled with two
different binding in Figure 13 using the modules in Table 1. The left one, bind all
operations to the fastest module, mix24, requiring 11 cycles to finish. In contrast, the
right one, bind to different module, only needs 9 cycles instead. This example shows
that binding operations withthe fastest module is not always a good policy. To
explore more possibility and-to-enhance utilization of array area, integrate module

selection process into synthesis flow to select the suitable modules dynamically is

necessary.
R;H\
R2 o Ro :
s, - /® s, 0 /® /(6) |
R R 94 |
1 %4
s -0 = @) mm,
R~ 7(8) ‘R1 T 76
1234567891011 1234567891011
latency = 11 latency = 9

Figure 13. Comparison between non-module selection and module selection
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Chapter 5
Proposed Algorithm

5.1 Overview

The problem formulation of this work is as following: given three information, 1)
DMFB architecture, which consists of chip size, the count of dispensing ports,
number of detecting cells or other functional devices, 2) a sequencing graph G, which
describe the biochemical application, and 3) a resource library L, which contains all
feasible module and information of other devices, to determine the binding and the
scheduling results. These results-are without dependency and resource violation, and
the latency of the biochemical assay is minimized. The overall flow of the proposed

algorithm is shown in Figure 14.

Sequencing graph @e library| | Architecture

A

Initial binding & scheduling

|

Iterative operation rebinding

Scheduling & binding results
”

Figure 14. The overview of proposed algorithm
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In the beginning of the process, bind all operations to the fastest module (all the
operations are bound). Then, a scheduler, storage minimization scheduling, based on
list scheduling is performed to obtain an initial scheduling result. Following, the
initial solution will be sent to the iterative operation rebinding process to refine the
solution iteratively. More details of the storage minimization scheduling and
iteratively operation rebinding processes will be described in section 5.2 and section

5.3.
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5.2 Storage Minimization Scheduling

Storage minimization scheduling (SMS) is derived from the well-known list
scheduling algorithm. At first, all ready operations are put in the ready list (Lreagy).
There are four kinds of ready operations as following: 1) a dispensing operation, 2) a
mixing operation whose parents are dispensing operation, 3) a mixing operation
whose parents are a dispensing operation and a finished mixing operation and 4) a
mixing operation whose parents are two finished mixing operation. Then, schedule
operations in ready list (Lreagy) ON€e by one in each cycle according to their priority.
Compared to conventional list-based scheduling in DMFB, we schedule dispensing
operations more flexible and propose a new priority. Previous works, like [12], [15]
and [18], discard. dispensing-operations from the ready list, Lreagy, Since these
operations can be scheduled at any cycle if there are enough resource ports. The
dispensing operations and their successor operations are scheduled sequentially to
avoid sty. This scheduling rule ‘guarantees no sty. However, it may lead long latency
due to inflexibility in scheduling dispensing operations, as describe in section 4.2. We
modified the rule by scheduling dispensing operations before their successors but not
necessary right before them. Figure 15-is-an example of the scheduling rule. If an
operation v can be scheduled at cycle t (t=3), check previous cycles from t-1 to 1
whether there are available reservoirs and enough area to save the resultant of
reservoirs. The process starts form t-1, since we want to reduce the usage of sty as
more as possible. If there are available reservoirs at cycle 1 and enough area to save
resultant at cycle 2, schedule dispensing operations of operation v at cycle 1.

Otherwise, schedule the other operation.
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L o T m T

1 2 3 4 5 Schedule the other operation

Figure 15. An example of proposed scheduling rule

In section 4.1, we realize that PS has a bad result with the complex graph since it
entirely minimizes st, but ignores-the critical path issue. Therefore, we proposed a

priority as following:

Priority(v) = max {dis(v, Vsink } + ¥ : sf (v) (2)

The proposed priority considers the critical path and st minimization at the same
time. Since sf(v) implies the reduction of sty we use it to indicate st, minimization.
However, since sf(v) is quite smaller than each path length, we multiply sf(v) and a
constant y to balance its value. This constant is a significant large number which is
usually set a half of the critical path length. An example in Figure 16(a) will be
demonstrated to show the importance of st, minimization. At first, all mixing
operations which are presented by circular shape are bound to the fastest module
whose area is 8 cells and duration is 2. According to the priority which only considers
the critical path (e.g., priority of operation m = 4 and operation r = 2), assign the
scheduling order to each mixing operation like the red number in both Figure 16(a)
and Figure 16(b).
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(a) (b)
Figure 16. (a) An sequencing graph of an assay
(b) Scheduling result using the priority only consider critical path

If operations with ‘the same priority, set their scheduling order randomly. The
scheduling result of the assay is shown in Figure 16(b) and the latency is 15. As we
can see, this priority will lead to a BFS scheduling order and lots of st,,. On the other
hand, if we schedule the assay In Figure 16(a) using the proposed priority, the
scheduling orderwill changed to the red numbers-in-Figure 17(a). At first, operation m
and operation n will be scheduled first like using the priority which only consider
critical path. However, the scheduler using the proposed priority will select the
operation which can save more storage units like operation r and operation s next. As
a result, the proposed priority will lead a DFS scheduling result as shown in Figure
17(b) and potentially reduce the amount of st,,. Therefore, the latency reduces from 15
to 13 when schedule operations using the proposed priority. Figure 18 shows the

overall flow of SMS.

22



O 4

array area = 16 ﬂ\
o R

@ duration = 1 S:E:m(sw(s)

(O duration = 2

3
12345678 9101112131415
Latency =13

Figure 17. (a) A changed scheduling order
(b) Scheduling result using proposed priority

SMS (G) // G is‘a sequencing graph
1. t=1

2. set-priority(Vvin G)

3. while (3v.in G is unscheduled) do

4. put all. ready operations in L .4,

5 while (L., =) do

6 select v with the highest priority in L.,

7 schedule von t

8 if (existing an input of v is a dispensing operation) then

9. schedule unscheduled inputs of vin the nearest span before ¢
10. if (line 7 or line 9 is failed) then

11. undo line 7 and line 9

12. Lready = Lready o4 {V}

13. t=t+1

14. return the final scheduling

Figure 18. Overall flow of SMS
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5.3 Iterative Operation Rebinding

As mentioned above, the scheduling algorithm for SMS potentially minimizes
the latency by reducing the amount of storage units. However, further improvement
may still be achieved by rebinding which explores more possibility and to enhance
utilization of array area as mentioned in section 4.2. The overall algorithm of iterative
operation rebinding is depicted in Figure 19. At first, operation rebinding is performed
to determine the new binding of all operations for latency minimization. If the latency
for the new binding result is shorter than the previous one, the counter k is reset to M;

if not, set k=k—1. The process does not terminate until the counter k equals to zero.

pramems o] [promatenn] Operation rebinding ~ f+
=1

Initial binding & scheduling

.
"‘
.
&
J
Iterative operation rebinding
o,
-,
.

l

Scheduling & binding results

Figure 19. Flow of iterative operation rebinding
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5.3.1 Operation Rebinding

The objective in operation rebinding is to find the new binding result to reduce
latency. The simplest way to achieve the objective is listing all possible binding
results and selecting the one with the most latency improvement. However, it is not
realistic. Since there are too many binding results to be checked, it will cost too much
execution time. Our strategy is rebinding an operation once at a time until all
operations are rebound. Here, a rebinding process in an iteration means changing the
module of an operation v to another module m. (v, m) is called binding pair (BP). Take
Figure 20 (a) for example. There are 3 unlocked mixing operation c, f, and g and each
mixing operation can be bound to 3 possible modules according to Table 1. Due to the
above conditions, there are 9 feasible BPs can be selected to rebind as shown in
Figure 20(b). Therefore, operation rebinding can be regard as finding the BP with the

highest latency improvement in each iteration.

S—I R1
a b
R
Nok - A
1 . (ermix22),(C, Mix23), (¢, mix24)
3 () (f. mix22), (f, mix23), (f, mix24)
S (9. Mix22), (9, Mix23), (g, Mix24)

(a) (b)

Figure 20. (a) A graph with 3 mixing operation c, f, and g without rebinding
(b) All BPs of operations without rebinding
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Figure 21 shows the operation rebinding flow. The first step in the flow is gain
calculation. It calculates latency gains for all possible BPs with unlocked operations
(i.e., operations are not rebound) to judge the latency improvement of each BP. There
are two latency gains: the primary latency gain (Gp) and the secondary latency gain
(Gs). They represent the latency improvement. The physical meaning of them will be
described in section 5.3.2. After gain calculation, BP selection will be performed. The
BP with the highest G, will be selected first. Since the unchanging binding is also a
kind of rebinding processes (i.e. existing a BP with zero G;), a BP with negative Gy
will not be considered here. If there is more than one BP with the highest G, the BP
with the highest Gs is selected. According to the selected BP (v, m), operation v will
be rebound to module m, and-m-will be locked after. Finally, rescheduling is
performed by SMS to get the-current latency. These steps mentioned above does not

terminate until all operations are locked.

All unlocked operations
v
Gain calculation i
v
BP selection
v
Rebind & Lock

v

Rescheduling

All operations are locked
False

True

Figure 21. Operation rebinding flow
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5.3.2 Latency Gains
There are two latency gains, primary latency gain (Gp) and secondary latency
gain (Gs) to determine the latency improvement of each BP. The first one G, can be

represented as the following equation:
G,(v,m)=T—T @)

In (3), T is the latency before rebinding, and T' means the latency while the operation
v bound with the module m, and SMS is performed. The second one Gs is presented

by the following equations:
Gs(v,m) = Z{V=0 &= ti’) + N - (ng — nst’) (4)

Equation (4) is composed of two parts, local latency improvement and storage unit
reduction. Since G, only represents the improvement of the critical path, some BPs
with the potential to make a shorter latency in the next iteration may be ignored.
Therefore, Gs indicates this potential by the sum of end cycle improvements, t; _t;', for
all operations. However, since operations locate on different paths, the importance of
each end cycle improvement is not the same. To indicate differences of them, the

weight « in (5)—(6) multiplies each end cycle improvement together.

o = L(V) / Limax ©)

L(v) = the longest path through an operation v (6)
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(5) means the ratio between the longest path passes through an operation and the
critical path length. Due to the fact that the number of storage units affects the total
latency, storage unit reduction, ng — ng', should also be considered. ng means the
average storage units count in each cycle before rebinding, as shown in (7). ng'
implies the average storage units in each cycle when operation v is bound to module
m. Besides, we consider that storage unit reduction is contributed by all operations.

Therefore, the number of operations, N, multiplies the storage unit reduction together.

ng = the total storage units in all cycles / latency (7)
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Chapter 6
Experimental Results

The proposed algorithm has been implemented in C++ on a Linux machine. All
experiments are conducted on workstation with an Intel Xeon 2.4GHz CPU with
72GB RAM. The ILP solver we used is Gurobi optimizer 5.0 [29]. Three real-life test
cases: multiplexed in-vitro diagnostics, PCR, and Protein assay [13] and six random
cases of sample preparation are used here to evaluate our algorithm. Since previous
works are implemented with different area constraints and resource libraries, the
experimental result they proposed-can't compare with each other. Therefore, we want
to re-implement them to compare-with LOSMOS. Besides, the other two versions of
M-LS, M-LS (DEC) and M-LS (INC) are also implemented. They are proposed in [18]
to compare with PS. Both of them force dispensing operation scheduling right before
their successor, but M-LS (DEC) uses the increasing order of priority and M-LS (INC)
uses the inversed one. However, we cannot re-implement GA and HGA entirely and
these two works only report the experimental results using multiplexed in-vitro
diagnostics. LOSMOS will compare with™ the methods mentioned above using
multiplexed in-vitro diagnostics with in-vitro resource library [13] in the first
experiment. Table 2 shows the experimental result of the first experiment. Since the
execution time of all methods is less than 5 sec, we do not report the table of
execution time. As we can see, LOSMOS is 1.07 times faster than previous works on
average. However, the improvement in LOSMOS is quite small. The reason we
thought is that the number of operations in above cases are too small (16~64
operations) thus those solutions are all near optimal. Therefore, we will use cases with

larger number of operations to perform in the second experiment. Due to lack of cases
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and related resource library, we randomly generate six cases of the multiple-targets
sample preparation reaction flow and use the in-vitro resource library. However, there
are many set of modules and detectors can be performed. For fairly, we choose the set
of module and the detector with the longest latency. The results of the second
experiment are shown in Table 3. In this experiment, we find that SMS is 1.21 times
faster than most previous works on average except ILP. It shows that scheduling
method considering storage minimization has a lot of benefits for latency
minimization. In additional to SMS, we further minimize latency using module
selection ability in LOSMOS. As the last column in Table 3, LOSMOS performs 1.35
times faster on average than previous works and even 1.04 times faster than ILP with
no module selection ability in-short.execution time (2~6 sec). Therefore, these results
prove that LOSMOS can achieve-good performance in large cases with little run time.
Finally, we use two real cases: Protein and PCR. To evaluate our synthesis algorithm
can apply in real-life in the third experiment. The resource library using here is
proposed in [30]..Table 4 shows this experimental result. Since PCR only has seven
operations, each algorithm achieves optimal solution. In contrast, protein is a large

case. The latency of LOSMOS is equal-or better than previous works.

Table 2. Experiment 1 — multiplexed in-vitro diagnostics

Area Latency (cycle)
T vl
(DEC) | (INC)
In-vitrol_16 24 15 15 16 17 17 16 16 17 16
In-vitro2_24 32 17 17 18 19 18 20 19 18 17
In-vitro3_36 40 23 25 23 26 25 25 25 25 23
In-vitro4_48 56 23 26 23 27 25 26 26 25 23
In-vitro5_64 72 29 34 29 35 32 32 32 32 29
Avg. 0.98 1.07 1.01 1.14 108 110 1.09 1.08 1
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Table 3. Experiment 2 — sample preparations

Area Latency (cycle)
(cells) M-LS | M-LS | PS | SMS | LOSMOS
DEC) (INC)
281 241 247 165

Sample_preparation_61 169*

Sample_preparation_65 100 131 219 157 147 145 129
Sample_preparation_67 100 133 221 205 161 155 133
Sample_preparation_70 100 139* 191 177 179 153 129
Sample_preparation_78 100 -* 370 295 263 233 195
Sample_preparation_84 100 175* 291 223 - 203 163
Avg. 1.04 1.73 1.45 1.31 1.24 1

“-” The method fails in that case
“* ILP does not terminate in 24-hours; the current best result is reported

Area Elapsed time
(cells) M-LS | M-LS | PS | SMS | LOSMOS
(]=®)) UNC)

Sample_preparation_61 >24hr <ls <l1s 3.2s
Sample_preparation_65 100 0.7hr <ls <ls <1s <ls 2.9s
Sample_preparation_67 100 3.1hr <ls <ls <1s <lis 3.1s
Sample_preparation_70 100 >24hr <1s <ls <1s <ls 3.3s
Sample_preparation_78 100 >24hr <1s <ls <1s <ls 6.1s
Sample_preparation_84 100 >24hr <1s <ls <1s <ls 5.4s

Table 4. Experiment 3 — two real cases: PCR and Protein

Area Latency (cycle)
(cells) M-LS | M-LS | PS | SMS | LOSMOS
(DEC) | (INC)
8 8 8 8 8

PCR_7
Protein_103 100 179 267 179 215 185 179
Area Elapsed time
(cells)
M-LS | M-LS | PS | SMS | LOSMOS
(DEC) | (INC)
PCR_7 <ls <l1s <1s <1s
Protein_103 100 4.3hr <1s <ls <ls <1s 10.07s
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Chapter 7
Conclusion

In this thesis, we proposed the latency-optimization synthesis with module
selection (LOSMOS) on DMFBs. LOSMOS consists of two major parts: the storage
minimization scheduling (SMS) and the iterative rebinding procedure. Because the
storage count is highly related to the assay latency, the first part, SMS, takes the
saving factor into consideration for storage minimization and achieves better results
accordingly. The second part further iteratively evaluates and improves the binding of
each operation with latency gains.-According to the ability of module selection,
LOSMOS outperforms a state-of-the-art method, Path-scheduler, by 18.22% in terms
of latency reduction on average, and even performs better than the optimal ILP
method without module selection. Undoubtedly, the good performance and short

computation time make LOSMOS a promising option-in DMFB synthesis.
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