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ABSTRACT

This thesis consists of two parts. The first part utilizes the concept of
interval-valued fuzzy relations in any grayscale image to construct a fuzzy edge image.
This fuzzy image shows the changes in intensity values between a 3x3 window
central pixel and its eight neighbor pixels. In the second part, we employ a set of
weighted generalized mean operands, and perform the weighted mean aggregation
calculation for the central pixels. The calculation realizes the fuzzy edge images of the
first part. Then, we obtain the image edge maps through a thresholding operation.
Moreover, we make use of the steepest gradient method to learn the mean aggregation
parameters, which in terms increase the edge detection accuracy. Namely, we have
developed an automatic parameter learning mechanism for edge detection. By the
testing results of eight grayscale synthetic images mixed with random noises, we have
shown that the integration of interval-valued fuzzy relation technique with the
weighted mean aggregation algorithm will lead to a more robust response for image
edge detection. Finally, by applying the best parameters of edge detection to the edge
detection of natural images, we have found that the effect is better compared to the
popular Canny edge detector.
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