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ABSTRACT

In the Long Term Evolution (LTE) system, Discontinuous Reception (DRX) has been
introduced for power saving.to extend the battery life of the User Equipment (UE). In
this thesis, we take an overview of the DRX mechanism and further analysis the
mechanism with bursty packet traffic model. We propose a scheme for DRX Cycle
adjustment to enhance the power saving performance in different traffic conditions.
Based on the analytical model, effects of the DRX parameters on the packet delay
performance are also investigated. Simulation results show that the scheme can reduce
the power consumption with satisfying the packet delay requirement and a trade-off

relationship between power saving and packet delay performance.

Keywords: DRX, packet delay, power consumption
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Chapter 1.

Introduction

The 3" generation partnership project (3GPP) is currently in the process of
defining the long term evolution (LTE) as a mobile communication standard from the
former 3G systems. UE energy saving is going to be an important issue of wireless
network in recent years. Hence, in the released 3GPP specifications, LTE supports the
power saving operation called Discontinuous Reception (DRX) mechanism to prolong
the battery life of handset. The traffic status and DRX setting will directly influence the

UE’s energy consumption.

UE can run many applications over time. Although user has no interaction with
device, there exists background traffic due to open applications. In the view point of
UE’s behavior, as seen in Figure 1.1, we characterize UE’s traffic by two states, i.e.,
active and background state. For background traffic, it deesn’t need high delay
requirement. Therefore, we can set the DRX parameters to maximize the UE power
saving. In active state, active traffic and background traffic coexist, but active traffic
dominates this state. Based on different traffic types, active traffic may have various
kinds of QoS requirements. For delay-sensitive traffic, we need to configure DRX
parameters to meet the delay budget. Because of high traffic variability, using the same
DRX parameters may not always be suitable. Switching parameters in each state and the

impact of choosing different DRX parameters on packet delay should be considered.
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Chapter 2.

Preliminary

2.1 Discontinuous Reception Mechanism

A UE monitor a physical downlink control channel (PDCCH) in every subframe to
determine whether resources are allocated in either downlink or uplink direction. The
DRX mechanism is described in 3GPP. LTE MAC specification [1]. It determines when
the UE should monitor the PDCCH channel, or when should go to power saving mode.
In the power saving mode, UE turns off its circuit to decrease the power consumption

when there are no packet which needs to be transmitted or be received.

3GPP LTE specifies two radio resource control (RRC) states for UE, RRC_IDLE
and RRC_CONNECTED states. DRX mode can be enabled in both RRC IDLE and
RRC_CONNECTED states. In the RRC_IDLE state, UE listens to the PDCCH, and
receives the paging message from eNodeB about incoming call. Therefore, DRX
mechanism in RRC_IDLE is used for non-consecutive listening to the call message in

order to achieve the purpose of power saving.

In the RRC_CONNECTED state, when UE is initially establishing a radio resource
link with eNodeB in the radio resource control link building process, the eNodeB will
inform DRX mechanism parameters to UE. Besides, the initial values from RRC link

setup, DRX parameters also can be updated via RRC connection reconfiguration



procedure. Therefore, in this state, UE power saving depends on the DRX parameter

settings.

In this thesis, it focuses on DRX always in RRC_CONNECTED state (Full
Connected DRX mode [2]). It means that UE will always stay in RRC_CONNECTED
state with the proper DRX configuration. It has some advantages such as UE’s
always-on service seems to have the guarantee and RRC signaling overhead on state
transition is avoided completely. Respectively, the disadvantage is the increased power
consumption. Therefore, we must use discontinuous reception mechanism in

RRC CONNECTED state to achieve the power saving.

The DRX mechanism contains several different parameters to control DRX
operation [3]. These parameters are described in detail as follows and the DRX

operation is illustrated in simplified form in Figure 2.1.

® DRX Cycle: The DRX cycle specifies the periodic repetition of the On
Duration followed by an inactive period. The mechanism provides two DRX
Cycles that can be set for each UE, i.e. Long DRX Cycle (T c) and Short

DRX Cycle (Tsc). The former is necessary, and the latter is optional.

® On Duration Timer (Toy): The On Duration Timer specifies the number of
consecutive PDCCH subframe(s) at the beginning of a DRX Cycle. The UE
will listens to the scheduling message on PDCCH during the period Ton. If
the UE successfully decodes a scheduling message on PDCCH during the

period Ton, the UE will start or restart the Inactivity Timer.



Inactivity Timer (Tn): The Inactivity Timer specifies the number of
consecutive PDCCH subframe(s) after successfully decoding a PDCCH
indicating an initial UL or DL user data transmission for this UE. Whenever a
scheduling message is successfully received while the Inactivity Timer is
running, the UE restarts the Inactivity Timer. If no scheduling message is

received on PDCCH during the period Ty, the Inactivity Timer expired.

Short Cycle Timer (Nsc): The Short Cycle Timer specifies the number of
consecutive subframe(s) the UE shall follow the Short DRX cycle. After the
Short DRX Cycle is enabled, it will start or restart when the Inactivity Timer
expired. When the Short Cycle Timer expires, the UE moves into a Long

DRX Cycle.

In LTE standard, there are two-leveled unit of time: (1.) Frame (Radio frame) , and

(2.) Subframe. Each frame is divided into ten subframes, and each frame has its own

System Frame Number (SFN). Each subframe has their own subframe number from 1 to

10. These two units are used in DRX mechanism. Starting the On Duration Timer in

every DRX Cycle has a rule which should be obeyed. This is shown in Table 2.1.

Frame

| |
\ |
RN

Subframe

Figure 2.1: Frame structure



Table 2.1: Rule of On Duration Timer [1]

- If the Short DRX Cycle is used and [(SFN * 10) + subframe number] modulo
(Short DRX Cycle) = (DRX Start Offset) modulo (Short DRX Cycle); or

- if the Long DRX Cycle is used and [(SFN * 10) + subframe number] modulo
(Long DRX Cycle) = DRX Start Offset:
- start On Duration Timer.

The DRX Start Offset is used to obtain the starting subframe number for DRX

Cycle.
A
Ton
[
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Figure 2.2: Simple illustration of DRX operation



2.2 Packet Traffic Model
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Figure 2.3: Bursty packet traffic model [4]

In this thesis, we measure the network traffic, and model it by a bursty packet
traffic model [4], i.e. Figure 2.2. For this traffic model, an inter-packet arrival time and
an inter-burst arrival time are generated by an exponential distribution. Each burst
consists of several packets being generated by geometric distribution. The statistical

distributions of the parameters in our traffic model are summarized in Table 2.2.

Table 2.2: Bursty packet traffic parameter distributions [6]

Parameter Distribution Mean Value
Inter-burst arrival time tj, Exponential /iy
Number of packets per burst N, Geometric Up
Inter-packet arrival time t;, Exponential 1/hip




2.3 Related Work

In DRX parameters configuration, the ideal situation to save the energy
consumption is that a packet needs to be transmitted during UE’s on-duration and no
packet needs to be sent in non-transmission period. Therefore, DRX mechanism should
be compatible with traffic so that DRX mechanism can determine the parameters to

achieve better energy saving.

In recent studies, the work [8][9][10] for DRX parameters impact have been
proposed. The following is an overview of the study: The On Duration Timer and the
Inactivity Timer are adopted to control UE’s power activity. When the length of the
DRX cycle stays unchanged, the on-duration time (caused by On Duration Timer and
Inactivity Timer) increasing makes UE power consumption increasing. In multi-user
environment, considering the eNodeB resource scheduling, the On Duration Timer as
well as the Inactivity Timer increasing will benefit the UE’s throughput. Using Short
DRX Cycle, UE do not have to wait for the next regular Long DRX Cycle on-duration

incoming.

[12] points out that the increasing of time to turn off the receiver will get a better
power saving efficiency, but may increase the transmission delay between the UE and
eNodeB. Hence, setting parameters in DRX configuration not only have to consider the
packet interval, but also have to consider the quality of service requirements of each

application.

The works in [5] have analyzed and modeled the UMTS power saving operation.

Moreover, the performance of LTE DRX operation with bursty data traffic is discussed



in [6] and [7]. In these works, they analyzed that the power factor and the mean packet

delay based on Poisson process, but they did not provide a selection algorithm for DRX

configuration.




Chapter 3.

Proposed scheme for DRX Cycle
adjustment

Noted from chapter 2, the DRX parameters will significantly influence the
performance of DRX operation under different traffic loads. In order to take appropriate
adjustment, it is necessary to evaluate the performance over different parameter
combinations in any traffic state. In this chapter, we are going to address the system
model and the problem formation and then illustrate our analytical model and DRX

parameter selection algorithm in detail.

3.1  System Model

UE
eNodeB

Figure 3.1: System model
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Our system model is shown in Figure 3.1. A Single eNodeB with a single UE is
considered in this environment. Therefore, from the discussion in Section 2.3, we set the
On Duration Timer and the Inactivity Timer enough value to operate DRX mechanism.
It means when eNodeB has a packet in the buffer, it can successfully transmit the packet
to UE during these enough value of time. In multi-user environment eNodeB should
determine the scheduling of resource allocation. These two parameter values are based
on the system load in the network. Now we just consider a single pair UE/eNodeB, so

we choose the minimum value for On Duration Timer and the Inactivity Timer.

From Figure 1.1, we assume that we know the traffic characteristics in both two
states. The background traffics generally have low data rate and large inter-arrival time,
so we only use Long DRX Cycle with minimum Inactivity Timer and On Duration
Timer to guarantee the packet delay bound in the background state. Then, we enable
Short DRX Cycle to reduce the packet delay to meet the delay requirement in active

state.

As seen in Figure 3.2, the packet delay is produced by using the DRX mechanism.
If a packet arrives in eNodeB on UE’s off-duration of DRX Cycle, it will be stored in
the buffer of eNodeB and will be transmitted to UE on the next on-duration of DRX
Cycle. We define the time between packet arrival in eNodeB and the beginning of next

on-duration DRX Cycle as packet delay.

11



Packet arrival
in eNodeB

|
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Figure 3.2: Packet delay by DRX

The problem formulation is as following:

Given the possible values of T.c, Tsc, and Nsc, adjust the DRX parameters to
minimize the energy consumption under downlink traffic. The packet delay requirement
(90% packet delay under the delay bound &) should be obeyed. The DRX parameter

values are shown in Table 3.1.

Table 3.1: DRX parameter values [12]

DRX parameters | Values

DRX Long [10,20,32,40,64,80,128,160,256,320,512,640,1024,1280,2048,
Cycle (T c) 2560]ms

DRX Short [2,5,8,10,16,20,32,40,64,80,128,160,256,320,512,640]ms
Cycle (Tsc)

Short Cycle Integer [1..16]

Timer (Nsc)

12



3.2  Analytical Model

Based on the traffic model of section 2.2, we assume that an inter-packet arrival
time is shorter than an inter-burst arrival time. Therefore, if 1/ 4, >>u, /4, the burst

packet traffic model can be simplified to Compound Poisson Process with parameter Ajp.

And one burst contains i, packets on average.

We define t as inter-burst arriving time. Since the memoryless property of

exponential distribution, it is true that

Prit. > X+To. | t > X)=Pr(t > Tg) (3:1)

For this reason, we can calculate two probabilities. The probability of no burst

arrives in one short cycle isPr(t > T..), and the probability of bursts arrive in one

short cycle isPr(t < Tg.).We summarize as follows,

Prt >T,.)=1-s=¢ "¢
{ (t>Te) .

Prit < Tee)=s=1-e"™

Whenever a packet arrives in the serving eNodeB while UE is in the short cycle
length and the Short Cycle Timer is running, the UE receives the packet in the next
on-duration of short cycle and restarts the Short Cycle Timer. If no scheduling message
is received on PDCCH during total short length, the Short Cycle Timer will expire and

UE will move to long cycle. Therefore, the number of short cycle can be extended by

the traffic. We define N, is the number of total short cycle when No. =K. And then, we

13



will derive it in next paragraph.

We can derive E[N, | by

E[N,]=@-s)(E[N,,]+1)+s(E[N,]+1+E[N,]) (3.3)

where 1—sis the probability of no burst arrives in one short cycle. And it is calculated

by (3.2). Based on Equation (3.3) and E[NO] =0, we can show the recursive equations

as follows

(3.4)

Then E[Nk]can be obtained from Equation (3.3). For example Ny, =3, we can see

in Table 3.2. A B C
Table 3.2: Example TSC TSC TSC
Ex N, -3 Probability Expected number
Burst arrives in interval A E E[N,]+1
Burst arrives in interval B S(1-s) E[N,]+2
Burst arrives in interval C s(1—s)? E[N,]+3
No burst arrives A sy 3

From the example, we summarize E[N, ] by

14



E[Ny]=s(E[N,]+1)+s@—s)(E[N;]+2)+5s(-s)’(E[N,]+3)+(1—5)*x3

S+2s(1-s)+3p(l—s)®+3(1-s)®

= E[N.]= 1-s—s(l—s)—s(—s) (3.5)

Now, we can represent the general form shown in (3.6).

(3.6)

.7)

blocks do no

Figure 3.3: illustration of delay by DRX

15



When a packet arrives in eNodeB on any UE’s Long DRX Cycle, it will be
transmitted to UE during the next on-duration of long cycle. Then, UE starts the Short

Cycle Timer once again. It forms a regenerate cycle as Figure 3.4.

Short Cycles | Long Cycles | Short Cycles | Long Cycles

A Regenerate cycle

Figure 3.4: Regenerate cycle representation

It can be divided into two conditions as shown in Figure 3.5 and 3.7 by whether the

burst arrives in the gray block in Figure 3.5.

mT, ¢
ﬁ E[N T —

Figure 8.5: Case 1: next burstarrives in- mT . —E[N, JTe

Case 1 is the condition of next burst arrives in the gray block, that is, in the period

mT, . — E[N,ITs. . By DRX mechanism, the regenerate cycle will stop at the end of m-th

Tic. The average number of bursts arrive in this case can be derived by

Aip X MT ¢ (3.8)

16



where mT ¢ is the average regenerate cycle length of this case. Then, we derive the
average number of bursts arrive in the gray block of Figure 3.5 as shown by
j"lbx(mTLC _E[Nk]Tsc) (3.9)

Accordingly, in Figure 3.6 the probability of burst arrives in the gray block which

means these bursts do not meet the delay requirement is derived by

(Tc —9)

T. (3.10)

Tic |
HSJ

Figure 3.6: illustration of the probability of burst arrives in the gray block
The probability of bursts arrives in the gray block in case 1 is smaller than (3.10).

Hence, the average number of bursts arrive in the gray block of Figure 3.5 and
does not satisfy the delay requirement is shown in (3.11)
iy ><(mTLc B E[Nk]Tsc:)>< y

0 ., MT—E[N,]Te -5<0
wherey =4 mT, . —E[N, [T, -6
mTI_C—E[Nk]TSC

. MT e —E[N,]Tec -6>0

(3.11)

Based on the properties of Poisson Process, we can calculate the probability of

case 1 occur by

17



1- e'ﬂib (MTc-E[NITsc)

(3.12)

Now, we consider case 2 , no burst arrives in the gray block of Figure 3.4. As

shown in Figure 3.6, it may cause the regenerate cycle extending until bursts arrival.

We define L asthe number of extended long cycles . Whenever a burst arrives in

long cycle length, eS 2 m\o noryless property, the
probability of b arrive in a long cycle length is s, we can drive
e method in

EISh

E[L]

TLC

N

length of case 2 is

LC

IENESIES

(m-+ E[L])xT, (3.14)

From (3.14), we derived the average number of bursts arrive in case 2 by adding

the average number of bursts arrive in the gray block of case 2 with the average number

of bursts arrive in mT...

18



The average number of bursts arrive in the gray block of case 2

= ApTic +1- g e YT+ Q- g e )? ApTic +(- g e )3ﬂibTLC +ee

— AiTic
1_e—ﬂibTLc
(3.15)
:E[L]ZibTLc
Finally, we \ 8) a . erage number of bursts

arrive in ¢

200y~ | &

e'jib (MTic-E[Ny ITsc)

(3.18)

Due to (3.11), 2 1d he avera umber of bursts fail to meet

delay requirement in one regenerate (

19



-0

LC

T
A (MT ¢ —E[N ITsc )y + A, X XE[L]T ¢ % L-?-

where x = e (Mic-ENdTsc)
0 ! mTLC_E[Nk]TSC_5SO
y=ymT - E[Nk]TSC -0

, MTe _E[Nk]Tsc -6>0 (3.19)

mT, . —E[NK]TSC

By (3.9), (3.12

one regenerate cyc /

e number of bursts arrive in

A The average number c in one regenerate cycle

The a

e cycle

(3.21)

20



3.3  Comparison between Analytical and Simulation Result

We have validated the analytical model against simulation experiments.

08 T T

—&— analytical result
—&— simulation result
07 -

05+ -

03] -

02 -

01 -

Short Cycle Timer

(a)

08 T T

—&— analytical result
—&— simulation result

06 -
051 -

o 04F -

03 =

Short Cycle Timer

(b)
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Figure 3.8: Performance comparison among analytical results and

simulation results for different Ngc.

Figure 3.8 (a) shows the performance comparison among analytical results and
simulation results, where T c=256ms, Tsc=64ms, 6=150ms, A=0.001. Figure 3.8 (b)
shows the performance comparison among analytical results and simulation results,
where T c=256ms, Tsc=128ms, 6=150ms, A=0.001. We can see that when the number
of Short Cycle Timer increases, the probability of packet delay under the delay bound
decreases. The reason is that using a bigger Short Cycle Timer tends to extend total
Short Cycle Length. Therefore, UE takes more time in short cycles. It will reduce the

probability of packet delay over the delay bound

08 T T T T

—&— analytical result
—&— simulation result

07+ —

06 -

05 =

o 04F -

03 =

01 —

[ ! Il 1 1
64 128 160 256

Short DRX Cycle (ms)

(®)
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01 -
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128 256 512 1024
Long DRX Cycle (ms)
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0.8 T T
—&— analytical result
—&— simulation result
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05 -
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128 256 512 1024
Long DRX Cycle {ms)
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Figure 3.10: Performance comparison among analytical results and

simulation results for different T\ c.

Figure 3.10(a) shows the performance comparison among analytical results and
simulation results, where Nsc=4, Tsc=64ms, 6=75ms, A=0.001. Figure 3.10(b) shows

the performance comparison among analytical results and simulation results, where

24



Nsc=6, Tsc=64ms, 6=75ms, A=0.005. As the Long DRX Cycle increases, the probability
of packet delay over the delay bound increases. Using longer Long DRX Cycle make
the waiting time of packets increasing. Therefore, the number of packets which have to

wait longer than the delay bound will rise.

From Figure3.8, Figure 3.9 and Figure3.10, we can find that the analytical results
are slightly bigger than the simulation results. The reasons why the analytical results are
bigger are that we use a bigger average number of packets fail to meet delay
requirement and that we ignore the influence of On Duration Timer and Inactivity Timer

in analytical model.

Note that the analytical results usually slightly smaller than the simulation results
because the probability of case 2 occur we use is e (M ENITe) Wwhich is likely a
geometric mean. By the inequality of geometric and arithmetic mean, geometric mean is
smaller than arithmetic mean. So, the analytical probability of case 2 occur is smaller
than simulation results. However, the number of burst arrives in case 2 is bigger than the
number of bursts arrives in case 1. Thus, the analytical average numbers of bursts arrive
is smaller than simulation results. It will lead the probability of bursts fail to meet the

delay requirement decrease.

The other reason is the calculation errors of average number of bursts fail to meet

the delay requirement in case 1. We use A4, UM—‘XTLC —E[N, ITsc —5} to

LC

approach the actual average number A4, x E[{M—‘xﬂc —N, T —5].

LC

25



3.4  Selection Algorithm

In this section, according to the analytical model derived in previous section, a

selection policy for DRX Cycles is shown in Figure 3.11.

Input 7, 6 py Ty Ty

26



After illustrating the ideas of our algorithm, the following table is pseudo codes of
our algorithm.

Table 3.3: Selection algorithm

Algorithm : Proposed scheme for DRX Cycle

adjustment

TLERA T

27



Chapter 4.

Performance Evaluation

In this chapter, simulations are conducted to evaluate the performance of proposed
scheme, which will be compared with the fixed DRX operation without adaptively

adjusting DRX parameters.

4.1 Parameters

The probability of packet delay over the delay bound 6, p,, Is set to 0.9. And the

delay bound & is set to 64ms, 128ms, and 256ms. The parameters of the numerical
simulation are listed in Table 4.1. A Single eNodeB and a single UE with downlink
traffic 1s considered in this simulation environment. The On Duration Timer and
Inactivity Timer are set as 2ms and 10ms for all cases. The value of Long Cycle based
on the delay requirement in background state is assumed to be 1024ms, so we set the

initial Long Cycle value as 1024ms.

28



Table 4.1: Parameters

- py=0.1

- The delay bound ¢ = 64, 128, 256ms

- Ton=2ms, T,,=10ms

- Initial T . =1024ms

- A=l arrivals/ms, p =6

- Number of bursts in simulation = 10000

4.2 Simulation Results
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Figure 4.1: The packet delay CDF of proposed scheme
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The packet delay CDF of proposed scheme is shown in Figure 4.4. In our scheme,
we prove that the delay requirement (90% packet delay under the delay bound &) in
different inter-burst arrival time is obeyed. From the figure, we can see the packet delay

CDF has linear-like relationship with delay. And the turning points of these lines occur

in the delay value T, - T, .

In the following figures, we show that the active ratio and delay probabilities

respectively compare with fixed cycle scheme in different delay requirement & as well
as burst arrival rate 4, .Fixed cycle does not use Short Cycle in DRX operation, and use

smaller fixed Long Cycle than delay bound ¢ instead.

16 T T 100
—&— Proposed scheme —&— Proposed scheme
—&— Fixed cycle (B4ms) r —&—Fixed cycle (B4ms)
Delay bound (B4ms)

75k B
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" »—/;:?:2\\;\‘-.\1

25+ B

Active Ratio (%)
Delay (at 90%)(ms)
s

2 | I 1 L 0 1 1 R 1
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Burst arrival rate (arrivals/ms) Burst arrival rate (arrivals/ms)

(@ Active ratio (Delay bound 64ms) (b) Packet delay at 90% (Delay bound 64ms)

Figure 4.2: Performance comparison among proposed scheme and fixed cycle in delay
bound 64ms
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Table 4.2 Parameters of Delay bound 64ms (Tsc 64ms)

Aib 0.0005 0.001 0.002 0.005 0.01 0.02
Tie 64 80 160 1024 1024 1024
Nsc 0 11 14 11 7 4
- —&— Proposed scheme ' ' b Sl —&— Proposed scheme
—&— Fixed cycle (128ms) —&— Fixd cycle (128ms)
Delay bound {128ms)

160

128
120%F .
v

80+

Active Ratio (%)
Delay (at 90%)(ms)

0t

0.0005 U.Ulm U.DIDQ ‘D.E;CIS D.Im 0.02 D.DDDDS U.DID1 D.DIDQ .D.D|DS DAID1 0.02
Burst arrival rate (arrivals/ms) Burst arrival rate (arrivals/ms)
(@) Active ratio (Delay bound 128ms) (b) Packet delay at 90% (Delay bound 128ms)

Figure 4.3: Performance comparison among proposed scheme and fixed cycle in delay
bound 128ms

Table 4.3 Parameters of Delay bound 128ms (Tsc 128ms)

Aib 0.0005 0.001 0.002 0.005 0.01 0.02
Tic 160 320 1024 1024 1024 1024
Nsc 11 14 11 5 3 2
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Figure 4.5: Performance comparison among proposed scheme and fixed cycle in
different delay bound

From Figure 4.5, it can be observed that the active ratio of proposed scheme is

lower than the compared fixed cycle scheme but the packet delay is higher than the

compared fixed cycle scheme. In other words, we sacrifice some packet delay to reduce

the active ratio. From Table 4.2, Table 4.3, and Table 4.4, it is clear that instead of

decreasing the Long DRX Cycle, enabling Short DRX Cycle with appropriate Short

Cycle Timer can effectively decrease packet delay.

Then, we should note that as the value of A, increases, active ratio will increase

because the Inactivity Timer extends UE’s on-duration. When the value of delay bound

is small, meeting the delay requirement will lead to increase in active ratio.

Note that the proposed scheme has similar performance as the compared fixed
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cycle scheme. That is because as the value of p, increases, the time UE operates in

short cycles also increases. When UE almost operates in short cycles, the performance
will approach the fixed cycle scheme (the Short Cycle value used by our scheme is
equal to the cycle value of fixed cycle scheme). The worst situation of our algorithm to

select the DRX parameters with satisfying delay requirement is selecting the same as

fixed cycle scheme. As seen : » =0.0005 ca: e choose Long DRX
Cycle =64 d ble Short DRX Cycle to meet our dela rement.
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Chapter 5.

Conclusion

In this thesis, we take a W (_ mechanism with adjustable DRX
cycles and ¢ ic model. The
analytical imulati s . i : e _propose an

bigger long
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Appendix

Based on Section 3.1, we set the On Duration Timer and the Inactivity Timer
minimum enough value to operate DRX mechanism. So we ignore the influence of On
Duration Timer and Inactivity Timer in Section 3.2. In this chapter, we try to consider

the influence of Inactivity Timer. When a burst arrives in the period of Inactivity Timer,

it will restart another Inactivity Timer. If the longer T, we use, the bigger impact of

Inactivity Timer it will be. Therefore, we must consider the impact of Inactivity Timer

within big . T, .

Now, we define R as the total time of T, extended until T, expires. By using

the same method in Equation (3.6) we have

> na(t-a)™ + (1= )" XT,
E[R] =

Tin
1-> q@-g)"*
n=1

where q is the probability of bursts arrive in one subframe. Then, we want to calculate a
new E[N, 7to replace E[N, ], where "E[N, ] is the average number of total short DRX
cycle length in one generating cycle with considering the Inactivity Timer. We define
W as the extended short DRX cycle after initial Inactivity Timer expired. As seen in

Table A.1, if a burst arrives in the interval A, B, or C, it will start the Inactivity Timer

and reset the Short Cycle Timer.
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A B C
I/’I‘S(1 ~| TSC ~ /TS(1 ~]|
Table A.1: Example I~ 1t I~ 71
Probabilit Expected number
Ex: Ny =3 y g
. A
Burst arrives in interval A E[W]+l+ E[R]T
SC
ivesin i s(d-s
Burst arrives in interval B 1-s) E[W]+2+ E[R]T
SC
Burst arrives in interval C ; E[R]
s(1—5) E[W]+3+ Tu
No burst arrives E[R
(1_5)3 3+ [ ]TSC

From the example, we summarize E[W] by

:s+23(1—s)+33(1—s)2+3(1—s)3 s+s(1-s)+s(1-s)° E[R]

= E[W]

Thus, we have E[N, ']

E[N;]:E[vvp@

SC

_ 5+25(1-5)+3s(L=5)* +3(1=5)’ z s+s(l-s)+s(@-s)* E[R] . EIR]

1-s—s(d-s)-s(1-5)* 1-s=s(l=s)=s(1-5)* T

1-5—s(1—s)—s(1—s)? T8 8(1- SY=8(1-5)* FMecf Tt

Now, we can represent the general form

Zk: ns(l—s)™* + (@1 —s)*xk

E[N, =2 o B

E[R]

Kk K
1-5 s@=s)™ 1-> s@-s)"* s
n=1 n=1

TC

It can be applied to modify our Equation 3.21 with longer Inactivity Timer.
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