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BCH Code Selection and Iterative Decoding for BCH
and LDPC Concatenated Coding System

Student: Pin-Han Chen Advisor: Po-Ning Chen
Institute of Communications Engineering

National Chiao Tung University
Abstract

For a serial concatenated coding system, the outer code is mainly designed to remove the
residual errors induced by the inner decoder. In order to efficiently eliminate these residual
errors, the selection of outer codes should depend on the error behavior of the inner decoder.
In this thesis, we consider the concatenated systematic BCH and QC-LDPC coding system,
which may be suitable for commercial standards of flash memories. We first propose a selec-
tion method of BCH codes according to the error patterns that are produced by the inner
LDPC code decoder so as to lower the error floor but retain minor rate loss. Moreover,
for the algebraic outer decoder, we present a feedback-based iterative decoding algorithm
to improve the decoding performance. Simulations show that our feedback iterative decod-
ing can effectively improve the system performance with only a slight increase in decoding

complexity.

i



Acknowledgements

First of all, I would like to extend my sincere gratitude to my advisor, Professor Po-Ning
Chen, for his patient guidance and support. Secondly, I would like to express my heartfelt
gratitude to Professor Chung-Hsuan Wang: I deeply appreciate your invaluable instructions
in my research. Besides, I would like to show my special gratitude to Dr. Jian-Jia Weng: 1
have benefited a lot from your enthusiastic teaching. This thesis would not have been possible
without these helps. Finally, I would like to thank Jian-Dong Du and all the members in the
NTL lab for their support and friendship as well as all those who have helped me in these

two years.

iii



Contents

Chinese Abstract
Abstract
Acknowledgements
Contents
List of Figures

1 Introduction

2 Preliminaries
2.1 Concatenation of LDPC and BCH coders . . . . . . . ... ... ... ....
2.2 Decoding Algorithm for LDPC Code . . . . ... ... ... ... ......
2.2.1 The Bit-Flipping Algorithm . . . . . . .. ... .. ... ... ....
2.2.2  The Sum-Product Algorithm . . . . . . .. . ... ... ... ... ..
2.3 Algebraic Decoding Algorithm for BCH Codes . . . . . ... ... ... ...

2.4 Dominated Failure Patterns: Trapping Sets . . . . . . . . . .. .. ... ...

v

ii

iii

v

vi



3 BCH Code Selection and Iterative Decoding for The Concatenated Coding

System 13
3.1 The Selection of Outer BCH Codes . . . . . .. .. ... ... ... ..... 14
3.2 Decision Feedback-Aided Iterative Decoding . . . . . . . . . ... ... ... 15

3.2.1  Decision Feedback-Aided Iterative Decoding between Algebraic and

Bit-Flipping Algorithms . . . . . . . . . . ... ... ... .. ... . 16

3.2.2  Decision Feedback-Aided Iterative Decoding between Algebraic and

Sum-Product Algorithms . . . . . . . . ... ... L. 17
3.3 Additional Modifications on Decision Feedback-Aided Iterative Decoding . . 19
3.3.1 Strategy 1: Concatenation of SPC, BCH and LDPC Codes . . . . . . 19

3.3.2  Strategy 2: Explicit Feedback Condition on the Euclidean Distance . 21

3.3.3 Strategy 3: Shortening the Outer BCH Code . . . . . . . .. ... .. 22

4 Simulation Results 25
4.1 System Settings . . . . . .. L 25
4.2 Remarks . . . . . 51

5 Conclusion and Future Work 56
References 57



List of Figures

2.1

3.1

3.2

4.1

4.2

Block diagram of the concatenated coding system consisting of 5 (Npcu, Kpcn)
BCH codes and one (Npppc, K1ppc) LDPC code. g zeros will be added at the
end of these § BCH codewords, where ¢ = Kippc — 8- Ngcu. -~ - -« . . . .

Block diagram of concatenation of the SPC, BCH and LDPC codes. . . . . .

Block diagram of concatenated coding system with A information bits being

fixed as Zeros. . . . . .o e

Performances of the rate-0.941 (6350,5978) QC-LDPC code Cy, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop, and its corresponding concatenated system with
(511,475,4) BCH codes decoded with and without feedback loop. The LDPC
code is decoded by the BFA. . . . . . . .. ..o

Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop, and its corresponding concatenated system with
(511,475,4) BCH codes decoded with and without feedback loop. The LDPC
code is decoded by the BFA. . . . . . . ...

vi

20

23

31



4.3

4.4

4.5

4.6

4.7

Performances of the rate-0.941 (6350,5978) QC-LDPC code Cj, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop, and its corresponding concatenated system with
(511,475,4) BCH codes decoded with and without feedback loop. The LDPC
code is decoded by the SPA. . . . . . . ...

Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop, and its corresponding concatenated system with
(511,475,4) BCH codes decoded with and without feedback loop. The LDPC
code is decoded by the SPA. . . . . . . . ...

Performances of the rate-0.941 (6350, 5978) QC-LDPC code C;, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop. The
LDPC code is decoded by the SPA. . . . . . ... . ... ... ... ...,

Performances of the rate-0.941 (6350, 5978) QC-LDPC code C;, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (511,475,4) BCH codes decoded with and without feedback loop. The
LDPC code is decoded by the SPA. . . . . . .. .. ... ... ... ...,

Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop. The
LDPC code is decoded by the SPA. . . . . . ... ... .. ... .. ...,

vil



4.8

4.9

4.10

4.11

4.12

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (511,475,4) BCH codes decoded with and without feedback loop. The
LDPC code is decoded by the SPA. . . . . . . ... ... ... ... ...,

Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-2-enhanced concatenated
system with (255, 223,4) BCH codes decoded with feedback loop. The LDPC
code is decoded by the SPA. . . . . . . . ...

Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511, 475,4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-2-enhanced concatenated
system with (511,475,4) BCH codes decoded with feedback loop. The LDPC
code is decoded by the SPA. . . . . . . ... ...

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-2-enhanced concatenated
system with (255,223,4) BCH codes decoded with feedback loop. The LDPC
code is decoded by the SPA. . . . . . . .. ... L

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-2-enhanced concatenated
system with (511, 475,4) BCH codes decoded with feedback loop. The LDPC
code is decoded by the SPA. . . . . . . .. ...



4.13

4.14

4.15

4.16

Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-3-enhanced concatenated
system with (255,223, 4) BCH codes decoded with and without feedback loop.
The parameter A chosen in Strategy 3 is 8, and the LDPC code is decoded by
the SPA. . . . .

Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-3-enhanced concatenated
system with (511,475,4) BCH codes decoded with and without feedback loop.
The parameter A chosen in Strategy 3 is 9, and the LDPC code is decoded by
the SPA. . S 4. o L e N

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-3-enhanced concatenated
system with (255,223, 4) BCH codes decoded with and without feedback loop.
The parameter A chosen in Strategy 3 is 8, and the LDPC code is decoded by
the SPA. . . . .

Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding Strategy-3-enhanced concatenated
system with (511,475,4) BCH codes decoded with and without feedback loop.
The parameter A chosen in Strategy 3 is 9, and the LDPC code is decoded by
the SPA. . . .

X



4.17 Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-

4.18

ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop, and
its corresponding Strategy-2-enhanced concatenated system with (255,223, 4)
BCH codes decoded with feedback loop, and its corresponding Strategy-3-
enhanced concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop. The parameter A chosen in Strategy 3 is 8, and
the LDPC code is decoded by the SPA. . . . . . . . .. .. ... ... ....

Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (511,475,4) BCH codes decoded with and without feedback loop, and
its corresponding Strategy-2-enhanced concatenated system with (511,475, 4)
BCH codes decoded with feedback loop, and its corresponding Strategy-3-
enhanced concatenated system with (511,475,4) BCH codes decoded with
and without feedback loop. The parameter A chosen in Strategy 3 is 9, and
the LDPC code is decoded by the SPA. . . . . . . . . ... ... ... ....



4.19

4.20

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (255,223, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop, and
its corresponding Strategy-2-enhanced concatenated system with (255,223, 4)
BCH codes decoded with feedback loop, and its corresponding Strategy-3-
enhanced concatenated system with (255,223,4) BCH codes decoded with
and without feedback loop. The parameter A chosen in Strategy 3 is 8, and
the LDPC code is decoded by the SPA. . . . . . . . .. .. ... ... ....

Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (511,475, 4) BCH codes decoded with and with-
out feedback loop, and its corresponding SPC-enhanced concatenated system
with (511,475,4) BCH codes decoded with and without feedback loop, and
its corresponding Strategy-2-enhanced concatenated system with (511,475, 4)
BCH codes decoded with feedback loop, and its corresponding Strategy-3-
enhanced concatenated system with (511,475,4) BCH codes decoded with
and without feedback loop. The parameter A chosen in Strategy 3 is 9, and
the LDPC code is decoded by the SPA. . . . . . . . . ... ... ... ....

pal



Chapter 1

Introduction

With an increasing demand for large and efficient data storage, providing reliable data access
on flash memory gradually becomes an important research issue. In the last decade, Bose-
Chaudhuri-Hocquenghem (BCH) codes have been widely used for data protection on flash
memory [1-3]. Algebraic decoding algorithms for BCH codes are then employed when errors
are detected [4]. However, as the rapid development of flash memory, the required bit error
rate (BER) is more strict than before. It then occurs that the BCH codes are not adequate to
achieve the desired BER. Hence, many commercial companies attempt to adopt new coding
technology such as the LDPC code to alleviate this problem in the next generation flash

memory standard.

Serial concatenated coding is a technique to combine several error correcting codes into a
single one. In general, such a concatenated code can increase the error correcting capability
dramatically. For flash memory industries, a favorable coding scheme is perhaps to concate-
nate systematic BCH codes with quasi-cyclic low-density parity-check (QC-LDPC) codes.
From our viewpoint, this coding scheme have several advantages apart from its powerful

correcting capability.

First, owing to the systematic characteristic, the decoding complexity is often not large.



Secondly, the data read operation can be directly performed by the outer BCH code decoder
if the quality of read channel is good. Only when the outer code decoding fails, the inner
LDPC code decoder is activated to produce more reliable estimates of the original data.
Thirdly, the conventional hardware implementation of BCH code encoder and decoder can
be retained. Fourthly, the special parity-check matrix structure of the QC-LDPC code [5]

makes fast encoding and low complexity decoding feasible [6,7].

Based on the above concatenated coding scheme, the QC-LDPC code can be decoded
by the bit flipping algorithm (BFA) or the sum-product algorithm (SPA) [8]. However,
it is observed from simulations that a remarkably good BER performance is resulted at
low-to-moderate signal-to-noise power ratio (SNR) but an error floor at high SNR due to
some particular error patterns seems unavoidable. This error floor phenomenon is even more
serious especially for QC-LDPC codes of short block length. Although the outer BCH code
can improve this error floor, increasing the correcting capability of the outer code will be at

the expense of code rate loss.

To seek a balance between the BER performance and the code rate, we propose a selection
method for the outer BCH code when the inner QC-LDPC code is given. The idea behind our
method is to examine the error patterns in the error floor region and choose an appropriate

BCH code that can compensate most of the dominant error patterns.

In addition, since in our coding system, a codeword of the inner LDPC code corresponds
to multiple codewords of the outer BCH code, the successful decoded results for the outer
BCH codes can be properly utilized for performance enhancement. Hence, we also propose
an iterative decoding strategy for this concatenated coding system. Simulations showed that
the BER can be effective reduced with such an interaction between the inner and outer code

decoders.

The rest of the thesis is organized as follows. In Chapter 2, some background of the



concatenated coding system is presented. In Chapter 3, the selection method of BCH codes
and the proposed feedback strategy for iterative decoding are given. In Chapter 4, simulation

results are summarized and remaked. Chapter V concludes this work.



Chapter 2

Preliminaries

In this chapter, we provide the background knowledge on LDPC code decoders and BCH
code decoders. Specifically, Section 2.1 introduces the system model we consider as well as
the serial concatenated coding scheme. Section 2.2 talks about the decoding algorithms for
LDPC codes. Section 2.3 gives the algorithm that will be employed for decoding the BCH
codes. Section 2.4 presents the conception of dominated error patterns for LDPC codes in

an error floor region; further discussion on this subject will be given in subsequent chapters.

2.1 Concatenation of LDPC and BCH coders

As shown in Figure 2.1, we consider a concatenated coding scheme that comprises 3 identical
(NBcH, Kpcn) systematic BCH codes as the outer code and an (Npppc, Kippc) systematic
LDPC code as the inner code. In this scheme, the BCH codes are chosen to be capable of

correcting t random errors, and the LDPC code adopted is a QC-LDPC code.

It can then be observed from Figure 2.1 that the total number of information bits is
[ - Kgcu. These information bits are first divided into S groups of size Kgcy. Bits in each
group are then encoded by a BCH code encoder. The resulting f BCH codewords plus ¢ zeros

are aggregated as the information bits for the LDPC encoder, where ¢ = Kyppc — - Ngcu >
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corresponding to these ¢ extra zeros in an LDPC codeword.

Hence, the received signal at time ¢ can be represented as

yi=xi+w;, Vig¢gP

Figure 2.1: Block diagram of the concatenated coding system consisting of 5 (Npcu, Kpcn)
BCH codes and one (Npppc, KLppc) LDPC code. ¢ zeros will be added at the end of these
£ BCH codewords, where ¢ = Kyppc — B - NgcH-

0. Afterwards, a length- Ny ppc LDPC codeword is generated. Note that since the LDPC code
is systematic, the additional g zeros in the LDPC codeword does not need to be transmitted
(as indicated by the big cross on the right of Figure 2.1). The purpose of these zero padding
is to match the number of output bits of the BCH encoders to the number of required

input bits of the LDPC encoder. For notational convenience, we let P be the set of indices

In our system model, we suppose that except for the ¢ extra zeros, the coded bits are

BPSK-modulated and transmitted over an additive white Gaussian noise (AWGN) channel.



where x; € {—1,+1} is the ith modulated symbol, and w; denotes a zero-mean Gaussian

noise sample with variance 2.

At the receiver side, the sum-product algorithm or bit-flipping algorithm is first employed
to decode the LDPC code. The hard-decision decoding result is denoted by z. Upon re-
ception of this hard-decision sequence z, an algebraic decoding algorithm then performs the
decoding of BCH codes and outputs the estimates of the information bits. These decoded

information bits are denoted by d.

2.2 Decoding Algorithm for LDPC Code

In this section, the details of bit-flipping algorithm (BFA) [8] and the sum-product algorithm
(SPA) [8] are addressed.

The BFA is a hard-decision decoder for LDPC codes, while the SPA is a soft-decision
decoder for LDPC codes. Both algorithms pass messages between nodes in the Tanner graph
of the code. For the BFA, a variable node sends a message to its neighboring check nodes
to declare itself as a 1 or 0, and a check node sends a message to its neighboring variable
nodes, declaring whether the parity-check is satisfied or not. The working theory behind
the SPA is similar to the BFA except that what the SPA passes between variable nodes and
check nodes is the log-likelihood ratio between 0 and 1. In this thesis, the conventional SPA

proposed by Gallager in his 1963 thesis is employed [8].

Before we proceed to introduce the details of the two algorithms, the notations used later
must be defined first. Denote by H the parity-check matrix of a (Npppc, Kippc) QC-LDPC
code. Then, the number of variable nodes in the Tanner graph is Nyppc. Let the Tanner
graph corresponding to H containing M check nodes. Put v; and M(i) as the ith variable

node and the set of check nodes connecting to v; in the Tanner graph, respectively. Similarly,



let ¢; and N (j) be respectively the jth check node and the set of variable nodes connecting
to ¢;. With these notations, the decoders of the LDPC code can be described in the following

steps.

2.2.1 The Bit-Flipping Algorithm

The Bit-Flipping Algorithm:

Step 0. Initialization: The value of the ith variable node, Z;, is obtained from the ith

received value y; via hard-decision:

2l .
5i:{1’ lfyl—oa“dZ¢P,v1sz§NLDpc. (2.1)

0, otherwise
Step 1. Bit to Check Message Update: Each variable node sends its value to its neighboring
check nodes. Afterwards, each check node calculates whether the parity-check is
satisfied or not in terms of the messages obtained from the variable nodes. Set
Q; = 1 if the j-th parity-check equation is satisfied; otherwise, set (); = —1. In

other words,
Q=[] 1-22),vi<j<Mm (2.2)

€N (4)

If all ); = 1, then output z and stop the algorithm.

Step 2. Check to Bit Message Update: Each check node sends its (Q-value to its neighboring
variable nodes. Set F; = 1 if all check equations associated to check nodes that are

connected to the ith variable node are “not satisfied;” otherwise, set F; = 0. Flip



the value of the variable node if F; = 1.} Specifically,

1_ .
F;': H 2QJ, \VI]-SZ.SNLDPC andz%P (23)
JEM()
R Zi+1)mod 2, if F; =1 . .
Zz:{ ;i’ ) leZO , \V/]-SZSNLDPC andz%P. (24)

If z is a valid LDPC codeword or the maximum number of iterations is reached,

output z and stop the algorithm; else go to Step 1.

2.2.2 The Sum-Product Algorithm

The Sum-Product Algorithm:

Step 0. For 1 <i < Npppc, if i ¢ P, then compute the LLR R; of bit i; else let R; = co.
Le.,

00, ifieP (2:5)

R é{ 2y;lo?, ifig P
For 1 <1 < Npppc and 1 < j < M, initial E; ; = 0, where L; ; represents the

extrinsic information passing from check node c; to variable node v;.

Step 1. Bit to Check Message Update: Denote by L;; the extrinsic information passing
from variable node v; to check node c;. Then, assign for 1 < ¢ < Nyppc, and for
J € M(i) for a given i,

Lij = { 2jemng i By + Riy i &P

R;, ifieP (2:6)

Step 2. Check to Bit Message Update: Renew for 1 < j < M, and for i € N (j) for a given

J;

L,
1+ Hz”e/\/(j),i’;&z’ tanh ( Z2J)

L, .
1- Hi'eN(j),i';ﬁi tanh < 22])

'Note that we do not need to estimate those 2; for i € P because they are deterministically zero.

8



Step 3. Codeword Test: Compute the reliability D; of the ith bit as

S Yiemp B+ R ifigP
D’_{ R; ifieP ’ (2:8)

For 1 <1 < Npppc, obtain the hard-decision result:

. 1 ifD; <0
e { 0 if D; >0 (2.9)
If Hz" = 0, output 2 as the decoded result and stop the algorithm; else if the

maximum number of iterations is reached, stop the algorithm; else go to Step 1.

2.3 Algebraic Decoding Algorithm for BCH Codes

In this section, we describe the algebraic decoding algorithm for BCH codes.

Upon the completion of the LDPC code decoding, the decoded sequence z is partitioned
into  sub-sequences, and each sequence is delivered to its corresponding BCH code decoder
for decoding. In this thesis, the BCH code decoder chosen is the Euclidean algorithm [4].
Since the Euclidean algorithm is a bounded distance decoder, a sub-sequence is guaranteed
to be decoded to a valid codeword when this sub-sequence lies in a codeword sphere of
radius ¢. As such, if a sub-sequence can be decoded to a valid codeword, the estimates of the
information bits, i.e., El, are taken from the outputs of this BCH code decoder; otherwise,
the information bits in z are used instead. Note again that the BCH codes we adopt are

systematic.

Now consider a primitive BCH code with codeword length Ngcy = 2™ — 1 and generator

polynomial g (x). Assume its code polynomial is
v (X) = vy + 'UlX + -+ ’UNBCH_lXNBCH_l. (2.10)
Let the received sequence (passed from the LDPC decoder) be

P (X) =ro+ 71X 4 e X VPO 2.11
BCH



As a convention, we can write

where e(X) is the error pattern polynomial.

The first step in decoding a BCH code is to check whether r(X) is a valid code polynomial
or not. If affirmative, then the information bits encoded to r(X) is surely the desired
decoding output. If the answer is negative, then compute the syndrome s corresponding to

the received polynomial r(X).

For a t-error correctable BCH code, the syndrome consists of 2t components in GF(2™):
S = (81,89, ,82), (2.12)

where the i-th component of the syndrome is
si=r(a') for 1 <i<2t, (2.13)

and « is the primitive element.

Let ¢(X) be the minimum polynomial of a’. Dividing 7(X) by ¢(X), we obtain the

following equation:
r(X) =a(X)o(X)+ b(X) (2.14)

where b(X) is the remainder with degree less than ¢(X). Based on the above equation, it is

obvious that (2.13) can be rewritten as s; = b(a') because ¢(a’) = 0.

Since r(X) = v(X) + e(X), we can relate the syndrome and the error pattern through:

si=r(a')=v(a') +e(a’) =e(a’) forl1<i<2t (2.15)
Suppose e(X) has v errors at locations X7t, X722 ... X je.,
e(X)= X"+ X2 4 ... 4 X where 0< ji <jo<--<jy<Ngom—1  (2.16)

10



Combining (2.15) and (2.16), we have the following equations:
81 :a.]l +a.]2+..+a.]”
s2= (a?)" 4 (07) 4 o ()

s3 = (a7)” + (a?)® + .. 4 (o) (2.17)

so = (a9)" + (a2)" + - (a)"

where a/t, /2, --- | /v are unknown. So for BCH codes, the decoding process is simply to

solve these equations.

As aforementioned, we use the Euclidean algorithm to decoding BCH codes in this thesis.

Apparently, the exponents ji, ja, -+, j, tell us the error locations in e(X). Define the
polynomial:

a(X) & 1+ X)(1+a”?X)-(1+a? X) (2.18)

=op+n X+ X+ +0,X" (2.19)

The roots of o(X) are clearly (a?*) ", (a®2)™", ---, (a?)”". As these roots tell the inverses

of the error-location numbers, o(X) is called the error-locator polynomial. Solving the error-
locator polynomial can also give the error locations in e(X). Note that we will use the

information of the error-locator polynomial in the next chapter.

Finally, we roughly summarize the decoding procedure of the BCH codes as follows. First,
we compute the syndrome s from the received polynomial 7(X), followed by the determina-
tion of the error locator polynomial o (X). Then, we determine the error location numbers
adt; af2 ... v by finding the roots of o(X), and hence we can use this information to

correct the errors in 7(X).

2.4 Dominated Failure Patterns: Trapping Sets

As widely reported in many research documents, decoding LDPC codes by the SPA can

result in relatively large BERs at low to moderate SNR in AWGN channels. These relatively
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large BERs usually appear in the form of error floor at high SNR, i.e., the BERs descend
much slowly or even stop decreasing at high SNR, and this error floor phenomenon is more

evident especially for short block length LDPC codes.

From a series of studies, a major failure pattern that causes the error floor phenomenon
is the “trapping set [9].” We say that a sub-graph of a Tanner graph is an (a, b) trapping set
if it contains a variable nodes and b odd degree neighboring check nodes that are connected
to these variable nodes. When these a variable nodes are erroneous while the remaining
bits are correct, it can be observed that only these b check nodes can possibly send correct
messages to these a variable nodes. Hence, the the trapping sets, in particular with smaller

values of a and b, are the dominant error patterns in the error floor region.
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Chapter 3

BCH Code Selection and Iterative
Decoding for The Concatenated
Coding System

In this chapter, a selection method for the outer BCH codes will be proposed.

Specifically, for an LDPC code, it has been known that the error floor is majorly con-
tributed by the dominant trapping sets. Our initial idea is therefore that by concatenating a
proper outer code, this problem can be alleviated. With this in mind, for the concatenated
coding scheme in this thesis, the outer BCH codes are chosen to eliminate those trapping

sets and hence improve the BER in the error floor region.

Nevertheless, increasing the error capability of the outer code is usually done at the
expense of the code rate. This implies that there is a trade-off between the code rate and
the BER performance in such a choice of BCH codes. It then leads to the objective in our

design: to improve the BER in the error floor region without much rate loss.

Other than introducing a selection method for the outer BCH codes in Section 3.1, a
decision-feedback-aided decoding is presented. In general, iterative decoding between inner
and outer codes in a concatenated coding scheme must use soft-decision decoding for both the

outer code and the inner code. However, in our system, the outer BCH code is hard-decision
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decoded. So in Section 3.2, we propose an iterative decoding algorithm for our concatenated
system such that the outer BCH code does not need to be soft-decision decoded. Via this
way, the inner decoder and the outer decoder can cooperate with each other to enhance the

overall BER performance.

Finally, Section 3.3 introduces more iterative decoding ideas that can be used in our

concatenated coding system.

3.1 The Selection of Outer BCH Codes

Since we wish to choose outer BCH codes to eliminate the ill effect of those trapping sets,
a search of the dominated trapping sets must be first performed for a given inner QC-
LDPC code. The collected (a,b) trapping sets are then classified according to the values of

parameters a and b.

The scenario we are concerned with is as follows. Under the premise that the codeword
length of the outer BCH code has been determined, and a LDPC code codeword comprises
f BCH code codewords, if an (a,b) trapping set with a = t occurs, those ¢ errors might
simultaneously fall into a single BCH code block in the worst case. To ensure that such an
error pattern can be removed by the BCH code decoder, a t-error correctable BCH code must
be chosen. In fact, by this selection, not only the trapping sets with a < t are guaranteed
to be cleaned up by the outer BCH code but also part of the trapping sets with a > t
can be possible corrected as long as § > 1. Note that if the code rate of the resulting
concatenated system is higher than the system requirement, we may further increase the
correcting capability of the BCH code for further improvement at the price of decreasing the

code rate, i.e., e.g., choosing a (¢t + 1)-error correctable BCH code.

As a contrast, if the code rate of the resulting system is lower than the desire, we could
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increase the codeword length of BCH codes to improve the code rate without much sacrificing
the error correcting capability. As such, since the value of § is decreased, the “extra” error

correcting capability for the trapping sets with a > t may be degraded.

3.2 Decision Feedback-Aided Iterative Decoding

After selecting proper BCH coders according to the proposed rule in the previous section,
simulations are performed and show that our choice does improve the BER in the error floor
region. However, a little performance loss can also be observed in the waterfall region due

to the rate loss.

To compensate this BER performance degradation in the waterfall region, and also in-
spired by the success of iterative decoding, we design an novel iterative decoding strategy
for our concatenated coding system: namely, to feedback information from the § algebraic

BCH code decoders to the LDPC code decoder.

It is worth mentioning that one can of course employ a soft-decision decoding algorithm
for BCH codes and result in an iterative decoding naturally; however, such approach will
evidently lose the advantage of the fully developed hardware implementation of algebraic
decoders. In order to maintain this hardware superiority of hard-decision BCH decoders, we

propose an alternative yet simple solution.

Our proposal relies on a premise that owing to the superior error correcting capability
of the inner LDPC code, the noisy received signals are mostly corrected back to its original
transmission values after the LDPC code decoding. In addition, by our selection of BCH
codes, it is reasonable to expect that most of the residual errors can be removed by the
outer BCH code decoders. This implies that the decoding results of BCH codes are very

trustworthy. Therefore, our main idea is to feedback these decoding results to the LDPC
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code decoder and re-do the LDPC decoding. This may make the LDPC code decoder re-
generating even more reliable outputs, and hence form a positive interaction cycle between

the inner and outer decoders.

Some notations that will be used later are introduced first. Let S denote the set of indices
in an LDPC codeword of length Nippc that correspond to those BCH decoder inputs, out
of which valid BCH codewords can be obtained by the BCH decoder. Hence, if 8’ out of
f BCH decoders output valid BCH codewords (i.e., decode successfully), then the size of S
is exactly ' - Kpcu. Notably, the direct correspondences between the - Kpcy input bits
of the BCH encoders and the LDPC codeword are well defined since both the BCH codes
and the LDPC code are systematic. Denote by d; the estimate of the ith bit in an LDPC
codeword obtained from the previous outer ! iteration, where 1 < i < Nyppc. With these
notations, we are ready to describe the decision feedback-aided iterative decoding for our

proposed concatenated coding system.

3.2.1 Decision Feedback-Aided Iterative Decoding between Alge-
braic and Bit-Flipping Algorithms

In the first outer iteration of the decision feedback-aided iterative decoding, the LDPC
code is decoded by the original bit-flipping algorithm as have been described in Subsection
2.2.1. Starting from the second outer iteration, the decoding procedure of the LDPC code

is changed to the following:

Step 0. Initialization: With the availability of S and {d;} obtained from the previous outer

iteration, the value of the ith variable node, Z;, is obtained from the ith received

!There are two iterations in our decision feedback-aided iterative decoding algorithm. They are the
internal iterations of the LDPC decoder and the external iterations between the BCH decoders and the
LDPC decoder. For convenience, the former will be referred to as inner iterations, while the latter will be
named outer iterations.
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value y; via hard-decision as:

1 ify;<0andig¢ PUS
=X d;, ifieS , V1 <1< Npppc. (3.1)
0 otherwise

Step 1. Bit to Check Message Update: Each variable node sends its value to its neighboring
check nodes. Afterwards, each check node calculates whether the parity-check is
satisfied or not in terms of the messages obtained from the variable nodes. Set
(Q; = 1 if the j-th parity-check equation is satisfied; otherwise, set (); = —1. In
other words,

Q= ] (1—2z), vi<j<Mm (3.2)
€N ()

If all ); = 1, then output z and stop the algorithm.

Step 2. Check to Bit Message Update: Each check node sends its (Q-value to its neighboring
variable nodes. Set F; = 1 if all check equations associated to check nodes that are
connected to the ith variable node are “not satisfied;” otherwise, set F; = 0. Flip

the value of the variable node if F; = 1. Specifically,

1- 0.
Fi: H QQJ, v1§i§NLDpC andigéPUS. (33)
JEM(i)
R Zi+1)mod 2, if F;=1 . .
Zz:{gl’ ) ifﬂ:o’VISZSNLDpcand,l%PUS‘ (34)

If z is a valid LDPC codeword or the maximum number of (inner) iterations is

reached, output z and stop the algorithm; else go to Step 1.

3.2.2 Decision Feedback-Aided Iterative Decoding between Alge-
braic and Sum-Product Algorithms

In the first outer iteration of the decision feedback-aided iterative decoding, the LDPC code

is decoded by the original sum-product algorithm as have been described in Subsection
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2.2.2. Starting from the second outer iteration, the decoding procedure of the LDPC code

is changed to the following:

Step 0. For 1 < i < Npppc, if i ¢ PUS, then compute the LLR R; of bit i; else if i € P,
2(1-2d;)
)

let R; = o0; else assign R; = . Le.,
R 2(1;72%), ifieS
Ri = { oo, ifi € P (3.5)

2y;/0?,  otherwise
For 1 <1 < Npppc and 1 < j < M, initial E;; = 0, where L;; represents the

extrinsic information passing from check node c; to variable node v;.

Step 1. Bit to Check Message Update: Denote by L;; the extrinsic information passing
from variable node v; to check node c¢;. Then, assign for 1 < i < Npppc, and for
j € M(i) for a given 1,

MJ:{R“ ifiePUS

: 3.6
> i emyj'+; Bij+ Ry otherwise (3.6)

Step 2. Check to Bit Message Update: Renew for 1 < j < M, and for i € N (j) for a given

Js
1+1]1 tanh (22
i'EN(G),i'#i LAl ( )
By, —'n EN().i # L?/ . (3.7)
1- Hi'ej\/(j),i';éi tanh (%)
Step 3. Codeword Test: Compute the reliability D; of the ith bit as
R; ifie PUS
Di = { > jemey Eij + Ri otherwise (3.8)
For 1 < i < Npppc, obtain the hard-decision result:
. 1 ifD; <0
%_{Oiﬂh>0 (39)

If H2" = 0, output % as the decoded result and stop the algorithm; else if the
maximum number of (inner) iterations is reached, stop the algorithm; else go to Step

1.
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3.3 Additional Modifications on Decision Feedback-Aided
Iterative Decoding

From simulations, we sense that the outer BCH code decode may feedback incorrect infor-
mation to the LDPC code decoder when the error correcting capability of the BCH code is
too small. This occurs especially when the BCH code decoder outputs a valid but wrong
codeword. In principle, this probability is roughly inversely proportional to the error correct-
ing capability of the BCH code. In order to ensure the exactness of the feedback information
from the BCH code decoder to the LDPC code decoder, we have experimented three strate-
gies that will respectively introduce in the following subsections. In Subsection 3.3.1, an
extra single parity-check (SPC) code will be added to the BCH code so as to ensure the
exactness of the feedback information to the LDPC code decoder. In Subsection 3.3.2, the
condition of the feedback strategy will become stricter. In Subsection 3.3.3, a modification
on the outer BCH code will be tested. To ease the referring of the above three modifications,
we will respectively call the modifications in Subsections 3.3.1, 3.3.2 and 3.3.3 as Strategy 1,

Strategy 2 and Strategy 3.

3.3.1 Strategy 1: Concatenation of SPC, BCH and LDPC Codes

There exists an implicit condition for executing the feedback scheme, i.e., at least one BCH
code decoder decodes successfully. Hence, the error correcting capability of the outer BCH
code must not be too small; otherwise, the decoded result may still be wrong and another

valid BCH codeword is outputted even if the BCH code decoder decodes successfully.

To further secure the exactness of the feedback information, we add an extra single parity-
check (SPC) code to double-check the validity of the output BCH codewords. This will only

result in a small rate loss, and the additional system complexity is almost minimized.
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Figure 3.1: Block diagram of concatenation of the SPC, BCH and LDPC codes.

Consider the new system that comprises 3 identical (Ngpc, Kspc) systematic SPC codes,

The SPC codewords are then fed into the following BCH code encoders, which gener-

encoder. This results in 8 SPC codewords.

required number of bits for the LDPC code encoder.
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S identical (Npcn, Kpen) systematic BCH codes and an (Npppe, K1ppc) systematic LDPC
code as shown in Figure 3.1. In this scheme, the number of information bits becomes 5 Kspc,
and Nspc = Kspc + 1. Specifically, the SKspc bits are first divided to § disjoint groups

of size Kgpc. Each group is then independently encoded by its corresponding SPC code

ate § BCH codewords. Afterwards, the output 5 BCH codewords are aggregated as the
information bits to the LDPC code encoder, which in turns generate an LDPC codeword of
length Nippc. Similar to what have been stated in Section 2.1, ¢ zeros will be padded to

BCH codewords in order to balance the total number of bits in 8 BCH codewords and the



As aforementioned, the SPC code is used to detect the errors that the BCH code decoders
make. It can cooperate with either the BFA or the SPA when being applied to the decision
feedback-aided iterative decoding. The procedures are basically the same as what we have
described in the previous section. In the first outer iteration, the LDPC code decoder
produces decoding outputs 2z of length Nyppc. Based upon this hard-decision sequence 2,
the BCH decoders then output the estimates d of the information bits of BCH codes by
using an algebraic decoding algorithm. Additionally, the results d are double-checked to see
whether they form a valid codeword of the SPC code. As a result, the set S is re-defined
as the set of indices in an LDPC codeword of length Nyppc that correspond to those SPC
decoder inputs, out of which valid SPC codewords and also valid BCH codewords can be
obtained. By the re-defined S, the second outer iteration can be performed, following the

steps described in Section 3.2.

3.3.2 Strategy 2: Explicit Feedback Condition on the Euclidean
Distance

In this subsection, instead of adding an SPC code, we add an explicit condition under which
the information bits in & can be feedbacked. Hence, the system structure in Figure 2.1

remains and no rate loss is resulted.

The decoding procedure is modified as follows. In the first outer iteration, the LDPC
code decoder generates hard-decision sequence z. Based on this hard-decision sequence
%, the BCH code decoders then output the estimates d of the information bits of BCH
codes by using an algebraic decoding algorithm. We then generate § BCH codewords with
respect to the estimated information sequence d. Afterwards, for the ith BCH codeword just
generated, where 1 < ¢ < [, we compute the Euclidean distance ugéH between this BCH

codeword and the elements in its corresponding positions in channel output y. We also
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compute the Euclidean distance u(L%PC between z and y by taking into consideration only
the elements corresponding to the the respective positions about the ith BCH codeword.
Again, the correspondences between BCH codewords and y are well defined since the LDPC
code is systematic. From our simulations, we notice that the portion of the decoded results
d that generates the 1th BCH codeword is correct with higher probability if ugéH is smaller
than u(Li]))PC. Therefore, we redefine the set S as follows: S is the set of indices in an LDPC
codeword of length Npppc that correspond to those BCH decoder inputs, out of which valid
BCH codewords can be obtained by the BCH decoder and also its respective ug)CH is smaller

than “(Lil))Pc- By the re-defined S, the second outer iteration can be performed, following the

steps described in Section 3.2.

3.3.3 Strategy 3: Shortening the Outer BCH Code

It is obvious that if some of the information bits transmitted are known to the receiver, then
the outer iterations can evidently improve the error performances by broadcasting these
correct values. Hence, in this subsection, we propose to fix A information bits as zeros for
each BCH coder so that they can serve as the known information bits at the receiver to help

improving the error performance.

Consider a concatenated coding scheme that comprises [ identical (Npcn, Kpcn) system-
atic BCH coders and an (Npppc, Kpppc) systematic LDPC coder as shown in Figure 3.2.
Among the Kgcy information bits feeding into each BCH encoder, A\ of them are fixed as
zeros. Hence, the total number of effective information bits for the entire system is reduced
to BKfep, where Koy = Kpen — A. Similar to what have been stated previously, these
BKLey bits are divided into /5 groups of size Kj;y. After appending A bits of zeros to each
group, they are then fed into (Npcu, Kpcn) BCH code encoders. This results in f BCH

codewords. Afterwards, the § BCH codewords are aggregated as the information bits to the
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LDPC code encoder. If necessary, ¢ extra zeros will be appended to these - Ngcy aggregated
bits, where Kippc = SNgcu + ¢- The LDPC code encoder then generates a length- Ny ppc
LDPC codeword.

' K ppc N 1ppe
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Figure 3.2: Block diagram of concatenated coding system with A information bits being fixed
as Zeros.

Note that the ¢ + S\ extra zeros are not transmitted since the values of these bits are
prior known at the receiver. Therefore, this strategy will only cause a small rate loss and

the new code rate is given by:

BKpow  _ BKpon — BA
Nippc — BA —¢q Niprc —5)\—61'

The set P is redefined as those indices corresponding to these S\ + ¢ zeros. Moreover, these
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A zeros can be used to double-check whether the decoding outputs of the BCH decoder are
valid BCH codewords or not. Notably, with this setting, a valid BCH codeword must be
one, of which the component bits equal zeros in these A specific positions. The detail of the
decision feedback-aided iterative decoding procedure is then the same as that described in

Section 3.2.

In comparison with Section 3.1, the strategy just proposed in this subsection increases
the correcting capability of the outer BCH codes at a price of a little rate loss. Hence, in our
simulations, a little performance loss can be observed at the waterfall region. More simulation

results as well as discussions regarding them will be introduced in the next chapter.
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Chapter 4

Simulation Results

In this chapter, simulation results are provided to demonstrate the effectiveness of our selec-
tion method for BCH codes as well as the proposed iterative decoding algorithm. Specifically,
simulation results are summarized in Section 4.1, and discussions on them are given in Sec-

tion 4.2.

4.1 System Settings

For all cases, the number of iterations for the inner LDPC decoder is 100. The maximum
number of (outer) iterations between the inner and outer decoders is denoted by . The
condition to execute the outer iteration is that at least one of the BCH code decoders

decodes successfully.

In our simulations, the (6350, 5878) regular QC-LDPC code C; and (4590, 3835) regular
QC-LDPC code C, [10] are adopted. For Cy, the minimum value of a among its dominant
trapping sets is 4; hence, we choose the (255,223,4) and (511,475,4) 4-errors correctable
BCH codes as its outer codes. By performing similar trapping set search onto Cs, the
minimum value of a is again 4; hence, the (255,223,4) and (511,475,4) BCH code can also

be used as the outer codes for C,.
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We list the maximum number of outer iterations for each code combination as follows.

e The maximum number of outer iterations for the (255,223,4) BCH code and C; is
5878/255 ~ 23. As can be seen from our computation, this number is exactly the
number of BCH codes concatenated to the LDPC code. Since after each outer iteration,
at least one additional BCH code decoder should claim to be successful in decoding,
it is clear that at most 23 outer iterations are required to have all BCH code decoders

obtaining valid codewords.

e The maximum number of outer iterations for the (511,475,4) BCH code and C; is

5878/511 ~ 11.

e The maximum number of outer iterations for the (255,223,4) BCH code and C, is

3835/255 = 15.

e The maximum number of outer iterations for the (511,475,4) BCH code and C, is

3835/511 ~ 7.
Now we illustrate the details of all figures.

1. Figures 4.1-4.4 show the BER performances of feedback decoding introduced in Sec-

tion 3.2.

(a) Presented in Figure 4.1 are the performances of the LDPC code Cy, its correspond-
ing concatenated system with (255, 223,4) BCH codes decoded with and without
feedback loop, and its corresponding concatenated system with (511,475,4) BCH
codes decoded with and without feedback loop. The LDPC code is decoded by
the BFA.

(b) The codes tested in Figure 4.2 are the same as those in Figure 4.1 except Cy is

used in place of C;.
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(c) The codes tested in Figure 4.3 are the same as those in Figure 4.1 except that
the SPA is employed instead of the BFA.

(d) The codes tested in Figure 4.4 are the same as those in Figure 4.3 except Cy is

used in place of C;.

2. Figures 4.5-4.8 show the BER performances of feedback decoding refined under Strat-

egy 1 described in Section 3.3.1.

(a) Presented in Figure 4.5 are the performances of the LDPC code Cy, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without
feedback loop, and its corresponding SPC-enhanced concatenated system with
(255,223,4) BCH codes decoded with and without feedback loop. The LDPC
code is decoded by the SPA.

(b) The codes tested in Figure 4.6 are the same as those in Figure 4.5 except (511,475, 4)
BCH codes are used in place of (255,223,4) BCH codes.

(c) The codes tested in Figure 4.7 are the same as those in Figure 4.5 except Cy is
used in place of C;.

(d) The codes tested in Figure 4.8 are the same as those in Figure 4.6 except Cy is

used in place of C;.

3. Figures 4.9-4.12 show the BER performances of feedback decoding under Strategy 2

refinement introduced in Section 3.3.2.

(a) Presented in Figure 4.9 are the performances of the LDPC code Cy, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with and
without feedback loop, and its corresponding Stratege-2-enhanced concatenated
system with (255,223,4) BCH codes decoded with feedback loop. The LDPC
code is decoded by the SPA.
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(b) The codes tested in Figure 4.10 are the same as those in Figure 4.9 except
(511,475,4) BCH codes are used in place of (255,223,4) BCH codes.

(¢) The codes tested in Figure 4.11 are the same as those in Figure 4.9 except C, is

used in place of Cy.

(d) The codes tested in Figure 4.12 are the same as those in Figure 4.10 except Cs is

used in place of C;.

4. Figures 4.13-4.16 show the BER performances of feedback decoding under Strategy 3

refinement introduced in Section 3.3.3.

(a) Presented in Figure 4.13 are the performances of the LDPC code Cy, its corre-
sponding concatenated system with (255,223,4) BCH codes decoded with and
without feedback loop, and its corresponding Stratege-3-enhanced concatenated
system with (255,223,4) BCH codes decoded with and without feedback loop.
The LDPC code is decoded by the SPA.

(b) The codes tested in Figure 4.14 are the same as those in Figure 4.13 except
(511,475,4) BCH codes are used in place of (255,223,4) BCH codes.

(¢) The codes tested in Figure 4.15 are the same as those in Figure 4.13 except Cs is

used in place of C;.

(d) The codes tested in Figure 4.16 are the same as those in Figure 4.14 except Cs is

used in place of Cy.

5. Figures 4.17-4.20 show the BER performances of feedback decoding under three differ-

ent strategies.

(a) Presented in Figure 4.17 are the performances of the LDPC code Cy, its cor-

responding concatenated system with (255,223,4) BCH codes decoded with and

28



without feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop, and its
corresponding Strategy-2-enhanced concatenated system with (255,223,4) BCH
codes decoded with feedback loop, and its corresponding Strategy-3-enhanced
concatenated system with (255,223,4) BCH codes decoded with and without
feedback loop. The LDPC code is decoded by the SPA.

Presented in Figure 4.18 are the performances of the LDPC code C;, its cor-
responding concatenated system with (511,475,4) BCH codes decoded with and
without feedback loop, and its corresponding SPC-enhanced concatenated system
with (511,475,4) BCH codes decoded with and without feedback loop, and its
corresponding Strategy-2-enhanced concatenated system with (511,475,4) BCH
codes decoded with feedback loop, and its corresponding Strategy-3-enhanced
concatenated system with (255,223,4) BCH codes decoded with and without

feedback loop. The LDPC code is decoded by the SPA.

Presented in Figure 4.19 are the performances of the LDPC code C,, its cor-
responding concatenated system with (255,223, 4) BCH codes decoded with and
without feedback loop, and its corresponding SPC-enhanced concatenated system
with (255,223,4) BCH codes decoded with and without feedback loop, and its
corresponding Strategy-2-enhanced concatenated system with (255,223,4) BCH
codes decoded with feedback loop, and its corresponding Strategy-3-enhanced
concatenated system with (255,223,4) BCH codes decoded with and without

feedback loop. The LDPC code is decoded by the SPA.

Presented in Figure 4.20 are the performances of the LDPC code Cs, its cor-
responding concatenated system with (511,475,4) BCH codes decoded with and

without feedback loop, and its corresponding SPC-enhanced concatenated system
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with (511,475,4) BCH codes decoded with and without feedback loop, and its
corresponding Strategy-2-enhanced concatenated system with (511,475,4) BCH
codes decoded with feedback loop, and its corresponding Strategy-3-enhanced
concatenated system with (255,223,4) BCH codes decoded with and without

feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.1: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its corresponding
concatenated system with (255,223,4) BCH codes decoded with and without feedback loop,
and its corresponding concatenated system with (511,475,4) BCH codes decoded with and
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without feedback loop. The LDPC code is decoded by the BFA.
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Figure 4.2: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corresponding
concatenated system with (255,223, 4) BCH codes decoded with and without feedback loop,
and its corresponding concatenated system with (511,475,4) BCH codes decoded with and
without feedback loop. The LDPC code is decoded by the BFA.
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Figure 4.3: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its corresponding
concatenated system with (255,223,4) BCH codes decoded with and without feedback loop,
and its corresponding concatenated system with (511,475,4) BCH codes decoded with and
without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.4: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corresponding
concatenated system with (255,223,4) BCH codes decoded with and without feedback loop,
and its corresponding concatenated system with (511,475,4) BCH codes decoded with and
without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.5: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its corresponding
concatenated system with (255,223, 4) BCH codes decoded with and without feedback loop,
and its corresponding SPC-enhanced concatenated system with (255,223,4) BCH codes
decoded with and without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.6: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its corresponding
concatenated system with (511,475,4) BCH codes decoded with and without feedback loop,
and its corresponding SPC-enhanced concatenated system with (511,475,4) BCH codes
decoded with and without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.7: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corresponding
concatenated system with (255,223,4) BCH codes decoded with and without feedback loop,
and its corresponding SPC-enhanced concatenated system with (255,223,4) BCH codes
decoded with and without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.8: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its corresponding
concatenated system with (511,475,4) BCH codes decoded with and without feedback loop,
and its corresponding SPC-enhanced concatenated system with (511,475,4) BCH codes
decoded with and without feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.9: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-2-enhanced concatenated system with (255,223, 4) BCH
codes decoded with feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.10: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-2-enhanced concatenated system with (511,475,4) BCH
codes decoded with feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.11: Performances of the rate-0.836 (4590, 3835) QC-LDPC code C, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback

loop, and its corresponding Strategy-2-enhanced concatenated system with (255,223, 4) BCH
codes decoded with feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.12: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback

loop, and its corresponding Strategy-2-enhanced concatenated system with (511, 475,4) BCH
codes decoded with feedback loop. The LDPC code is decoded by the SPA.
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Figure 4.13: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-3-enhanced concatenated system with (255,223, 4) BCH

codes decoded with and without feedback loop. The parameter A chosen in Strategy 3 is 8,
and the LDPC code is decoded by the SPA.
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Figure 4.14: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-3-enhanced concatenated system with (511,475,4) BCH

codes decoded with and without feedback loop. The parameter A chosen in Strategy 3 is 9,
and the LDPC code is decoded by the SPA.
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Figure 4.15: Performances of the rate-0.836 (4590, 3835) QC-LDPC code C,, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-3-enhanced concatenated system with (255,223, 4) BCH
codes decoded with and without feedback loop. The parameter A chosen in Strategy 3 is 8,

and the LDPC code is decoded by the SPA.
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Figure 4.16: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback
loop, and its corresponding Strategy-3-enhanced concatenated system with (511, 475,4) BCH

codes decoded with and without feedback loop. The parameter A chosen in Strategy 3 is 9,
and the LDPC code is decoded by the SPA.
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Figure 4.17: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback
loop, and its corresponding SPC-enhanced concatenated system with (255, 223,4) BCH codes
decoded with and without feedback loop, and its corresponding Strategy-2-enhanced con-
catenated system with (255,223,4) BCH codes decoded with feedback loop, and its corre-
sponding Strategy-3-enhanced concatenated system with (255,223,4) BCH codes decoded
with and without feedback loop. The parameter A chosen in Strategy 3 is 8, and the LDPC
code is decoded by the SPA.
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Figure 4.18: Performances of the rate-0.941 (6350, 5978) QC-LDPC code Cy, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback
loop, and its corresponding SPC-enhanced concatenated system with (511,475,4) BCH codes
decoded with and without feedback loop, and its corresponding Strategy-2-enhanced con-
catenated system with (511,475,4) BCH codes decoded with feedback loop, and its corre-
sponding Strategy-3-enhanced concatenated system with (511,475,4) BCH codes decoded
with and without feedback loop. The parameter A chosen in Strategy 3 is 9, and the LDPC
code is decoded by the SPA.
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Figure 4.19: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its correspond-
ing concatenated system with (255,223,4) BCH codes decoded with and without feedback
loop, and its corresponding SPC-enhanced concatenated system with (255, 223,4) BCH codes
decoded with and without feedback loop, and its corresponding Strategy-2-enhanced con-
catenated system with (255,223,4) BCH codes decoded with feedback loop, and its corre-
sponding Strategy-3-enhanced concatenated system with (255,223,4) BCH codes decoded
with and without feedback loop. The parameter A chosen in Strategy 3 is 8, and the LDPC
code is decoded by the SPA.
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Figure 4.20: Performances of the rate-0.836 (4590, 3835) QC-LDPC code Cs, its correspond-
ing concatenated system with (511,475,4) BCH codes decoded with and without feedback
loop, and its corresponding SPC-enhanced concatenated system with (511,475,4) BCH codes
decoded with and without feedback loop, and its corresponding Strategy-2-enhanced con-
catenated system with (511,475,4) BCH codes decoded with feedback loop, and its corre-
sponding Strategy-3-enhanced concatenated system with (511,475,4) BCH codes decoded
with and without feedback loop. The parameter A chosen in Strategy 3 is 9, and the LDPC
code is decoded by the SPA.
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4.2 Remarks

From Figures 4.1-4.4, it can be seen that the error floors are greatly improved by the concate-
nated coding scheme. Further improvement can be obtained by feedback iterative decoding.
In some cases, however, the BER performances become worse in the waterfall region due to
perhaps the rate loss. These figures also tell us that a larger BCH code may be favored; but
the improvement from a larger BCH code is only limited. It is then reasonable to expect
that further increasing the side of the BCH code may not be of visible help to the system
performance. Note that we choose the BCH code that can resolve the dominant trapping set
of the smallest size, i.e., 4. For a larger dominant trapping set, e.g., 6, in the Tanner graph,
the errors will be fallen into one BCH code block with a higher probability if a larger BCH
code is chosen. Thus they cannot be corrected by the joint decoding. In such case, feedback
information is also less reliable and hence will not help the inner decoder to resolve the error

trap.

Next, we examine the effectiveness of Strategy 1 for improving the performance of the
concatenated coding system. The simulation results are summarized in Figure 4.5-4.8. From
these figures, it can be observed that the overall BER performances can be a little improved
by Strategy 1 in spite that further rate loss is resulted (e.g., 0.003 and 0.002 respectively
in Figures 4.5 and 4.6). In addition, such improvement is more evident at the case when

feedback iterative decoding is performed.

In Figures 4.9-4.12, Strategy 2 are used instead of Strategy 1. Different from Strategy 1,
the BER performances are only a little improved at high SNR, while they become evidently
worse at low to medium SNRs. This is perhaps because that the Euclidean distance between

the channel outputs and decoded results are less reliable at low to medium SNRs.

Now we use Strategy 3 on the concatenated coding scheme in Figures 4.13-4.16. The

o1



values of A\ adopted are indicated in the captions of these figures. By such choices of A,
the rate loss is only 0.003 (respectively, 0.001) in Figure 4.13 (respectively, Figure 4.14). In
comparison with Strategy 1, Strategy 3 can achieve a smaller rate loss and maintain a better

improvement by a proper choice of .

For a better understanding of feedback iterative decoding, Tables 4.1-4.4 tell how much
the outer iterations help improving the performance. As an example, in Table 4.1, the
value located at (z,y) indicates the number of occurrences during our simulations for initial
(outer) iteration to have y BCH successfully decoding blocks but the final outer iteration to
improve up to  BCH successfully decoding blocks. Clearly, x should be no less than y; so
the elements in lower triangle of the table should be ignored. These tables again confirmed

that except for few cases, feedback iterative decoding can make successful the decoding of

all BCH decoders.

Finally, Tables 4.5-4.8 list the statistics of the number of outer iterations performed in
our simulations. Note that the outer iteration will have an early stop when all BCH code
decoders decode successfully. From these tables, it can be easily seen that the complexity of
feedback iterative decoding is prohibitively small. In most cases, only 2 outer iterations are

sufficient.
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Table 4.1: Effective indices of feedback deeding for the concatenation of (255,223,4) BCH
codes and the (6350, 5978) QC-LDPC code. The index located at (z,y) indicates the number
of occurrences during our simulations for initial (outer) iteration to have y BCH successfully
decoding blocks but the final outer iteration to improve up to  BCH successfully decoding

blocks. The SNR simulated is 5 dB.
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Table 4.2: Effective indices of feedback deeding for the concatenation of (511,475,4) BCH
codes and the (6350, 5978) QC-LDPC code. The index located at (z,y) indicates the number
of occurrences during our simulations for initial (outer) iteration to have y BCH successfully
decoding blocks but the final outer iteration to improve up to & BCH successfully decoding

blocks. The SNR simulated is 5 dB.
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Table 4.3: Effective indices of feedback deeding for the concatenation of (255,223,4) BCH
codes and the (4590, 3835) QC-LDPC code. The index located at (z,y) indicates the number
of occurrences during our simulations for initial (outer) iteration to have y BCH successfully

decoding blocks but the final outer iteration to improve up to  BCH successfully decoding
blocks. The SNR simulated is 3.5 dB.
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Table 4.4: Effective indices of feedback deeding for the concatenation of (511,475,4) BCH
codes and the (4590, 3835) QC-LDPC code. The index located at (z,y) indicates the number
of occurrences during our simulations for initial (outer) iteration to have y BCH successfully

decoding blocks but the final outer iteration to improve up to x BCH successfully decoding
blocks. The SNR simulated is 3.5 dB.
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Table 4.5: Statistics of the number of outer iterations required in our simulations. The
concatenated system consists of (255,223,4) BCH codes and an (6350,5978) LDPC code.
The SNR simulated is 5 dB.

Number of outer iterations H 1 2 3 4 5 6 7
Number of occurrences H 47157 4919 14 0 1 0 O

Table 4.6: Statistics of the number of outer iterations required in our simulations. The
concatenated system consists of (511,475,4) BCH codes and an (6350,5978) LDPC code.
The SNR simulated is 5 dB.

Number of outer iterations H 1 2 3 4 5 6
Number of occurrences H 430365 3355 69 20 3 0

7
0

Table 4.7: Statistics of the number of outer iterations required in our simulations. The
concatenated system consists of (255,223,4) BCH codes and an (4590, 3835) LDPC code.
The SNR simulated is 3.5 dB.

Number of outer iterations H 1 2 3 4 5 6 7
Number of occurrences H 1558 969 130 35 30 8 6

Table 4.8: Statistics of the number of outer iterations required in our simulations. The
concatenated system consists of (511,475,4) BCH codes and an (4590, 3835) LDPC code.
The SNR simulated is 3.5 dB.

Number of outer iterations H 1 2 3 4 5 6 7
Number of occurrences H 35009 511 30 6 1 0 O
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Chapter 5

Conclusion and Future Work

In this thesis, for a given inner LDPC code and a given codeword length of outer BCH codes,
we suggest a method to determine the error correcting capability of the outer BCH codes
based on the knowledge of the dominant trapping sets of the inner LDPC code. In addition,
we present a feedback-based iterative decoding scheme for the BCH and LDPC concatenated
coding system. Due to the algebraic decoding characteristic of the outer BCH code decoders,
generating soft outputs for the outer code decoders to fit the need of the iterative decoding
between inner and outer codes is unnatural. Thus, the feedback-based iterative decoding
scheme requires an elaborate design. In the end, we additionally propose three strategies
to improve the reliability of the feedback information and hence the performance of the
feedback-based iterative decoding can be further enhanced. All the ideas we propose are

then verified by simulations.

At the current stage, only the information of BCH code decoders is fed back to the inner
decoder, but the inner decoder outputs have little effect on the outer decoders. Thus, if the
BCH code decoders could make use of the structural characteristic of the QC-LDPC inner
code so as to form a positive interactive cycle between the inner and outer decoders, the
system performance may be further improved. This could be an interesting future work for

this subject.
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