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摘要 

影像對應在電腦視覺裡常常被拿來應用，主要是在討論特徵點之間的

對應關係。針對影響對應,近幾年來發展快速,從 Active contour model, 

Active shape model, 到 Active appearance model。此篇論文中，將探討

主動外型模式方法(Active shape model)如何追蹤影像，並且將其延伸

處理三維影像資訊，並討論會遇到的問題，以及提供有效的解決方

法。藉由此方法，希望能夠應用在三角網格上的重建,將來在數學操

作上，給予重大的幫助。 
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Abstract 
Image correspondence is a fundamental problem which discusses the 

relation of features between images of the same scene. Various 

approaches have been proposed to achieve this goal. In this thesis, we 

discuss the method of Active Shape Model, a straight forward approach 

for tracking the correspondences between images. The active shape 

model has been shown to be a practical and robust solution for matching 

features in 2D images. However, applying this technique to the matching 

of features in 3D point clouds still fail to produce convincible results. In 

this thesis, we will review the active shape model by splitting into the 

preprocessing and run-time stages. discuss the variation in each step, and 

its extension to the 3D point cloud. 
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Chapter 1

Introduction

Shape correspondence, is a fundamental step in many computer vision and

image processing applications such as image recognition, 3D reconstruction, object

tracking, and image registration. The step has much challenge since we must con-

struct a statistical shape model such as the point distribution model. The approaches

for solving image correspondence can be classified into two classes: model-based

and feature-based. Feature-based methods extract features in both images and use

some higher-order constraint [14] or pair-wise [34] to solve correspondence. Unfortu-

nately, feature-based approaches fail to detect correspondence when there are strong

changes in pose and expression. Model-based approaches align appearance features

with respect to a model. The model is learned from hand-labeled, and construct a

sequence of template model to match new image. But it lacks of generalization to

untrained situations. In this section, we will describe the motivation of our study,

introduce the overview of the proposed face feature location system, and then give

the organization of this thesis.
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1.1 Motivation

We found some flaw as we obtained image data from 3D scanner, like holes, or

missing data, especially noise, usually we handle it by artificial. Although it is easy

to modify image data, but if the more manmade we add, the more image distortion

will be happened. In view of above mentioned reasons, we as far as possible extract

other image data we have known to recover image. Image registration is one of way

that can solve this problem, hence we started surveying on image tracking. First,

we consider facial tracking which can make sense on our experiment. Active shape

model is a powerful tool to describe the sequence of image, especially face alignment.

We expect this tool can be extend to deal with any types of image data.

1.2 Organization

In order to present a systematic overview of the topic, we have divided this

article into several parts. In Section 2, we will describe the works related to our

study. Section 3 gives the active shape model methods in details and 3D extend.

In section 4, we will present an overview of the application of image tracking. The

conclusions and future works are given in Chapter 5.

2



Chapter 2

Related works

In this section, we review the related work about the face tracking in two part,

face detection and tracking method.

2.1 Face detection

Before we tracking face, the most important process is to detect the face in

an image. Here, we summarize method is in four classification to explain how to

extract feature point in object and recent works . Here summarizes methods and

representative works for face detection in a single image as shown in Table 2.1.

(A) Feature invariant approaches:[47]

This approach aims to find structural features that exist even when the pose,

viewpoint, or lighting conditions vary, and then use the structural features to locate

faces. These methods are designed mainly for face localization. Facial features such

as eyebrows, eyes, nose, mouth are commonly extracted using edge detectors [7].

Researcher try to find the features of faces for detection. Leung et al. [30] use
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Figure 2.1: Categorization of methods for face detection in a single image.

probability to locate a face from a chaotic scene based on local feature detectors.

Their idea is to find the arrangement of certain facial features that is most likely

to be a face pattern. Yow and Cipolla [51] presented a feature based method that

uses a large amount of samples from the visual image and their contextual samples.

They use Gaussian filter to obtain the points they interest, and then define the

measurement on these point. An image region becomes a valid facial feature candi-

date if the Mahalanobis distance between the corresponding feature vectors is below

a threshold. Subsequently, this approach has been enhanced with active contour

models by M. Kass et al. [24]. Augusteijn and Skufca [1] developed a method that

deduces the presence of a face through the identification of face-like textures. They

use second order statistical features to compute the measurement of textures on the

sub-images of 16 × 16 pixels [21]. Y. Dai et al.[15] used a cascade correlation neural

network to classify three types of features: skin, hair, and others.
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(B) Template matching methods:

In template matching, a standard frontal face pattern is manually predefined

or parameterized by a function. Sakai et al.[40] attempt to detect frontal faces in

photographs. They set the sub-templates on features of face. Each sub-template is

defined in terms of line segments which extracted based on greatest gradient change

and then matched against the sub-templates, and we obtained the candidate po-

sitions from their correlation. Craw et al. [13] presented a localization method

based on a shape template of a frontal view face. After that, Yuille et al. [52] used

deformable templates to model facial features that fit an a priori elastic model to

facial features. Deformable templates is defined by the minimum energy function to

link the edge of image. Later, this conception was extended to the method ”Snake”

proposed by M. Kass et al. [24]. Lam and Yan [31] used snakes to locate the head

boundaries with a greedy algorithm in minimizing the energy function. Lanitis et al.

[32] use point distribution model and active shape model to represent image shapes

and intensity information. Cootes and Taylor [20] applied a similar approach to

localize a face in an image. They define rectangular regions of the image containing

instances of the feature of interest. Cootes and Taylor applied a similar approach to

localize a face in an image by rectangular regions of the image containing instances

of the feature of interest [11].

(C) Appearance-based methods:

Appearance-based methods rely on techniques from statistical analysis and

machine learning to find the relevant feature of face and non-face images. An early

case to use eigenvectors in face recognition was done by Kohonen [28]. He proposed
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a simple neural network to perform face recognition for aligned and normalized face

images. These eigenvectors are known as eigenfaces. After that, Turk and Pentland

[46] applied principal component analysis [22] to face recognition and detection.

Sung and Poggio [43] proposed distribution-based system for face detection. This

system consists of distribution-based models for face or non-face patterns and a

multi-inductor classifier. Neural networks have been applied successfully in many

pattern recognition problems, such as optical character recognition, object recog-

nition, and autonomous robot driving. Agui et al. [2] used hierarchical neural

networks. They used parallel sub-networks in which the inputs are intensity values

from an original image and intensity values from Sobel filter on image. Sobel fil-

ter is used in image processing, particularly within edge detection algorithms. The

first used Support Vector Machine to face detection was worked by Osuna et al.

[35] support vector machines re supervised learning models with associated learning

algorithms that analyze data and recognize patterns, used for classification and re-

gression analysis (Quote from Wikipedia). The basic SVM takes a set of input data

and predicts, for each given input, which of two possible classes forms the input,

making it a non-probabilistic binary linear classifier. Given a set of training exam-

ples, each marked as belonging to one of two categories, an SVM training algorithm

builds a model that assigns new examples into one category or the other. An SVM

model is a representation of the examples as points in space, mapped so that the

examples of the separate categories are divided by a clear gap that is as wide as

possible. New examples are then mapped into that same space and predicted to

belong to a category based on which side of the gap they fall on.

6



2.2 Model-based image correspondence

Model-based methods are able to solve the correspondence in difficult situa-

tions since we can construct prior knowledge of the expected shape and appearance

of an object class.

(A) Active contour models:

The active contour model, or snake, proposed by M. Kass et al. [24] is an

energy-minimizing spline guided by external constraint forces and influenced by im-

age forces that pull it toward features such as lines and edges. Snakes do not solve

the entire problem of finding contours in images. The most advantage of snake is

that it is active and information from a higher level process can be used. Chang-

ing in high-level interpretation can carry out forces on a snake as it continues its

minimization. This approach can represent the boundary, internal features, such as

facial expression. The method Active contour model of Kass et al. [24, 36] is similar

as active shape model. It describes flexible contour models which are attracted to

image feature. Their main idea is that model evolution is driven by two energies:

an external energy that adapts the model to the image data and an internal energy

that stabilizes its shape based on general smoothness.

(B) Active shape models:

Active shape model (ASM) is statistical model of the shape of object which

iteratively deforms to fit to an example of the object in a new image [20, 41]. The

shapes are constrained by a statistical shape model to vary only in ways seen in a

training set of labeled examples. The shape model in ASM is given by the principal

components of vectors of landmark points. The gray-level appearance model is lim-
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ited to the border of the object and consists of the normalized of profiles centered

at each landmark that run perpendicular to the object contour. The The fitting

procedure is an replacement of landmark location and model fitting in a multi-

resolution framework [12]. Since PCA is linear for shape models, Sozou et al. [44]

try to use nonlinear models that can be more suitable. After compute the Maha-

lanobis distance to search new possible position, Behiels et al. [4] used dynamic

programming to find new positions for the landmarks, instead of moving each point

to the position with the lowest distance. After that, Cootes et al. [45] countered the

the proposed landmark displacement with using weighted fitting of the shape model.

(C) Active appearance models:

Active Appearance models (AAM), proposed by Cootes et al. [8]. This method

is also a statistical model of the shape of object. It is a powerful generative method

for modeling deformable objects. The model divided the shape and the texture

variations of objects, which is followed by an efficient gradient-based model fitting

method. Due to the flexible and simple framework, AAM has been widely applied

in the fields of computer vision. However, difficulties are met when it is applied to

various practical issues, which lead to a lot of robust improvements to the model.

The AAM is a widely used method for model based vision showing excellent results

in a variety of applications. Comparing with Active shape model method, ASM

match a set of model points to an image constrained by a statistical model of shape,

the scope is restricted on profile composed by feature points we labeles and AAM

match both the position of the model points and a representation of the texture

of the object to an image. AAM could control a full model of appearance, which

represents both shape variation and the texture of the region covered by the model.
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This can be used to generate full synthetic images of objects.

(D) 3D morphable models:

3D morphable face model [6] is a well-known computer graphics technique

based on a vector space that is constructed by any convex combination of shape and

texture vectors. The main idea behind the morphable face model approach is that

given a sufficiently large database of 3D face models so that any arbitrary face can

be generated by morphing between the ones in the database.

2.3 Feature-based image correspondence

Feature-based image matching extracts distinct features from images then

identifies those features that correspond to one another. Features may a global

property of the image like the average gray value or a local property like points,

edges or circles within the image. The detected features should be invariant to

geometric transformation. Here we reviews two method on feature-based image cor-

respondence.

Scale-invariant feature transform:

Scale-invariant feature transform (SIFT) is an algorithm in computer vision to

detect and describe local features in images proposed by D.Lowe [33]. Lowes SIFT

is one of powerful method to construct geometric invariant features to match rigid

objects. Its extensions [5, 34] have been successfully applied to many problems.

9



Chapter 3

Active shape model

3.1 Overview

The Active Shape Model (ASM) is first proposed by Cootes and Taylor [9] to

find and trace the specific structure feature in image. It is based on the statistic

method that first define the interesting shape feature and then find the features in

target images. The ASM consists of two stages: the preprocessing stage and the

run-time stage. In the preprocessing stage, the specific shape feature is defined by

learning the mean shape of it and some parameters to reveal the variations in a

given data set using statistic methods. The specific shape feature in each sample of

the data set can be extracted by either user specify or by some shape descriptors.

In this thesis, we assume that such shape features are known. In the run-time stage,

the mean shape is served as a template model to search the similar shapes in the

target images.

10



Figure 3.1: Training process.

3.2 Preprocessing

To trace the shape feature using ASM, we first need to define what shape we

focus on. In the preprocessing stage, the shape feature we are interest is learned by

a training process. A mean shape follows by the parameters to denote the shape

variation is learned from the training process which describes the average of the

shapes in the data set. In this section, we describe the methods of how the mean

shape is obtained and how to align the shapes. It can be divided into two parts in

11



generally, landmark feature points and construct the shape model. Fig. 3.1 shows

the flow chart of the preprocessing process.

3.2.1 Landmark feature point

In order to locate a structure of interesting object, we must first build a model

for it. The shape model for ASM is base on the statistic analysis. Before a statistical

shape model is built to represent the feature, a set of annotated images of typical

examples is required. The first step is to landmark the feature points of the shape

we want in each of the training image of the data set. We begin by the definition

of feature point and shape representation in the ASM method. Therefore we define

the shape representation and some property so that easy to allows us to determine

the direction of the boundary at a given point.

Definition(Feature point)

A feature point is a point on the image that represents some characteristics of the

object in the image.

Definition(Shape representation)

A structural shape descriptor formed by the spatial relation of a set of n feature

points, which can be represented by a 2n dimension vector.

Given some image from camera, we have to represent the profile of object by a

set of points. First, we manually label some feature points from boundary of object

in image. Each labeled point represents a particular position of the object as shown

in Fig. 3.2. Bookstein [3] and Kendall [25] mentioned three criteria to select the

feature points.

12



Figure 3.2: Label the feature points on a face

1. Outstanding points on the image, such as the sharp corners of boundary or

tip of the mouth.

2. Independent points, such as high curvature points or isolated points.

3. Interpolated point from 1 & 2, this is used for generating the reference points

so that make more sample points which can be consistently match from one

image to the other.

3.2.2 Shape alignment

After the feature points on all training images are labeled, the next step is to

derive a mean shape from all the shape representations. Since the shape in each of

the training image may be well aligned, we need to transform all the shapes into a

common coordinate frame. Finding the transformation between shape of different

training images requires solving a minimization problem that minimize the sum of

distance between the two shapes through the transformation as in Eq. 3.1.

13



D(si,m) =
∑
i∈N

‖T (si)−m‖) (3.1)

where T is the aligning transformation, si is a shape in training set, and m is the

mean shape.

Such problem is generally difficult to be solved since it consists of a rigid trans-

formation and a isomorphic scaling. The Procrustes analysis [17, 18, 38, 41] is a

simple and efficient way to approximate the transformation. The Procrustes anal-

ysis is a rigid shape analysis that decompose the process into three steps. First, a

translation transformation is performed for each shape that translate the geometric

center to the origin of its local coordinate, as shown in Eq. 3.2.

(x′i, y
′
i) = (xi − x̄, yi − ȳ) (3.2)

where (x′i, y
′
i) is the new position of shape, x̄ = x1+x2+...+xn

n
, ȳ = y1+y2+...+yn

n
is the

gravity of shape.

Then, an isomorphic scaling transformation is obtained by mean square dis-

tance, as shown in Eq. 3.3.

(x′′i , y
′′
i ) = (

x′i
S
,
y′i
S

) = (
xi − x̄
S

,
yi − ȳ
S

) (3.3)

where S =
√∑n

i=1(xi−x̄)2

n
is the root mean square distance. Finally, the rotation

matrix is obtained by minimizing the square distance between the shapes. Consider

two shape with same number of feature points which the scale and translation have

been aligned. Let

X1 = (x11, y11, ..., x1n, y1n), X2 = (x21, y21, ..., x2n, y2n)

14



where X1, X2 are two shapes in training set. Assume

X ′1 = (x′11, y
′
11, ..., x

′
1n, y

′
1n) = T (X1)

where X ′1 is the new shape after aligned, and T is rotation operator we optimize θ

such that ‖X2 −X1
′‖2 is minimum.

X2 ≈ X ′1 = [R]X1, which [R]=T is rotation matrix, taking the derivative of

(x21 − x′11)2 + (y21 − y′11)2 + ... + (x2n − x′1n)2 + (y2n − y′1n)2 with respect to θ and

equal to zero (Least square method). We can imply

θ = tan−1(

∑n
i=1 x2iy1i − y2ix1i∑n
i=1 x2ix1i + y2iy1i

). (3.4)

Although the Procrustes analysis works well for finding the transformation

between shape in different images. However, once the variance of shape in training

set is too large, the distortion of shape will be occur. Hence, Cootes et al. [9]

proposed a weighted procrustes analysis to solve this problem, and can achieve a

stabler results.

Let x1 = (x11, x12, ..., x1n)T and x2 = (x21, x22, ..., x2n)T be two shape vector

with respect to two similar shapes with n feature points.

Define

M(s, θ)

 x2j

y2j

 =

 (s cos θ)x2j − (s sin θ)y2j

(s sin θ)x2j + (s cos θ)y2j

 (3.5)

θ: Rotation, s: Scale.

15



Then we minimize the weighted sum

E = (x1 −M(s, θ)[x2]− t)TW (x1 −M(s, θ)[x2]− t). (3.6)

t = (tx, ty, ..., tx, ty)
T : The translation of shape.

W : A diagonal matrix of weight for each point. For the kth point, wk = (
∑n

l=1 VRkl
)−1.

Rkl is the distance between points k and l, VRkl
is the variance in this distance.

Let ax = s cos θ , ay = s sin θ, we acquire four equation from E = 0,



ax

n∑
i=1

wix2i − ay
n∑

i=1

wixyi +
n∑

i=1

witx =
n∑

i=1

wix1i

ay

n∑
i=1

wix2i + ax

n∑
i=1

wixyi +
n∑

i=1

wity =
n∑

i=1

wiy1i

ax

n∑
i=1

wi(x2i
2 + y2i

2) + tx

n∑
i=1

wix2i + ty

n∑
i=1

wiy2i =
n∑

i=1

wi(x2ix1i + y2iy1i)

ay

n∑
i=1

wi(x2i
2 + y2i

2)− tx
n∑

i=1

wiy2i + ty

n∑
i=1

wix2i =
n∑

i=1

wi(y1ix2i − x1iy2i)

(3.7)

⇔



X2 −Y2 W 0

Y2 X2 0 W

Z 0 X2 Y2

0 Z −Y2 X2





ax

ay

tx

ty


=



X1

Y1

C1

C2


, (3.8)

where
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X1 =
∑n

i=1 wix1i, Y1 =
∑n

i=1wiy1i,

X2 =
∑n

i=1 wix2i, Y2 =
∑n

i=1wiy2i,

W =
∑n

i=1 wi, Z =
∑n

i=1wi(x2i
2 + y2i

2),

C1 =
∑n

i=1 wi(x1ix2i + y1i + y2i), C2 =
∑n

i=1wi(y1ix2i − x1i + y2i).

Then, ax, ay, tx, ty can be solved by inverse matrix. Hence, we obtain θ, s, t.

Algorithm. 1 describes the process of shape alignment. Fig. 3.2.2 illustrates

the shapes in different images before and after alignment.

3.2.3 Construct the active shape model

Suppose now we have n shapes which are aligned into a common coordinate

frame. If we can model this distribution, we can generate new examples. An effective

approach is to apply Principal component analysis to reduce the dimensionality of

the training set. Our goal is to construct a statistical shape model consists of a mean

shape to describe the global structural feature and some parameters for representing

the detail variations from a collection of training samples.

We denote the Mean Shape as an average shape of the n aligned shapes in the

training images, which can be defined by Eq. 3.9.

x̄ =
1

n
Σn

i=1xi, (3.9)

where xi is the shape after aligned.

The mean shape is an average shape for representing the structural feature of

shape. However, matching the shape we obtained using the mean shape may not be

robust since the obtained shape may different from the mean shape. We must take

the variation of shape into account.

The variation of shape is a vector in n dimension coordinate. Matching shape

17



(a) Before alignment

(b) After alignment

Figure 3.3: Alignment

in such high dimension coordinate is time and storage consuming. Since variations

of shape are similar between different training samples, it is possible to reduce the
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need of variation defined in such high dimension. The Principal Component Analysis

(PCA) [22] is a technique to reduce the dimensionality of the training set.

Let

x1 = (x11, x12, ..., x1m)

x2 = (x21, x22, ..., x2m)

...

xn = (xn1, xn2, ..., xnm)

(3.10)

be n m-dimension points.

Let

m =
1

n

n∑
k=1

xk. (3.11)

Define

J0(x0) ≡
n∑

k=1

‖x0 − xk‖2 (Square error criterion function) (3.12)

=
n∑

k=1

‖x0 −m+m− xk‖2

=
n∑

k=1

‖x0 −m‖2 − 2
n∑

k=1

(x0 −m) · (xk −m) +
n∑

k=1

‖xk −m‖2

=
n∑

k=1

‖x0 −m‖2 − 2(x0 −m) ·
n∑

k=1

(xk −m)︸ ︷︷ ︸
=0

+
n∑

k=1

‖xk −m‖2

=
n∑

k=1

‖x0 −m‖2 +
n∑

k=1

‖xk −m‖2

︸ ︷︷ ︸
independent with x0

.

We imply x0 = m as J0(x0) is minimum. Assume there is a straight line L pass

through x0 such that the square error from xk to L is minimum. Set the correspon-

dence xk
′

on L of xk. i.e L : xk
′

= x0 + ake, where ak is coefficient and e is an unit
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vector.

J1(a1, a2, ...ak, e) ≡
n∑

k=1

‖xk
′ − xk‖2 (3.13)

= Σn
k=1‖ x0︸︷︷︸

=m

+ake− xk‖2

= Σn
k=1‖ake‖2 − 2

n∑
k=1

ake · (xk −m) +
n∑

k=1

‖xk −m‖2

︸ ︷︷ ︸
independent with ak

Assume e has been known, let

J1
′ =

n∑
k=1

ak
2 − 2

n∑
k=1

ake · (xk −m) (3.14)

⇒ ak = e · (xk −m) as J1
′ is minimum.

J1 =
n∑

k=1

ak
2‖e‖2 − 2

n∑
k=1

‖ak‖2 +
n∑

k=1

‖xk −m‖2 (3.15)

=
n∑

k=1

ak
2 +

n∑
k=1

‖xk −m‖2

= −
n∑

k=1

[e · (xk −m)]2 +
n∑

k=1

‖xk −m‖2

= −
n∑

k=1

et(xk −m)(xk −m)te+
n∑

k=1

‖xk −m‖2

= −etSe+
n∑

k=1

‖xk −m‖2

,where S is covariance matrix.
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Use Lagarange multipliers method to find e such that etSe is maximum. Let

u = etSe− λ(et − 1) (3.16)

⇒ ∂u

∂e
= 2Se− 2λe = 0 (3.17)

⇒ Se = λe (3.18)

⇒ e is the eigenvector of covariance matrix S.

Figure 3.4: Apply a PCA on 2D shape vector, we obtain line L is the principal axis,
then xk can be approximated by the nearest point on L. b is the distance along the
axis from the mean of the closest approach to x.

Applying to the shape, suppose xk is k-th aligned shape for k = 1, .., n and x̄

is the mean shape, given by

x̄ =
1

n

n∑
k=1

xi, (3.19)

and S is covariance of the data, given by

S =
1

n− 1

n∑
k=1

(xk − x̄)(xk − x̄)T . (3.20)
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We can generate new examples by using PCA, the model describes as

x ≈ x̄+ Φb. (3.21)

where Φ = (φ1, φ2, ..., φt) is the n×t matrix of eigenvectors of the covariance matrix.

The number of eigenvectors to retain, t, can be chosen by the proportion of variation

captured by the corresponding eigenvectors.

t∑
i=1

λi ≥ fvVT , (3.22)

where fv is proportion of variation captured by the corresponding eigenvectors, λi

is the ith eigenvalue, and VT is total variance in the training data is the sum of all

the eigenvalues. We order the eigenvalue λi of S, and keep first t large eigenvalue

number, the column of Φ are the eigenvectors corresponding to the largest eigenval-

ues of S. The remaining eigenvalues represent noise in the form of numerical errors.

b is a t dimension vector defined a set of parameters of a deformable model. We

usually constrain the value of b within ±m
√
λi when fitting the model to a set of

points, where m is between 2 and 3.

b = ΦT (xk − x̄). (3.23)

Each mode bi describes one way in which the shapes in the training set tend to vary

from the mean.

Algorithm. 2 describes how to construct the shape model.
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Algorithm 1 Shape alignment

Input: n samples of 2D image.
1: Label m feature point manually in each image.
2: Translating to shape vector xi = (xi1, yi2, ...xim)T , for i = 1, 2, ..., n
3: Translating the gravity of each xi to original

(xij, yij)← (xij −
1

m

m∑
k=1

xik, yij −
1

m

m∑
k=1

yik)

4: Select one shape as reference shape denoted xR, and scale this shape to unit size
(Initial mean shape x̄0)

x̄0 =
xR
‖xR‖

=
xR√∑m

k=1(xR,k)2 + (yR,k)2
.

Rotate,scale,and translate each shape to align with reference shape.
5: Calculate the mean shape from the aligned shape.
6: Use current mean shape align with reference shape, denoted x̄0

′

7: If converge (mean shape does not change in threshold), end process. Else, x̄0 ←
x̄0
′ return step 6.

Output: Aligned training set.

Algorithm 2 Construct shape model.

Input: n aligned shapes.
1: Compute the mean shape of the aligned shapes x̄ =

∑n
i=1 xi.

2: Compute the covariance matrix of the aligned shapes,

S =
1

n− 1

n∑
i=1

(xi − x̄)(xi − x̄)T .

3: Compute and order(decreasing) the eigenvector Φi with respect to corresponding
eigenvalue λi of S.

4: Select the t large eigenvalues such that
∑t

i=1 λi ≥ fv
∑2

i=1 nλi, where 0 < fv ≤
1, the proportion of variation. Φ = [Φ1|Φ2|...|Φt].

Output: Shape model.

3.3 Run-time

In the preprocessing stage, a mean shape and its variation is constructed from

a given set of training data. Such mean shape is served as a template shape model

for matching the features new images. To find the shape features on the new image,
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we must find the parameters of the shape variations which best fit the template

shape model to the image. Since there is no information about the shape on new

image, we are unable to generate new profile model directly.

Now the problem is how to derive the useful information from the shape model

we generated. Researchers usually construct measurements to seek where the bound-

ary of object is. If we assume that the shape model represents boundaries and strong

edges of the object, a useful measure is the distance between a given model point

and the nearest strong edge in the image. The best approach is to sample along the

profile normal to the boundary in the training set, and building an intensity model

from the grey-level structure. we observe that edge of testing image will occur at

instantaneous rate of change in intensity model.

Fig. 3.5 illustrates the flow chart of the run-time process of ASM. The run-

time process starts by inputting a new image that contains the shape we interest.

Then, setting a shape from shape model we constructed before and align to same

coordinate frame with new image. After that, we compute Mahalanobis distance to

estimate the feature points on the new image. Once the feature points have found,

we can define the adaptive affine transform T between two cluster of feature points

data and obtain new image shape. Finally, we inverse image shape to model shape

and then calculate average error and maximum error whether converge or not. If

not, choose shape variation b by Eq. 3.23 and regenerate a new shape from shape

model, then restarting the process until converge.

In the following subsections, we describe the processes of fitting the template

shape model to the new images by dividing into two steps : the feature extraction

step and the model fitting step.
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Figure 3.5: Model fitting process

3.3.1 Feature Extraction

The shape on the image can be identified by looking at the gray-level color

distribution of the image. The gray-level appearance model describes the shape

structure around each landmark by analyzing the strength of the gray-level pixel

color gradient to be boundary. Cootes and Taylor [10] used the normalized first

derivatives of these profiles to build the gray-level appearance model. To form the

profile vector at a landmark, we first sample k pixels on each side of model point

perpendicularly, as shown in Fig. 3.6. We define a model point (xi, yi) with direction

perpendicular by rotating the vector of (xi, yi) and (xi−1, yi−1) over 90o. Hence, we

have 2k + 1 grey-level values on each model point. To reduce the effects of global

intensity changes, we normalize these gray-level values by dividing the sum of abso-
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lute element values which denoted by vector gi in i-th training image. After that,

the Mahalanobis distance [37] is given by

f(gi) = (gi − ḡ)TSg(gi − ḡ) (3.24)

where ḡ is mean, and Sg is covariance matrix of gi, respectively. The Mahalanobis

distance is a metric that can be used to measure the dissimilarity between two

vectors. Minimizing f(gi) is equivalent to maximizing the probability that gs comes

from the distribution. Finally, we obtain the approximate feature point of new

image.

Figure 3.6: Left: At each model point sample along a profile normal to the boundary
and searching for strong edges. Right(Line chart): The intensity respect to distance
along profile. [10]

3.3.2 Model Fitting

Once we approximate features on new image by using gray-level appearance

model, our next step is to find the new affine transformation T between each new

image shape and template shape model. The transformation T on the 2D image can

be described by Eq. 3.25.
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T

 x

y

 =

 xc

yc

+

 Sc cos θc Sc sin θc

Sc sin θc Sc cos θc


 x

y

 , (3.25)

where xc and yc are the translation vector, Sc is the isomorphic scaling value, and

θc is the rotation angle.

The problem of finding the transformation T is the same as the shape alignment

process, which can be calculated the Procrustes analysis. After that, we determine

the average error and maximum error to control converge threshold.

Algorithm 3 describes the process of modeling fitting.

Algorithm 3 Model fitting.

Input: A front-view image from scanner, and Φ.
1: Initial the shape deformable parameters b (First to zero).
2: Generate the shape model by x = x̄+ Φb. (x̄ mean shape)
3: Project x to the image ximage = T1(x). (T1: Operator of coordinate translation)
4: Search for the best image shape yimage according Mahalanobis distance profile

model or the distance of crisscross profile model.
5:

6: Find xc, yc, Sc, θc between ximage and yimage.
7: Construct adaptive affine transformation T2,

T2

(
x
y

)
=

[
xc
yc

]
+

[
Sc cos θc Sc sin θc
Sc sin θc Sc cos θc

] [
x
y

]
.

8: y ← T1
−1(T2(ximage)).

9:

10: b′ ← ΦT (y − x̄).
11:

12: Estimate metric of b,

e1 = 1
t

√∑t
i=1(bi − b′i),

e2 = max‖bi − b′i‖,
where e1 denotes average error, e2 denotes maximum error.

13: If not converge, b← b′, return step 2. Else, process end.
Output: Profile model.
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3.4 Extend to 3D

The ASM method we described is based on the 2D coloring image. However,

such technique can also be applied to handle the range images obtained from the

3D scanner. In this section, describe the general process of how to extend the 2D

ASM method to handling the range images. The range image is a 2D image which

each pixel stores the distance of captured surface point from the observer. Thus,

3D surface of the observed object can be reconstructed from the range image. The

general process of matching features in range images using ASM is the same as the

way in 2D coloring images. However, due to the different meaning of pixel values,

there still face lots of difficulties in matching features in range image using ASM. We

describe the ASM method for matching the features on range image by first review

the overall process of ASM on the range image, and then point out the challenges in

finding the featured landmarks in range image and the transformation in 3D space.

we extend this technique to handle 3D image data. The active shape model

we mentioned before can only handle rotations which are present in the manually

landmark training 2D images. If we turn into 3D image data, although 3DASM is

no more than rotation, translation and scale parameters, as presented in [26], it will

not be robustness. For example, as we considering on facial tracking, a problem

arises when the head turns to one side and only a profile view is visible. Then the

number of feature points on two image will different and cause out of correspondence,

we call this trouble as occlusion or data missing. Moritz Kaiser, et al.[27] propose

brightness constancy assumption to decrease error norm of image correspondence.

Ying Chen, et al.[50] propose active conditional models, it learns the conditional

relation between a reference view of the object and other view points. In future,

dense real-time 3D face tracking and 3D deformation modeling will be a challenging

study for researcher.
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Chapter 4

Future work

Face correspondence is a challenging and interesting problem in computer vi-

sion, the active shape model is one of the simplest methods for image correspondence.

In this thesis, we arrange the development of active shape method in the last two

decades, include in 2D and 3D spaces. Even though there is no significant effect in

facial recovery, there is still work to be done. Future work includes how to handle

the image constructed by triangular mesh and combine other model-based method

to give the best correspondence results for a class of shapes.
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