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摘要 

    我們介紹了一個多維度參考區間的觀念。它准許我們去建造多種

旋轉不變性參考區間的型態。呈現對未知多維參考區間估計之效率的

模擬和偵測常態或非常態之檢定力的問題。模擬結果顯示了這篇文章

中介紹的方法具有良好的效果。 
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Abstract 

 

We introduce a concept of multivariate reference region. This allows 

us to construct many types of rotational invariant reference regions. 

Simulation studies of efficiency in estimation of unknown multivariate 

reference region and power in detection of normal or non-normal subject 

are performed. The simulation results show that the techniques introduced 

in this paper are desirable. 
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�� Introduction

The determination of intervals for reference limits is fundamentally important in

clinical chemistry� The reference interval in laboratory chemistry refers to population�

based reference values obtained from a well�de�ned group of reference individuals�

It is an interval with two con�dence limits which covers the measurement values in

the population in some probabilistic sense� The reference interval tells the physician

if the patient�s measured value is expected in a healthy or ill person or if further

testing is warranted� Review of reference intervals can be found in Horn and Pesce

����	
 and its statistical theory can be found in Huang� Chen and Welsh �����
�

Most medical decisions require consideration of several co�existing pieces of in�

formation� and because such pieces such as blood constituents are often correlated�

the multivariate reference region is more useful than conventional univariate refer�

ence intervals for interpreting clinical laboratory results� It is an uncomfortable fact

that there is a high probability that at least one result will lie outside its reference

interval when many clinical tests are run on a blood sample from a healthy person�

This indicates that a multidimensional point of correlated observations is likely to

lie within the individual�s multivariate reference region� even when one or more of

the observations lie outside their separate reference intervals for the individual �see

Schoen and Brooks ��
��
 and Harris� Yasaka et al� ��
��

�

Although multivariate reference regions in the practice of clinical chemistry and

laboratory medicine is very important� it has received limited attention in literature

and applications while the ellipsoid method is the most popularly used multivari�

ate one� The lack of a natural ordering for multivariate data makes the existing

proposals of multivariate reference regions more or less ad hoc� hence� most com�

Typeset by AMS�TEX
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�

mon ones do not have parametrized versions and their applications are extremely

limited �Chen and Welsh �����

� One exceptional example sharing a feature of

parametric version is the rectangular type multivariate reference regions using the

multivariate distribution function �Wellek �����

� This attempt is valuable in con�

tribution toward multidimentional generalization of reference region� Unfortynately

this approach lacks some desirable geometric properties� e�g�� it is not rotationally

equivalent�

Chen and Welsh �����
 and Shiau and Chen ����	
 considered a normalization

of the original measurement vector to construct multivariate quantiles and use them

for building methods of statistical inferences for distributional parameters� We pro�

pose multivariate reference region of the original measurement sample space as the

back transformation of a � con�dence set constructed from the normalized sample

space� This allows us to construct speci�c rotational invariant multivariate reference

regions of cube� ellipsoid� parallelogram� trapezoid or others� This generalization

o�ers not only the choice of design for any speci�c distribution but also methods of

e�ciency�

�� Multivariate Reference Region

Let X be a bivariate random vector with joint probability density function �pdf


f�x�� x�
� Of interest is how to develop � reference region Cx for a distribution of

X� Elements of X are generally correlated that makes it di�cult in constructing

a rotationally invariant � reference region� The interest in this paper is to de�

velop rectangular or parallel multivariate reference region as an alternative choice

of multivariate reference region�



�

Let the population mean of X be � �

�
��
��

�
and the population covariance

matrix of X be � �

�
��� ���
��� ��

�

�
� We consider the transformed random vector

Y � ������

�
X� � ��
X� � ��

�
and de�ne a � con�dence set Cy in y�space with

Cy � f

�
y�
y�

�
� F��

Y�
��
 � y� � F��

Y�
��� �
� F��

Y�
��
 � y� � F��

Y�
��� �
gg ����


where � satis�es � � PfY � Cyg and F��

Y�
and F��

Y�
are� respectively� quantile func�

tions of Y� and Y�� A multivariate reference region is thus obtained by transforming

this region back to the x�space as

Cx � f

�
x�
x�

�
�

�
x�
x�

�
� ����

�
y�
y�

�
�

�
��
��

�
�

�
y�
y�

�
� Cyg ����


A fundamental problem in multivariate statistics is the development of a�ne

equivariant inference procedure� The following theorem states that with the refer�

ence region being the back transformation of the � con�dence set to the scale of

X� our proposal allows the user to design various a�ne equivariant multivariate

reference regions�

Theorem ���� We re�denote the covariance matrix� mean vector and � reference

region obtained from vector X by ��X
� ��X
 and Cx�X
� respectively� Suppose

that �����AX� b
 � A�����X
 and ��AX� b
 � A��X
� b� Then the � reference

region is a�ne equivariant with

Cx�AX � b
 � ACx�X
 � b�

Proof� We re�denote the parameters Y��� �� Cy and Cx respectively by Y �X
���X
�

��X
� Cy�X
 and Cx�X
� Notice that

������

�AX � b
�AX � b� ��AX � b

 � ������

�X
�X � ��X





�

and Y �AX � b
 � Y �X
 leading to Cy�AX � b
 � Cy�X
 so

Cx�AX � b
 � f

�
x�
x�

�
�

�
x�
x�

�
� �����AX � b


�
y�
y�

�
� ��AX � b
�

�
y�
y�

�
� Cy�AX � b
g

� f

�
x�
x�

�
�

�
x�
x�

�
� A�����X


�
y�
y�

�
� A��X
 � b�

�
y�
y�

�
� Cy�X
g

� ACx�X
 � b� �

There are many choices in setting of � con�dence set Cy� We here give sev�

eral choices� some constructed by population quantile functions F��

Y�
and F��

Y�
� of

interesting � con�dence set Cy�

Upper region CU �f

�
y�
y�

�
� y� � F��

Y�
��
� y� � F��

Y�
��
g�

Lower region CL �f

�
y�
y�

�
� y� � F��

Y�
��
� y� � F��

Y�
��
g�

Parallelogram CP �f

�
y�
y�

�
� F��

Y�
��
 � y� � F��

Y�
��� �
� F��

Y�
��
 � y� � F��

Y�
��� �
g�

Ellipsoid Cellip �f

�
y�
y�

�
� y�

�
� y�

�
� ���g�

where ��� is the � quantile point of the chi�square distribution ���p
 and the pa�

rameters � and � are chosen such that ����
 holds� The most popular in application

of multivariate reference region is the ��ellipsoid which is then a special case in

our design� This allows the user to design various rotational invariant multivariate

reference regions�

The rectangular type � reference region by Wellek �����
 in the form

Crect � f

�
x�
x�

�
� F��

X�
�q�
 � x� � F��

X�
��� q�
� F

��

X�
�q�
 � x� � F��

X�
��� q�
g

is not a case of our transformed multivariate reference region� This rectangular

type multivariate reference region does not satisfy any interesting rotational invari�

ant property� In an attempt of power comparison� we hereafter consider only the

parallel� rectangular reference regions and ellipsoid�



�

We consider that X has a bivariate normal distribution N�����
 as an ex�

ample for interpretation of three reference regions� By letting � � ��� �
� and

� �

�
��
�

���
��� ��

�

�
� we present pictures Cx� Crect and Cellip for several ��� and two

�� � �� in Figures � and ��

Firgures � and � are here

If we consider smallest volume reference region� then we can expect di�erent

shapes for di�erent distributions� For example� ellipsoid is better than the others

when the distribution is bivariate normal while the result is opposite when the

distribution is bivariate exponential or chi�square� For comparison� we compute

true areas of these three ��reference regions under some speci�ed values of covariate

���� The results are listed in Table ��

Table �� True areas for three bivariate reference regions ��� �� � ��
� � � ����


Covariance Ellipsoid Rectangle Parallelogram
��
�
� ��	

��� � ���� 	��
 	��	 	���
��� � ���� ���� 	��� ��
�
��� � ���� ���� 	��
 ����
��� � ���� ���	 ���	 ���

��
�
� �

��� � ��	 
�
� ����� ���	�
��� � ��� 
��	� ����
 
�	�
��� � ��� ���� 
��� ���	
��� � ��
 ���� ���	 ����

In this setting of normal distribution� ellipsoid is uniformly better than the parallel

multivariate reference region� The rectangular one is the poorest�

�� Estimations of Multivariate Reference Region

The multivariate reference region can be estimated either parametrically or non�

parametrically� Suppose that we have a random sample

�
X�i

X�i

�
� i � �� ���� n from



�

f�x�� x�
� The parametric method assumes that the underlying distribution f�x�� x�


is the form f��x�� x�
 with known function f but unknown parameters � so that

the population mean� covariance matrix and population quantiles are functions of

parameters � such as ��� �� and F��

Y���
���
 and F��

Y���
���
 respectively� Formulation

of the parallel reference region is

Cx � f

�
x�
x�

�
�

�
x�
x�

�
� �

���
�

�
y�
y�

�
� ���

�
y�
y�

�
� Cyg �	��


with

Cy � f

�
y�
y�

�
� F��

Y���
��
 � y� � F��

Y���
��� �
� F��

Y���
��
 � y� � F��

Y���
��� �
gg

where � satis�es � � Pf

�
Y�
Y�

�
� Cyg� The parametric estimator of parallel �

reference region is

�Cp�x � f

�
x�
x�

�
�

�
x�
x�

�
� �

���
��

�
y�
y�

�
� ����

�
y�
y�

�
� �Cp�yg �	��


with

�Cp�y � f

�
y�
y�

�
� F��

Y
����
��
 � y� � F��

Y
����
��� �
� F��

Y
����
��
 � y� � F��

Y
����
��� �
gg

when �� is an available estimator of �� We say that �Cp�x is the maximum likelihood

estimator �mle
 of Cx when �� is mle of �� For some distributions such as normal

distribution� the � con�dence set Cy is free of parameters and then we let �Cp�y � Cy�

We consider estimations of population mean and population covariance matrix

by sample mean and sample covariance matrix as

�� �
�

n

nX
i��

�
X�i

X�i

�
and �� �

�

n

nX
i��

�
X�i � ���
X�i � ���

��
X�i � ���
X�i � ���

�
�

�



	

With the transformed sample

�
Y�i
Y�i

�
� �������

�
X�i � ���
X�i � ���

�
� i � �� ���� n� the em�

pirical distribution functions for Y observations are �FY��y�
 �
�

n

Pn
i�� I�Y�i � y�


and �FY��y�
 �
�

n

Pn
i�� I�Y�i � y�
 that allows us to estimate the population quan�

tiles F��

Y�
���
 and F��

Y�
���
 of ����
 by empirical quantiles �F��

Y�
���
 and �F��

Y�
���
�

Then estimator of nonparametric multivariate � reference region is

�Cnp�x � f

�
x�
x�

�
�

�
x�
x�

�
� �����

�
y�
y�

�
� ���

�
y�
y�

�
� �Cnp�yg� �	�	


with �Cnp�y the estimator of Cnp�y as

�Cnp�y � f

�
y�
y�

�
� �F��

Y�
��
 � y� � �F��

Y�
��� �
� �F��

Y�
��
 � y� � �F��

Y�
��� �
g �	��


where � is chosen satisfying �

n

Pn
i�� I�

�
y�i
y�i

�
� �Cnp�y
 � �� Parametric estimator

of �	��
 and nonparametric estimator of �	�	
 both have unknown quantity of �	��


as target for estimation�

Suppose that X� and X� have distribution functions FX���� and FX���� respec�

tively� The rectangular type � reference region of Wellek �����
 may be formed

as

Crect � f

�
x�
x�

�
� F��

X����
�q�
 � x� � F��

X����
���q�
� F

��

X����
�q�
 � x� � F��

X����
���q�
g

�	��


where constant q� is chosen to ful�ll � � Pf

�
X�

X�

�
� Crectg� Suppose that esti�

mators ��� and ��� are available for unknown parameters �� and ��� The parametric

rectangular type � reference region is

�Cp�rect � f

�
x�
x�

�
� F��

X�����
�q�
 � x� � F��

X�����
���q�
� F

��

X�����
�q�
 � x� � F��

X�����
���q�
g�

�	��







If �F��

X�
and �F��

X�
represent� respectively� the empirical quantile functions for variables

X� and X�� The nonparametric rectangular type � reference region is

�Cnp�rect � f

�
x�
x�

�
� �F��

X�
�q�
 � x� � �F��

X�
��� q�
� �F

��

X�
�q�
 � x� � �F��

X�
��� q�
g

�	��


where q� satis�es � � �

n

Pn
i�� I�

�F��

X�
�q�
 � x�i � �F��

X�
�� � q�
� �F

��

X�
�q�
 � x�i �

�F��

X�
��� q�
g�

In practical application� parametric estimation of multivariate � reference region

needs �rst derive the explicit forms of Cp�y and Cp�x for implementation of imposing

estimate �� into the equations for regions� However� the nonparametric estimation

of multivariate � reference region is given in straight way requiring only quantiles

�F��

Y�
� �F��

Y�
and ���� ��
�

�� E�ciency Evaluation for Estimators of Multivariate Reference Re�

gions

Now� suppose that random sample

�
X�i

X�i

�
� i � �� ���� n is drawn from the bi�

variate normal distribution N�����
� The parametric type unknown multivariate

reference region is Cx of ����
 with

Cy � f

�
y�
y�

�
� �����

� � 	

�

 � yj � ����

� � 	

�

� j � �� �g

where ��� represents the quantile function of the standard normal distribution�

Hence� Cy is a known region without need of estimation and the mle of Cx is

�Cp�x � f

�
x�
x�

�
�

�
x�
x�

�
� �����

�
y�
y�

�
� ���

�
y�
y�

�
� Cp�yg ����


since estimator of � � f���g is �� � f��� � ��g of �	��
� It is interesting to compare

parametric and nonparametric estimators �Cp�x of ����
 and �Cnp�x of �	�	
�



�

We further denote � � ���� ��

� and let ��� and ��� be variances of X� and X�

respectively� The rectangular reference region is

Cp�rect �f

�
x�
x�

�
� �� � ����q�
�� � x� � �� � ������ q�
���

�� �����q�
�� � x� � �� � ������ q�
��g

where q� satis�es � � Pf

�
X�

X�

�
� Cp�rectg with estimator

�Cp�rect �f

�
x�
x�

�
� ��� � ����q�
��� � x� � ��� � ������ q�
����

��� �����q�
��� � x� � ��� � ������ q�
���g ����


With nonparametric estimates �	�	
 and �	��
 and parametric estimates ����
 and

����
� we set �� �� � ��
 and replications m � ��� ��� to generate random sample

of size n from normal distribution N��

�
�
�

�
�

�
��
�

���
��� ��

�

�

 and we denote the areas

of jth parametric and nonparametric estimate of parallel reference regions by Aj
p�x

and Aj
np�x and those of rectangular reference regions by A

j
p�rect and A

j
np�rect� We

then have averaged areas as

Ap�x �
�

m

mX
j��

Aj
p�x� Anp�x �

�

m

mX
j��

Aj
np�x� Ap�rect �

�

m

mX
j��

A
j
p�rect

and Anp�rect �
�

m

mX
j��

A
j
np�rect�

The simulated results of these averaged areas are dispalyed in Table ��

Table �� Simulated averaged areas of four multivariate reference regions ��� � �




��

��� n � 	� n � �� n � ���
��� � ��	
Ap�x����	�
 
���� 
�
�� �����

Anp�x 
��
� ����� ����

Ap�rect������
 
���� 
���
 ���	


Anp�rect �	��� ����� �����
��� � ���
Ap�x�
�	��
 ���	� ��
�	 
���	

Anp�x ����	 
���� 
����
Ap�rect�����

 
���� 
���� �����

Anp�rect ���
� ���	
 ���
�
��� � ���
Ap�x������
 ����� ����� ����


Anp�x ��	�� ���
� ���	�
Ap�rect�
��
�
 ���		 ��
�� 
����

Anp�rect ����	 ����	 ����

��� � ��

Ap�x������
 ��	
� ���	� �����

Anp�x ����	 ����� ����	
Ap�rect����	�
 ���
� ��
�� ���	�

Anp�rect ����� 
���� 
����

We have conclusions for the results in Table ��

�a
 The parametric reference region estimator� parallel or rectangular� have areas

mostly smaller than nonparametric reference region estimator� Hence� we propose

to apply the parametric reference regions when the underlying distribution is known�

�b
 When ��� � ��� and ��
 the parallel reference region estimators� parametric

or nonparametric� has area smaller than it of the rectangular reference region es�

timator� This show that we should apply the parallel reference region when the

covariance ��� is large�

Table �� Simulated averaging areas of four multivariate reference regions ���
�
� ��	




��

��� n � 	� n � �� n � ���
��� � ����
Ap�x�	����
 ��
�� 	���� 	��	�

Anp�x 	��	� 	���� 	����
Ap�rect�	��	�
 ����� ��
�	 	����

Anp�rect ����� 	���� 	�	


��� � ����
Ap�x���
��
 ����� ����
 ��
�


Anp�x ����� ����� ��
��
Ap�rect�	����
 ���
� ��
�	 	���	

Anp�rect 	���� 	���� 	�	�	
��� � ����
Ap�x������
 ����� ���

 �����

Anp�x ����	 ����	 �����
Ap�rect�	��
�
 ���	� 	���� 	���


Anp�rect 	���� 	���� 	����
��� � ����
Ap�x����
�
 ���		 ����	 �����

Anp�x ����� ���	� �����
Ap�rect�����

 ����� ����	 	����

Anp�rect 	��
� 	��	� 	����

Again� nonparametric parallel reference region estimator has area smaller uniformly

than the nonparametric rectangular reference region estimator� For larger ��� ������

����� ����
� the parametric parallel reference region estimator has uniformly smaller

area than the parametric rectangular reference region�

Next� we evaluate the e�ciencies of these four estimators by computing simulated

mean squares errors as

MSEp �
�

m

mX
j��

�Aj
p�x �A�

p�x

�� MSEnp �

�

m

mX
j��

�Aj
np�x � A�

p�x

�

MSEp�rect �
�

m

mX
j��

�Aj
p�rect �A�

rect

�� MSEnp�rect �

�

m

mX
j��

�Aj
np�rect � A�

rect

�

where A�
p�x and A�

rect are areas of true regions Ap�x of ����
 and Crect of �	��
�

Table �� Mean square error for �parallel
 rectangle reference regions



��

��� n � 	� n � �� n � ���
��
�
� ��	� ��� � ����

MSEp ��	�� ����� ����	
MSEnp ���
� ��	�� �����

MSEp�rect ���
� ��	�� �����
MSEnp�rect ����� ��
�� �����
��� � ����
MSEp ��	�	 ����� �����
MSEnp ���	� ����� ���		

MSEp�rect ���
� ��	�	 �����
MSEnp�rect ����	 ����� �����
��� � ����
MSEp ����� ����� �����
MSEnp ��	�� ����	 �����

MSEp�rect ����� ���		 �����
MSEnp�rect ���	
 ���	� �����
��� � ����
MSEp ����� ����� ����

MSEnp ��	�� ����� �����

MSEp�rect ����� ��	�� �����
MSEnp�rect ��
�� ����� �����

�� � �� ��� � ��	
MSEp 	��		 ����� �����
MSEnp ����� 	���� �����

MSEp�rect ���
� 	�
�� �����
MSEnp�rect ���
� 
���� �����
��� � ���
MSEp 	���� ����	 ��
��
MSEnp ��		� ����� ��	�


MSEp�rect ����� 	�
�� ��
��
MSEnp�rect ����� ����� �����
��� � ���
MSEp ���	� ����� ����	
MSEnp ��
�
 ����� ��
��

MSEp�rect ���	� 	�
	
 ��
�

MSEnp�rect ����� ����	 ���
�
��� � ��

MSEp ����� ����� �����
MSEnp ���
� ����	 ��		�

MSEp�rect ����� 	���� ����

MSEnp�rect ���	
 ����� �����

We have two conclusions for the results in Table ��

�a
 Parametric parallel reference region has MSE�s uniformly smaller than other



��

three versions� This supports to apply the parametric parallel reference region

when the distribution is known normal�

�b
 The nonparametric parallel reference region has MSE�s uniformly smaller than

the nonparametric rectangular reference region� This then supports to apply the

nonparametric parallel reference region when the distribution is unknown�

�� Evaluation of Error Probabilities for Estimators of Multivariate Ref�

erence Regions

Laboratory test results are commonly compared to a reference region �interval


before caregivers make physiological assessments� medical diagnoses� or manage�

ment decisions� An individual who is being screened for a disorder based on a

measurement is suspected to be abnormal if his�her measurement value lies out�

side the reference region� The reference region plays exactly the role of acceptance

region in hypothesis testing� Hence� the quality of a reference region relies on its

accuracy in detection of abnormality that can be studied with the probabilities of

two types of error�

With estimates �Cp�x and �Cnp�x� the type � error probabilities with parametric es�

timation and nonparametric estimation from repeated samples

�
X�i

X�i

�
� i � �� ���� k

are de�ned as

p�p�err� �
�

k

kX
i��

I�

�
X�i

X�i

�
� Cp�x�

�
X�i

X�i

�
�� �Cp�x


p�n�err� �
�

k

kX
i��

I�

�
X�i

X�i

�
� Cp�x�

�
X�i

X�i

�
�� �Cnp�x


with p�p�err� the parametric estimation and p�n�err� the non�parametric estimation�

This measures the probability that the individual is expected to be identi�ed nor�

mal since the measurement is truely lies in true reference region but actually this



��

measurement falls out estimate �Cp�x and �Cnp�x� Now� if we have m replications in

generating estimates �Cp�x and �Cnp�x� we have errpr probabilities estimates p
j
p�err�

and p
j
n�err�� j � �� ����m� We then have averaged estimates of error probabilities as

pp�err� �
�

m

mX
j��

p
j
p�err�� and pn�err� �

�

m

mX
j��

p
j
n�err��

Considering the parallel reference region only� results of the two error probabilities

from a simulation study under the normal distribution are displayed in Table ��

Table �� Type � error probabilities for parallel reference regions �k�m�������


��� n � 	� n � �� n � ���
��
�
� ��	� ��� � ����

pp�err� ����	 ����� ���	�
pn�err� ���
� ����� �����

��� � ����
pp�err� ����	 ����� ���	�
pn�err� ���
� ����� �����

��� � ����
pp�err� ����� ����� ���	�
pn�err� ���
� ����� �����

��� � ����
pp�err� ����� ����� ���	�
pn�err� ���
� ����� �����

��� � �� ��� � ��	
pp�err� ����	 ����� ���	�
pn�err� ���
� ����� �����

��� � ���
pp�err� ����	 ����� ���	�
pn�err� ���
� ����� �����

��� � ���
pp�err� ����	 ����� ���	�
pn�err� ���
� ����� �����

Two conclusions are available for the results in Table ��

�a
 Two error probabilities achieve smallest when the sample size is ���� the largest

one�

�b
 The error probabilities under parametric estimator is uniformly smaller than



��

that under the nonparametric estimator�

The type � error probabilities with parametric estimate �Cp�x and nonparametric

estimate �Cx are de�ned as

p�p�err� �
�

k

kX
i��

I�

�
X�i

X�i

�
� �Cp�x�

�
X�i

X�i

�
�� Cp�x


p�n�err� �
�

k

kX
i��

I�

�
X�i

X�i

�
� �Cnp�x�

�
X�i

X�i

�
�� Cp�x
�

The average estimates of these two error probabilities in m replications are

pp�err� �
�

m

mX
j��

p
j
p�err�� and pn�err� �

�

m

mX
j��

p
j
n�err��

where pjp�err� and p
j
n�err� represent the estimates of p

�
p�err� and p�n�err� at jth repli�

cation� The simulated results for this type � error probabilities are displayed in

Table ��

Table 	� Type � error probabilities �k�m�������
 ��� � �


��� n � 	� n � �� n � ���
��� � ��	

pp ����� ����� �����
pnp ���	� ����� ����	

pp�rect ����� ����� �����
pnp�rect ����� ����� ���	�
��� � ���

pp ����	 ����� �����
pnp ���	� ����� ����	

pp�rect ����
 ����� �����
pnp�rect ����
 ����� ���	�
��� � ���

pp ����� ����� �����
pnp ���	� ����� ����	

pp�rect ����
 ����� �����
pnp�rect ����� ���	� ����

��� � ��


pp ����	 ����� �����
pnp ���	� ����� ����	

pp�rect ����� ����� �����
pnp�rect ����� ���		 �����



��

We have several comments on the results in Table ��

�a
 Parametric rectangular reference region is generally better than the parametric

parallel reference region�

�b
 When we consider a nonparametric estimation� the parallel reference region

estimator is more powerful than the rectangle reference region estimator�

�c
 Since 
p�err� � �� pp�err� and 
n�err� � �� pn�err� are considered the powers in

detection of abnormality� four reference regions are satisfactory since their powers

are all larger than ��
�
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Figure1. Pictures of three bivariate reference regions 2 2
1 2 1    

(a) 12 0.3         (b) 12 0.5   

  
(c) 12 0.7         (d) 12 0.9   
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Figure2. Pictures of three bivariate reference regions 2 2
1 2 0.3    

(a) 12 0.05         (b) 12 0.12   

 
(c) 12 0.15         (d) 12 0.25   
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