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Switching activity analysis with FR-vector

considering transition correlation

Student : Wen-Chung Shia Advisor : Dr. Chang-Jiu Chen
Department of Computer Science and Information Engineering

National Chiao-Tung University

Abstract

In the research of the low-power circuit design, one of the key issues is to
estimate the power dissipation in a gate-level implementation. In CMOS
combinational circuit, the switching activity measurement is an approach to the power
dissipation estimation. In this thesis, we propose a new method to combine the
FR-Vector model and the concept of -Boolean' approximation method. We use
probabilistic method that time-to divide a clock: into several time units, and exploit
Taylor expansion, then glitches and reconvergent circuit effect can be handled easily.
For performance evaluation, we make comparisons among the proposed method, the
FR-Vector, and Cadence NC-VHDL in 18 MCNC benchmark circuits. The
comparison results show that our method decreasing the weight error percentage (the
error percentage in each gate) very much— from 6.09% to 2.77%. Meanwhile, it by
far decreases the peak value of error percentage — from 23.74% to 13.24%. Finally,
our method not only improves the error caused by the FR-Vector, but also the time it
spends is closed to the FR-Vector. Comparing to the simulation of NC-VHDL in the
time spending, out method could speed up to 33 times. Moreover, in real circuits, the
speed-up would be more than 33 times. It is because the variable “gate count” affects
time complexity in NC-VHDL much than the time complexity in our method, and in

real circuits, there is usually a larger gate count than our benchmark.
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Chapter 1 Introduction

In circuit design, the decreasing of the feature size leads to the increasing of chip
density. While the operating frequency growing rapidly and the feature size getting
smaller, these factors make the power consumption to be taken into account seriously.
Especially, with the rapid, strong demand development in market sectors such as
wireless application, laptop and portable medical devices, it makes the power
consumption to be one of the most critical topics in digital system design [1].
Time-to-Market requirement could be achieved by low power design techniques and
power estimation methodology. With the aid of power estimation function of CAD
tools, it can help designers to meet the power specification earlier in designing phase,
and further reduce redesign cost:at the same.time.

Power consumption in a €MQOS circuit can be classified into following three
categories:

1. Static leakage power;

2. Short-circuit power;

3. Dynamic power.
In a well-designed circuit, if we don’t consider the special case such as the power lost
when portable device is in a dormant state, the total power dissipation cost by the
dynamic power consumption of the nodes, which arises due to the charging and
discharging of the parasitic capacitance during switching, will by far exceed the first
two factors. In [2], the average power consumption at a gate is given
by P(x)=0.5V/ f_C

sw(x) , whereV,, is the supply voltage, f, is the clock

load

frequency, C, is load capacitance, and sw(x) is the switching activity of the



output node x[2], so we could know sw(x) is a very important factor in power
estimation.

In power estimation, both speed and accuracy are the most important factors, but
obviously, they conflict with each other. The easiest and most direct method of how to
estimating power consumption is to simulate the operation of the whole circuit.
However, though this method has the most accurate outcome, it also takes too much
time. Today, the techniques of power estimation could be divided into two categories:
dynamic (statistic) and static (probabilistic) [1] [2]. Dynamic techniques explicitly
simulate the circuit under a “typical” input stream. These techniques provide a high
level of accuracy but it also takes a very high run time which is because the required
number of simulation vectors is usually large. Static techniques would calculate the
input patterns first, and use a probability to represent a signal state, and then it
propagates or calculates these probabilities from the: primary inputs to the output of
the whole circuit. In final, it uses these probabilities to get the number of switching.
These techniques could provide fast:measurement without losing accuracy too much.

Gate delay is an important factor about the accuracy in estimations, but it’s very
hard to consider the delays in a circuit. For this reason, many papers tried to ignore
the impact caused by gate delays [1] [3] [6][9][10][15].

® Zero delay models: all the gate delays of the circuit are taken as zero.

® Non-zero delay model: each gate delay of the circuit is a positive number

or zero. We suppose that non-zero delay model with inertial mode in this
paper.

The most important drawback to activities analysis when without considering
gate delay is glitch ignoring. However, in non-zero delay model, glitches could
happen from the difference of arrival time between two (or more) input signals, and

these glitches would cause additional 20% power estimation in average. In some
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special cases, like specific adder, the additional consuming power could be up to 70%
[3].

In additional to glitches, another important factor to power estimation techniques
is correlations between signals. There might be two kinds of correlations between
signals: temporal dependence and spatial dependence.

e Temporal dependency: Signals may be temporally dependent; in other
words, the next value of a signal may depend on its current or previous
values.

e Spatial dependency: Spatial dependency comes from two aspects:

v Structure dependency is due to reconvergent fanout in the circuit;

v Input dependency is that spatial and/or temporal correlations among
the input signals which result from'the actual input sequence applied to
the target circuit:

The input of a counter is an example-of-dependencies between inputs; Table 1-1
shows the transition of a two-bit counter. In inputC, , the next state is depended on the
current state, this is a kind of temporal dependency, and in inputC,, its next state is
not just depended on the current state, it would also depend onC,, this is a kind of
spatial dependency.

Figure 1-1shows another kind of spatial dependency. In this circuit, the logic
value of node m and n are not dependent due to they are diverge node from node b. m
and n convergent at node z for a while. For this reason, we should process the
correlation between node m and node n to analyze the switching activities in node z
precisely.

The aim of this thesis is to propose a modified FR-vector [5]. FR-vector is a
model for power consumption which uses probability technique. It could operate

under multiple input switching, non-zero gate delay and even glitches happen in a
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combinational circuit. We combine the advantages of FR-vector

Current state Next state
C, C, C, C,
1 1 0 0
0 0 0 1
0 1 1 0
1 0 1 1

Table 1-1: The switching state of a 2-bit counter.

o R m
b — z
o n

Figure 1-1: A simple reconvergent circuit.
and the Boolean Approximation Method (BAM) [6], which is a data structure to
process signal correlation ,then propose a new:modified FR-vector — FR-vector
with BAM.
The rest of this thesis is organized-as-follows. Chapter 2 introduces some
estimation methods and reviews FR-vector and BAM. Chapter 3 describes new
modified FR-model. Chapter 4 shows some experimental results. Chapter 5 gives our

conclusions and the directions for future development.



Chapter 2 Related Work

Low power circuit is a more and more important research today. As mentioned in
the first chapter, the switching activity is a very important factor in power estimation,
and we will pay attention to it in the thesis. In this chapter, a picture about some
researches of switching activity analysis will be given; we will also introduce some
techniques and definitions needed later. Section 2.1  gives some basic definitions
used in switching activity analysis. Then we will give short review of representative
researches in section 2.2 . Section 2.3 introduces FR-vector. Section 2.4
describes Boolean approximation Method (BAM). Finally, the Real Delay Boolean

Function (RDBF) is introduced in seetion 2.5

2.1 Basic Definition in Switching Activities Estimation

Before discussing the techniques of switching activity estimation, we will
introduce some terms or some basic definitions which would be frequently used in
this thesis. It is the most basic term in switching activity analysis and all calculations
in these techniques is based on the physical signal of circuits.

e Physical signal is an electrical signal that appears in an input line.

Then, we could get signal probability immediately:

Definition 2.1 (Signal probability): For any signal line x of the circuit, the probability
of x is logic high is denoted as P(x), and called signal probability.

Though signal probabilities could show the states of circuits, we need to get the

information about how signal changes in additional. Thus we use switching

probabilities to replace signal probabilities.

e Signal switching (an alternate name is switching activity) is the sequence



of continuous signal states: “ab ”, where a,be(0,1), aandb represent the
current and the latter state of continuous states respectively.

Definition 2.2 (Switching probability): For any signal line x of the circuit, the

switching probability of x is defined as P[(x, = jnX_, =1)], and is denoted
byP(X|_)])! ia J € (0,1) .

As we have mentioned in chapter 1, glitches will cause additional power
consumption. Actually, the technique that doesn’t consider glitches is unrealistic in
usual.

Definition 2.3 (Glitch): The glitch is (an) unexpected transition(s) which occur(s)
when the signal switches at the time that is not required. A static hazard exists if a
signal remains constant after twice, (or.more) switches during a clock cycle, so
there are static 0 hazards, and’static I-hazard. In opposite side, a dynamic hazard
exists if a signal changes is not the same at the start and the end of a clock cycle -
there are dynamic 1 hazard(start with=logic low and end with logic high) and

dynamic 0 hazard (start with logic high'and end with logic low).

2.2 Previous Research of Switching Activities Estimation

The simplest and the most intuitive method to estimate the switching activity is
logic simulation [7] [8]. Logic simulation is the most accurate method but it is also the
slowest one. However, most of the actual combinational circuits are so complicated
that it is not practical to simulate them immediately.

It has been mentioned by many papers about how to use probability to analyze
switching activity. However, their accuracy is not all the same due to the detail about
how they implemented. We could classify the key factors which affect the accuracy

into if they process the correlation inside the circuit and if they process the glitch



power. The transitions between circuits are often correlated to each others, for
example, the reconvergent circuits will complex the switching activity. Further more,
the input patterns might hide some correlation inside itself. In another aspect, if we
consider for the gate delay in circuits, there are always some unanticipated transition
happens, and cause to additional power consumed.

Farid N. Najm [2] has introduced the techniques about switching activity
analysis in detail. He notes two statistic methods, and categorizes probabilistic
techniques into following five classes: A) Signal probability, B) Probabilistic
Simulation CREST, C) Transition Density DENSIM, D) using Binary Decision
Diagram BDD, and E) Correlation coefficient. In final, he discussed how to extend
from combinational circuits to sequential circuits.

We could say that correlation coefficientis the most accurate probabilistic
method today. In early years, [4].introduces-this.concept to take care of the signal
correlation between circuit nodes. It.uses-the-correlation coefficient to represent the
correlation between the probability two.signal probabilities multiplied immediately

and the probabilities of two signal are logic high in real, that is:

P(AB)=P(A)P(B)C,, where P(AB)is the probability of (A B)is true (signal A

and signal B both are logic high), and C, is correlation coefficient between node A

P(AB)

and node B. Hence, we could getC, ;, =————.
~ P(A)P(B)

This technique will passes this

coefficient through the whole circuit to calculate signal probabilities under correlated

effect. Someone extended this concept to the transition of signals[1]:

Xy p(Xi—>kmyj—>I)
M (L) P(Y i)

,  Where p(x_, NY;,)is the probability of signal A

i—k

changed from i to k and signal B changed from j to | at the same time, and



TC}, is transition correlation coefficient between A changed from i to k and

signal B changed from j to | at the same time, this technique also uses OBDD to
transmit transition correlation coefficient and switching probability through circuits.

To pass correlation coefficient through the whole circuit would cost a lot of time,
so “Limited depth” and “Limited nodes” was proposed in [9] [10]. They told that if
the reconvergent circuit in a circuit exceeds a constant number of gate levels, the
signals between circuits could be taken as independent without considering
correlation. Because the larger the gate level is, the weaker the correlation between
circuits. We should not sacrifice too much time to a negligible correlation.

Another disadvantage of correlation coefficient is when the circuit grows lager
and lager; it is unrealistic to build OBDD ,of the whole circuit. This is because it
would consume too much memory. Thereis another technique called Boolean
approximation method (BAM)-[6] [11], it uses BAM which is a data structure to
process correlation between cireuit~BAM:-could be propagated through circuit by
logic characteristic without using OBDD. In‘this way, BAM could save memory to
process larger circuit and make the speed up. BAM uses Taylor expansion to calculate
the difference between probability two probabilities multiplied immediately and
probabilities in real.

Most probabilistic methods could not be very accurate for they do not process
glitch. In 1999, G-vector was proposed in [12]. Though this model doesn’t discuss
switching activity, it gives a way to process about the generation, transmit and
elimination of glitch. FR-vector comes from G-vector. It also uses probability to
estimate switching activity, and it further discusses the situation about non-zero delay,
multiple-input change. There is another similar method called “tagged probabilistic

simulation” [13]. Though FR-vector could process glitches, it ignores signal



correlations.

2.3 FR-Vector

Though FR-vector does not process signal correlations, it is useful to analyze
glitching activity. Most papers which talks about how to process glitches would
become very complex for the reason that there would be a lot of complex mathematic
equations. FR-vector makes glitch processing become easier by taking the calculation

of switching probabilities as the calculation of signal probabilities.

2.3.1 Signal Modeling with FR-vector

There are some basic terms used in FR-vector.

e 0/1 sampling: is the method that samples a physical signal node N times in
a clock cycle. By 0/1 sampling, we can get a sequence of length N consist
of 0 and 1, which is a representation-of the waveform of the physical signal.

e 0/1 sampled signal is the O/Z sequence representation of a physical signal.

e Each internal that we sample one time is called a frame. There is an
assumption that the sampling rate is so fast that there is at most one or one
glitch in a frame.

e Aframe value of 0/1 sample signal is named state.

And in FR-vector, signal switch is:

e Signal switching (an alternate name is Switching activity) is the sequence
“01” or “10” part of a 0/1 sampled signal.

FR-vector keeps the information of glitches before and after the gate in circuits,

and simulates the glitch propagation, elimination, and generation very well. It models
the switching activities as falling and rising, and marked as “F” and “R” for the signal

rising and falling.



Definition 2.4 (FR-vector): An FR-vector is a set of{x|x [0]1][0|1| F |R]"'}; O is
the non-glitch O state, 1 is the non-glitch 1 state, F is the falling signal state, R is
the rising signal state, and N is the number of frames in a input vector.

It assumes the first frame is the earliest frame, and it is a non-zero delay model in
inertial mode. By these assumptions, there will be at most one switching in a frame
(Ininertial mode, if a glitch appears shorter than a gate delay, it would be elimination,
and in FR-vector, a frame is the smallest gate delay of the circuit.).

The rule of obtaining a FR-vector from a 0/1 sampled signal is as follows:

Extract FR-vector v from a 0/1 sampled signal S

e Base case: The state of the initial frame inv is equal to the initial state of S .

e  General case:

B |If the state of S, = the state of S, thenv, =S;;
B |f the state of S; .= 1 and the'state of S;-, =0, thenv, =R;
B If the state of S, =0 andthe state of S, =1, thenv, =F.

The rule of getting a FR-vector from-a 0/1-sampled signal mentioned above means

that the frame value of FR-vector is represented by the state change from the last

frame to current one. Assuming that the initial frame is stable from the final frame in

the preceding input vector, than the base case of the rule is obtained.

2.3.2 FR-Vector Logic Composition

FR-vector could be used in logic composition according to the corresponding
logic composition table. A logic composition table is a table shows what a FR-vector
would be given if two FR-vectors of different inputs propagate through a specific

logic gate. Table 2-1 shows the logic composition table in FR-vector.
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O O O O

Table 2-1: the logic composition-tables for.basie logic function in FR-vector
The item in these tables is-get from the meaning of the corr&Ep;nding input O
frame values. For example, the meaning of R'and 0 is “01” AND *“00”, and it will get

0 at the output, for O represents “00”.

2.3.3 FR-Matrix

It is unrealistic to calculate all input pattern in a circN-FKWector mO

be transformed into another form, called FR-matrix.

Definition 2.5 (FR-matrix): A FR-matrix is a4 x N matrix. Eacl‘Qﬂumn in the malix
represents a frame with the same index, and the entries in the 41rows will be useito
represent the occurrence probability of 0, 1, R, and F in that ere, respectively.

To obtain an input represented by FR-matrix, first, we should sample the input
signal line over multiple clock cycles and obtain an FR-vector fok each cycle. Secold,

counts the number of instances of each distinct FR-vector in the input line. Third, for

1
0
1
R
F

(a) Composition tat

1
1
0
F
R

u (c) Composition tak



each frame, compute the occurrence probabilities of each 0, 1, F and R. Then we get a

FR-matrix. There is an example about how to get FR-matrix from input sampling.

Table 2-2: (&) Signal.sampling. (b) Its FR-matrix

Example 2.1 First, we sample the signals that appear in an input line over one
hundred cycles, and obtain. 100-*corresponding FR-vectors. In Table 2-2(a)
suppose we get six distinct FR-vectors ‘with the number of instances of the state
for each vector. Then we can determine the corresponding FR-matrix by
computing the probability of the state in each frame from this table. In this
example, there are 80 instances that the first frame is in O-state (30 in the first
FR-vector, 20 in the second FR-vector, and so on). And the total number of
instances is 100, so the occurrence probability of O-state in the first frame is 0.8.
Table 2-2(b) shows the corresponding FR-matrix.

Theorem 2.1: The expected number of signal switching activities in a FR-matrix for a

signal line is simplified to the value in the rows of R and F, called the weight of a

FR-matrix. When a FR-matrix is obtained from the set of FR-vectors which appeared

in a signal line, the weight of the FR-matrix is exactly the average weight of each

12
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FR-vector in the signal line.

From Theorem 2.1, we could know the expected number of signal switching
activities from a FR-matrix is considered as the total number of signal switching
activities over the total number of FR-vectors. From Table 2-2(a), the average
estimated number of signal switching activities from FR-vectorsis (0 +1+1 +0 +
*03+(0+1+0+1+0)*02+(0+0+1+1+1)*025+(0+0+1+1+0)*0.1+
O0O+1+1+1+0*01+@0O+0+0+1+0)*0.05 = 2.6, and the weight of the
corresponding FR-matrix (Table 2-2(b) ) is 0.5 + 0.35 + 0.15 + 0.55 + 0.1 + 0.4 +
0.55 =2.6.

FR-matrix also could be used in composition according logic composition table.
Table 2-3 is an example of two input FRMs and the corresponding outputs FRM of a

OR gate.

Table 2-3:  An example of FRM composition: Input FRM 1, (b) Input FRM 2, and (c) Output
FRM.

13



2.3.4 Non-Zero Delay FR-matrix

FR-matrix can group the frame states according to the evaluation dependencies for a

given combinational circuit. And we could get the following Theorem:

9
out

Theorem 2.2 : Let N be the frame size, o be the logic gate delay. Let FRM
(RFM,,,RFM,,,) be the output FRM derived from a logic composition with two

input FRMs, FRM,, and FRM for a logic gate with delay o . Let

inl in2 1

RFM 2. (RFM,,RFM, ,) be the output FRM derived from a logic operation with

two input FRMs, RFM,, andRFM,,, for a zero delay gate. Then

in2?

RFEM 2

out

=[RFMg, 1°,
where [RFM]° denotes the right-shifted FRM:.for & times. In other words, the

i,,(i<N-¢5) frame in RFM ), appears-in(i=+ ), frame inRFM?

out out *

And the j,,

frame (1< j<&)in RFM 2, will be filled'with the first frame inRFM ?

out out *

And an FRM s also a statistical average of the signal states over multiple clock
cycles. We also can apply the following theorem only when the multi-cycle operations

are allowed.

Theorem 2.3 : Let N be the frame size, r be the gate delay. Let RFM

out

(RFM,,,RFM, ,) be the output FRM from a logic composition of two input

FRMs, RFM and RFM for a gate with delay r Let

inl in2

RFM °

out

(RFM,,,RFM, ,) be the output FRM from a logic operation with two

input FRMs, RFM,,, andRFM,,, for the same gate with a zero delay. Then

in2?
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RFM |

out

= [RFM gut ]r ’
where [RFM]" denotes the rotated FRM for r times. In other words, thei, state

in RFM°

out

appearsin (((i+r—-1)%N)+1), state inRFM

out *

In this thesis, we will take FR-vector as basic model for its ability to process
glitches. In additional, it simplifies the calculation in switching activities. The most
obvious disadvantage of FR-vector is that it doesn’t consider correlations between
signals in circuits. In next section, we describe a technique that takes care of

correlations.

2.4 Boolean Approximation Method (BAM)

BAM is proposed by Taku Uchino.f6]. It is an incremental approach taking into
account the first order signal correlation effects by.using the Tayler expansion
technique to ensure the accuracy. Cofactor-probabilities with respect to the primary
inputs play a role of the differential coefficients in the Tayler expansion. These
cofactor probabilities are calculated incrementally as well as the signal probabilities
and switching activities at each circuit node. BAM is able to handle large circuits

since the probabilities are calculated incrementally without constructing global BDDs.

2.4.1 Basic Assumptions

There are two assumptions should be set before BAM is used:
e Mutual independence of the primary inputs.
e Invariance of probabilities under time translation
The first assumption implies that the probability of the product of primary inputs

can be decomposed into the product of the probabilities at each primary input, that is:
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P (t)X] (t.1)) = P(X7 (t))P(X]" (t,..)) , where S, e (1,0) is the transition at node x,
and P(xfi (t.)) denotes the probability of the transition of node x, is¢, attimet, .
The second assumption implies that the probability does not depend on the

position of the origin of the time axis, that is:
P (8 )X (t,)) = P(X7 (t, +)P(X;' (t,,, +1)) for arbitraryt.
Theorem 2.4 : In the zero delay model, the switching activity of a logic signal x(t),

to be denoted by P,,(x), is given by:

Psw(x) = 2(P(X)X (1_ P(X)) y

Proof: Let P(x,_,,) is the probability of signal x(t) transition fromOto 1, P(x,_,,)Iis

the probability of signal x(t) transition from 1 to 0. P(x(z)x(0)) is the probability

that x is 0 at time 0 and is 1 at time 7, P(X(z)x(0)) is the probability that x is 1 at time

0 andis0attimez .(i.e. the probability of x(t) switching from one state to another).

The 1 and 0 mean steady state ONE and state ZERO respectively. Then:

PSW(X) = P(XO»l) + P(X:L»O)
= 2P(x(7)x(0))
= 2P(x(7)x(0))

From the assumption “Invariance of probabilities under time translation”, we get
P(x(2)X(0)) = P(x()x(0)) = P(x) x (1~ P(x)) .

Thus, P, (X) = 2(P(X) x (1 P(X)).

17 sw

2.4.2 Signal probability

We will describe how BAM is used with signal probabilities calculation. There are

following some definitions in BAM.

Definition 2.6 (Cofactor): If Y = f(x,X,,...,X,) is Boolean function, the cofactor of

16



the gate is defined as: Y[x{] (i=L2,...,ma=01),

where Y[x”]is derived in the following Shannon expansion:Y = x’Y[x°]+ x'Y[x'].
Definition 2.7 (Cofactor Probability): If Y = f(x,,X,,...,X,) is Boolean function, the
cofactor probability of the gate Y is definedas : P(Y[x"]) (i=12,...,n;a=0,1).

Definition 2.8 (BAM data structure): For any node in a circuit, the BAM data
structure of this node is its signal probability and cofactor probabilities .
By BAM data structure, we could use the first order of Taylor expansion to get

the difference between P(AnB)and P(A)P(B) .

2.4.2.1 2-Input AND Gate Case

We take a 2-input AND gate for.example to explain how they are implemented.
Suppose Aand B are the inputs and.Z'is the output of a 2-input AND gate in Figure

2-1, thus we have Z = AB . The difference between P(AB) and P(A)P(B) represents

the signal correlation effects. We can get

P(AB) = P(Z) ~ P(A)P(B)+ Y P(x)P(x)x(P(AIX']) - P(AIX]) )x (P(B[X']) - P(B[X]))

i=1

and P(AB[x"])=P(Z[x"]) = P(AIX*1)P(B[x]). (Equation 2-1 and Equation 2-2)
Iy — _ &
12 | :
. | circuit _r@’ Z
b4 . B

Figure 2-1: 2-input AND gate with n primary inputs.
In the equation

P(AB) = P(A)P(B)+ P(x)P(x)x(P(AIX']) - P(A[%]))x(P(B[X') - P(B[X 1)),

i=1
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the first term of right-hand side of the equation is obtained by considering A
and B are mutually independent. The second term is considered as a sum of the
correction terms to the first term. These correction term pull-back real number

calculation to Boolean algebraic calculation. In fact, for example, these correction

terms replace P(xi)P(Z) contained in P(A)P(B) by 0 in accordance with the

factx, x, = 0 in the Boolean algebra. These operations correct the difference of the
multiplication law between Boolean algebra and real number, e.g. xx, =X (X, x, =0)
and P(x)P(x) # P(x)(P(x)P(x) #0).

To proof the equation mentioned above, suppose A and B are logic functions of

mutually independent Boolean variablesx,, X, ,..., X, . The can be expressed formally in

the form of sum of product, for example

1 1 —
A= ZZ Xlal-'-X:"A[Xa],

=0 " S =0

where BAM have defined a = (,.5s,a, ) and A[x“]is either 0 or 1 for each . The

similar equation also holds for B as

B= i i Xlﬂl"'Xnﬂ“B[Xﬁ],

=0 B,=0
The probability that the logic value of Aequalsto 1 and B equals to 1 are obtained

as follows:

P(A) =3 Y P(X™)---P(x)AK],

o= a,=0

o

P(B)=Y 3 P(xA)-P(x*)B["].

= i =0

o

The product of P(A) and P(B) can be expressed as follows: P(A)P(B) = F(n)
where n” =P(x*)P(x’) (i=1...,ma,5=01),
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F(&) =Y Y& & Alx“1B[X"]
a p

On the other hands, since the form of sum of products for the Boolean product of

Aand B is such that
AB =3 > xixftexirxh A[X“1B[X’]
a B
The probability that the logic value of AB equals to 1 can be expressed as follows:
P(AB) =F(7)
where y =P(x*x”)  (i=1,...,n;a, =0,1)
Note that P(AB) and P(A)P(B) have been expressed by a single equation F .Therefore,

P(AB) - P(A)P(B) can be approximated by the first-order terms of the Taylor

expansion of F :

P(AB)—P(A)P(B)=F(x)-F@p)= n ii(zﬁ‘ﬂ —nf‘ﬁ)%z—%)
i=1 a=0:4=0 i

It’s easy to show that

77 —n? = (<1)*PP(x)P(x) (i=1...,n;a,B=0,1)

and a@z&z) = P(A[X“])P(B[x”]), where [x*]and[x/]are the cofactors of the

Shannon expansions of Aand B around x; respectively.
As a result, we obtain the first equation of BAM:
P(AB) = P(A)P(B) +§P(xi)P(Z)x(P(A[x?])— P(AIX])*(P(B[x']) - P(B[X]))
By taking the Oth-order Taylor expansion of the difference

between P(AB[x])and P(Alx"])P(B[x{"]) , then we could obtain:
P(AB[X’]) = P(AX'P(B[x"]) (i=1...,nja=01).
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According to the first equation of BAM, the necessary information at the input

node, for example A, is a set of signal probability P(A) and cofactor
probabilities P(A[x*])(i =0,1,...n; & = 0,1) which is BAM data structure in definition

2.8.

2.4.2.2 General Case

This subsection will present the application of BAM to a general logic gate such
as OR, XOR, or more complicated functions.

Suppose the gate under consideration hasm inputs, A ,---, A,,, and Z is one of the

outputs of the gate. Figure 2-2 is the illustration of such gate.

T
F— -"1]..
T4
=
Circuit : Gate [
A
I'I'l-

General gate in the circuit
Figure 2-2: General case in the circuit

Shannon expansion of Z around A :
Z=AZ[A]+AZ[A]

gives the relation between Z and A . Since EZ[E](ALZ[Al]) is the product of two logic
functions A and Z[A](AandZ[A]), Equation 2-1 can be applied to approximate
the signal probability of Z such that

P(Z) = P(A)*P(Z[A]) +P(A)*P(Z[A])

The Cofactor probabilities at node Z are obtained in the same manner as follows:
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P(Z[x']) = P(ALX'D*PZIAIX D+ P(ADX D *PZIAIX]) (i=L1--na=01)
According to equation 2-13 and 2-14, the BAM data structure at node Z is obtain

from those for A , A, Z[A], and Z[A]. The BAM data structure for A is easily

obtained from that for A , while those for Z[E] and Z[ A ] are obtained by recursive

Shannon expansion around A, ,--- A, .
Equations 2-1 and 2-2 imply that the approximate signal and cofactor
probabilities for the gate output Z are obtained from those for the gate inputs

immediately without knowledge about the previous circuit.

2.4.3 Algorithm of BAM

The signal probabilities at all-circuit:-nedes can-be calculated by means of the

following algorithm:

I. Set BAM data structures for the primary inputs.

Il. Extract a gate such that BAM data structures for its inputs are already
calculated but those for its outputs are nod yet calculated. If such gate does
not exist, then exit.

I1l. Calculate the BAM data structures for the gate outputs from those for the
gate inputs by using Equations 2-1 and 2-2

IV. Gotoll.

2.4.4 Switching Activities

BAM also could be used to the switching activity calculation. But it is more
complicated than to the signal the temporal correlation of the identical primary input.

Assume A,B,Cand D are logic function of primary inputs. The first fundamental
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equation is as follows:
P(A(z)B(0)C(r)D(0)) =

P(A(T)B(O))P(C(T)D(O))Jrzn: D PP X (X =X )< (Y =Y)
=T (aa)<(88)

(Equation 2-3)
def def def def
where (00) = 0,(01) =1,(10) = 2,(11) = 3,

P = POK () 0),
and X7 z P(A[x*1(z)B[x”]1(0)), forande,p=0,1.
Y = P(CI¥ 1(r)DL 10)),
The Second fundamental equations are as follows:
P(AC[x*1(r)BD[X/1(0)) = P(AX1()) P(B[X/1(0)) x P(C[x1(z)) P(D[x/1(0))

i=1---,na,=0,1 (Equation 2-4)
2.4.5 Example

In this section, we take the circuitin.Figure 2-3 for an example to see how BAM

is implemented to calculate switching activities at each node level by level:

Example 2.2
Z 2, )
xz_%_ Y va_ ¥,
d
X3 7 5,

Figure 2-3: A test circuit.
There are some basic values of the circuit in Figure 2-3:
P(x,) =0.5;P(x,) =0.5; P(x;) =0.5. P,.(x)=0.13P,(x,)=0.2;R,, (%) =0.1
Then we could use this information to do calculation.

Level 0: The BAM data structures for the primary inputs are set as follows:
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i. Ifi=] then
P(x[xj1(0)x[x1(0)) =1, forrand f=1.
P(x[x/1(x)x[x{1(0)) =0 else.

ii.  Ifi= jthen
P (DX 10X X/ 1(0)) = P (% (7)%,(0)) = P(%) —0.5x P,, (%)
(because x; and x; are mutually independent) (i=1,---,n;a, 8=0,1)

. P (x[x1(r)x[x1(0)) =0, P (x[x1(r)%[x1(0)) =1,
° P(x[x1(x)x[%1(0)) = P(x,(r)%,(0)) =0.5-0.5-0.1=0.45

Level 1: The BAM data structure for node.y is obtained from those at level O as
Psw(y) = PSW(XZ) = 02

P(yIx1(2)y[x/1(0)) = P (%, [x A% 10)), (i =1:--.n;er, S =0,1).

eg. P(y[x1(2)y[x10)) = P(x,[X}(z) %, [ 1(0))= 0

Level 2: The BAM data structure for node vy, is obtained from those at level 0 and

level 1 as follows:

P (1) = 2+(P (X% (0Y()Y(0))+ P (X % (Y)Y (O)) + P (% ()% ()Y (F)y(0))) = 0.14
P (%)% (0)y(r)y(0))

=P(%(0)x(0))P(y(x)y(0)) é(aa;ﬂm P(x"(2)%7(0))P(x' ()% (0))

%(P (DI TO) - P (X IEOXI 1) x (P (VX 1) YD 1) - P (VX 1)V 1))

The calculation of P(mxl(O)my(O)), P(&(r)xl(O)ﬁy(O)) is similarly.

Pyl 1) vi[X100)) = P (x[x“1(=)x[x/1(0)) - P (D% 1() yIX/1(0))
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(i=L---,ne, =01
and BAM data structure for node y, is obtained similarly.
Level 3: The BAM data structure for node y, is obtained from those at level 2 as

follows:
P (%) =2 (P(HEW(0)Y. (1) (0)) + P (1O OV, ()% 0)) + P .(r)¥.(0)Y, 1)y (0) )) = 0.088

P(%.(0):(0)Y (7)Y, (0))

=P(myl(O))P(y2<r)yz(0))+i Y P @)% (0)P(x ()% (0))

i=1 (aa)<(Bp')

%(P(MI I 1O) - P (VI IR 10) )% (P (X 1@ ¥a1x 1) - P(v,1¢ 1) .14 1(0) )

The calculation of P(yl(r)yl(O) Y, ()Y, (0)), F>(y1(r)y1(0)my2 (0)) is similarly.

P(ys[x1(@)ys[x'1(0)) = P (vi[x 1) vi[x1(0)) - P (v, [x1(2) y, [ 1(0))
i=L---,na,p=01
In this example BAM qgives the exact signal probability for node y, . The exact signal

probability at node y, can be derived by:
Psw(ys) = Psw ((Xlxz)(xzxs)) = PSW(X1X2X2X3) = 0088

BAM could estimate the switching activities at all nodes in a combinational logic
circuit with relative accuracy and without constructing global BDDs. It uses the
concept of Taylor expansion to get the first order signal dependence effects due to
reconvergent fan-out nodes are taken into account. Further more, it take the temporal
correlation among the primary input in estimating switching activities, but ignore

spatial correlation.

2.5 Real-Delay Boolean Function (RDBF)

Considering for glitches generation again, a glitch is generated at the output of a gate,

if the following conditions are met:
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I. The necessary condition, which requires the difference of the arrival times
of the input signals to be greater than the inertial delay of the gate.

ii. The sufficient condition, which requires the appropriate transitions of the
input signals(s) to switch the gate output.

Consequently, the timer parameter plays a critical role in the power consumption
estimation. Hence, the exact description of a logic circuit should include not only its
logic signals. Furthermore, since the glitch generation is strongly dependent on time, a
modified Boolean function — real delay Boolean function (RDBF), which describes
the logic and timing behavior of each signal, is needed.

Example 2.3 We assume the logic circuit of Figure 2-4, where the gate delays are

multiples of reference delay unitd .

X, .
M}f

Figure 2-4: A logic circuit with non-zero delay gates.

The logic behavior of the node f can be described in time domain by the

following RDBF:
f =F(x,X,,t)
=X (t—5d)x,(t-5d)x,(t—3d) (Equation 2-1)

The signal f may switch at two time instances, i.e. t/ =3d andt, =5d . More
specifically, the transition of the signal f att,, t' =3d , depends on the transitions of
the primary inputs x, and x, at time pointst* =-2d,t* =-2d,andt? =0. The
corresponding Boolean function is

f1 = X1(_2d)xz (—2d)X2 0).
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The transition of f at t; =5d depends on the transition of the signal x, and x, at

t* =0and t> =0, while the corresponding Boolean function is
f, =% (0)x,(0)x,(2d) .

Thus, the behavior of the signal f is described in time domain by the
corresponding RDBF. Moreover, the RDBF of f is reduced to ordinary Boolean
function f,and f, , whose variables are the logic values of the input signals at specific
time instances. Also, since node f may perform transitions at t =3d andt, =5d,
evaluation the transition activity of function f,, f, the transition activity of the RBDF
is also evaluated.

For us, we take FR-Vector to process glitches, and combine it with BAM to
consider the correlations. In original BAM, it must be operated in a zero-delay
model. .For this, we need to add the delay information into BAM by real delay

Boolean function. We would discuss it in detail in next chapter.
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Chapter 3 FR-Vector with BAM

3.1 Review and Integration

The goal of this paper is to propose a new technique which could analyze
switching activity, and further more, signal correlations and glitches processing are
included. In section 2.3 , we introduce FR-vector. It could be used in a non-zero
delay model and it could also process glitch activity. In additional, while most papers
use complex equations to calculate switching probability, FR-vector simplifies the
calculations of switching probability as the calculations signal probability. As we can
see, though there are many advantages in‘FR-vector, the signal correlations are not
included in FR-vector.

The other techniques we talked in section 2.4 'is Boolean approximation
method, it uses Taylor expansion to approximate the difference between two
probabilities P(A)and P(B) multiplied immediately and the real probabilities as they
intersected— P(A(\B).BAM indeed is a data structure, which could be used to
calculate the difference mentioned above. BAMs are used to pass through the circuit
and calculate the signal (or switching) probability of nodes in the whole circuit. In
BAM, it solves the correlations due to reconvergent circuit by the concept of Taylor
expansion. Another advantage of BAM is it doesn’t need to construct OBDD of the
circuit, so it is faster than many other techniques which processing reconvergent
circuits. Unfortunately, the delay model use in BAM is zero-delay model. Without
delay information of the circuit, the activity of glitches would be ignored too.

The ability of glitch processing in FR-Vector, and the ability of signal

correlations processing in BAM both are what we want. So, in this thesis, we try to
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combine these two techniques as a new model, and call it as FR-Vector with BAM.

3.2 Basic Definition and assumption

FR-Vector wit BAM is a non-zero delay model in inertial mode. It has an
assumption:

e Mutual independency of the primary inputs.

This assumption is gotten from the original first assumption in BAM, and we

eliminate the second assumption to fit with FR-Vector. The inertial model is the basic

condition in FR-Vector.

As in FR-Vector, we will sample a signal line S ntimes in a clock cycle, then
divide a clock cycle inton states (state=0,1). Then, using the sampled rule to get
FR-Vector (nframes a vector, eachframe=0, F,R;1). From FR-Vector, we could get
FR-Matrix (4x N matrix. Each column in the matrix represents a frame with the same
index, and the entries in the 4 rows will’be-used-to represent the occurrence
probability of 0, 1, R, and F in that frame, respectively.). Following is the explanation
of the meaning of FR-Matrix in FR-Vector with BAM:

Definition 3.1 (Switching signal):In FR-Vector with BAM, theith frame, x,_;, in
FR-Vector is called the switching signal in timei. (0O<i<n-1)

Definition 3.2 (Switching probability): In FR-Vector with BAM, the ith frame in
FR-Matrix is called the switching probability in timei, and denoted as P(x,_;),
(x=0,F,R,1 ; O<i<n-1).

In FR-Vector with BAM, we also used a data structure to carry the information of
correlation among the circuit. Recall the cofactor probability used in section 2-4, we
also have cofactor transition relation in FR-Vector with BAM. The differences are:

I.  We add the concept of “frame” as a basic time unit in place of “clock”.

Il. The BAM data structures in FR-Vector only exist in nodes which are in
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reconvergent part of the circuit.
Definition 3.3 (Cofactor Transition Relation): IfY = f(x x, Xx,)is Boolean function,
and we having m frames in a clock cycle. The cofactor transition relation of it
are defined as:

P(YIx7T) = P(Y, D 10)Y, X1t -D)

(
P(YIX™D) = P(Y D10, X1 -12)

P(YIIX?]) = P(Y [ IQ)Y, [¥/1(t-1))

PCYF XD =P (Y, DX 1t)Y, [’ 1t 1)

)
)) (i=12,...,n;a,8=01;0<f <m-1)

which means the probabilities of cofactors remains 0, transition from1 to 0O,
transition from 1 to 0, and remains 1 at frames f respectively.

Definition 3.3 (Reconvergent circuit): A reconvergent circuit is a circuit which

convergent in a specific node and'some signal-lines‘in this circuit has forked before its

convergent node.

Definition 3.4 (Supply set of the.reconvergent.circuit): A supply set S, ofa
reconvergent circuit X is a set of nodes{s;;s,,...,S,}, whichs, isthe input of
reconvergent circuit X.

There is an example of supply set:

Example 3.1 There is a circuit likes Figure 3-1:

X, v N
I
%y
Y2 y
] W
1 L
B2
%
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Figure 3-1: An example of supply set of the reconvergent circuit: In reconvergent circuit X , the

supply setof X is{xﬂhw, X5, y2} .

In figure 3-1, there is a reconvergent circuit X ={w, X,, X,, Y, Y,, Y} in circuit S,
and the supply set of X is{X, W, X;,y,} .

Definition 3.5 (Cofactor Transition Relation Matrix): A cofactor transition relation
matrix is a three dimension matrix of nodeY . (A 4x f xnmatrix, nis the

number of nodes of the reconvergent circuit which node A is belonged to, and f is

the number of frames.) Each item in the matrix denotes the cofactor transition

relation P(Yf[xf]) of nodeY whered,y=0,F,R,1;0<t< f-1;and0<i<n.

Definition 3.6 (The BAM data structure of FR-Vector): For any node belonged to a
reconvergent in a circuit, the FR-Matrix and'the cofactor transition matrix of this
node is called its BAM data structure of FR-Vector.

Because of the assumption = “. Mutual independency among primary input”,
each pair of nodes which are not in‘the.reconvergent circuit or they are in the supply
set of a reconvergent circuit, would be taken as independent. By this, we could get:
Theorem 3.1 : The BAM data structures of anode x,, X, €S andS ={x,,X,,..., X, }1s

a supply set of the reconvergent circuit, could be gotten as:
(i) If i=j, P(xf[xf]):l,when S=v,
P(xf[xjy]) =0,when §=y.
(i) If i=j, P(xf[x?])=P(xf).
( 0<ign-1; 8,y=0,F,R,1)
Now, we know how to sample the signal as FR-Vector and get FR-Matrix of
primary inputs. In further more, we can use theorem 3.1 to get their BAM data

structures if it is in reconvergent circuit. In next section, we talk about how to

30



propagate these information gate by gate, and from primary inputs to the output of the

circuit.

3.3 Probabilities Propagation

In convenient to introduce FR-Vector with BAM, we start in zero-delay model,
we will extend FR-Vector with BAM to non-zero delay model in section 3.6.

In order to analyze the probabilities at each node in the circuit, we divide the
circuit into two parts:

e  General circuit, and

e Reconvergent circuit.

In general circuit, we do not use BAM data structure. Because of the assumption
“Mutual independence among the primary input”, if there is no reconvergent circuit,
there is no correlation among circuit too. For this reason, it is redundant to calculate
and propagate the BAM data structuretin-these circuits. Indeed, in non-reconvergent
circuit, even if we still use the BAM data structure in it, it would do nothing. We leave
the explanation of this later in section 3.3.2. Without BAM data structures, our model
is simplify to original FR-Vector, so we‘could propagate FR-Matrix as it propagates in
original FR-Vector.

In the other case, reconvergent circuit, we will set up BAM data structure using
theorem 3.1 in the supply set of the reconvergent circuit. Then we need to propagate
these BAM data structure to calculate the other nodes which is not in supply set in the

reconvergent circuit, including cofactor transition relation and FR-Matrix.

3.3.1 Propagation of the Cofactor Transition Relation

Before talking about the propagation of the cofactor transition relation, we
should discuss the real significance in it. The cofactor comes from Shannon expansion.

Suppose the gate under consideration hasm inputs, A ,--- A_,and Z is one of the

outputs of the gate. Shannon expansion of Z around A is

Z =AZ[A]+AZ[A]
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and thus

P(2)=P(A)P(Z[A])+P(A)PZ[AD.
We could say that a cofactor P(Z[x]) is the probability of Z is logic high when x; is
logic high. As the same concept, we could get:
Lemma 3.1 If there is a gate whose inputs are (x;, X,,..., X,) and one of its output

isZ , we take the cofactor transition relation P(Z;[x”])as the probability of

transitiono (0 =0, F,R,1) happens at output Z when the transition of its input x;
isa (¢=0,F,R,]).
Theorem 3.2 : If there is a gate whose inputs are Aand B, the circuit it belonged to

has the primary input set {x;,X,,...,X,}, and a clock cycle is divided

into m frames, then we have:

P(ATIXINBYIX])
= P(AB[x"1(7)A B, [x"1(@))
= P(A X" 1(2) A [x*1(0) x P(B; [X*1()B [x:1(0))
= P(ATIX])P(B[X])
(i=1---,n; =0,F,RY; 06,,6,=0,L f =1,---,m)

(Equation 3-1)

Proof:
The proof of this theorem is similar to equation 2-4 in section 2.4, we get the
equation 3-1 in the same way as how we get equation 2-4. The difference is
we add the concept of “frame”.

By lemma 3.1, we could use the logic composition table (Table 3-1) as FR-Vector
used to propagate FR-matrix to propagate the cofactor transition relation.

To explain how to use these tables, we take an example as below:

Example 3.2 There is an AND gate whose inputs are a,b and output isc ,the primary

Inputs is(x,, X,,..., X,) , and there are m frames in a clock cycle. Thus, according to

table 3.1(a) we could get
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P(cyIx]) = P(a; [ 1) x P07 [x71) + P(ay [x* 1) x Py [x 1) + P(a? [x 1) x P(bf [x"1) +
P(ay [ 1) x P(b; [ 1) + P(a; 1) x P(o7 [%*1) + P(as [ 1) x P(b? [x])
+P @ [x 1) x Pof[x"1) + P(af [x"1) x Pof [x71) + P(ag [x*1) x P(bf [x"])

P(cr[x]) = P(a; D" 1) x P(by D41 + P(ac [x71) < P(by [x71) + P(as [ 1) x P (b [x])

Table 3-1: The composition table for cofactor transition relation.

P(cf[x"]) = P(a; [x]) x P(bf [x 1) + P(af[x 1) x P(of [x71) + P(af [x1) < P (b5 [%"])

and P(ci[x"]) =P(ai[x"1) x Poi [x]).
(0O<i<n-1 «=0,F,RL 1<f<m—1)AND O

For example, if we want to get the probability of transition F happens at @tputcwhen O

the transition of node x, is e , that is P(c [x*]) .We should know cF [x“] WT happen at O

time al[x*1Nb{[x“],af[x*]1nb{[x*], andal [x*]Nb;[x*]( where A?% means 0

node transition 6 happens at node A at the time the transition of x. is in tifa@ frame 0
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f ). So we could get

P(c:[x]) = P(cf[x"])
= P(a; [x 1Nb{ [x*]) + P(af [x 1Nb{ [x 1) + P(af [x 1N b; [x])

3.3.2 Propagation of the FR-Matrix

In FR-Vector with BAM, we also use logic composition table to propagate the
FR-Matrix, but the difference is when the node is in a reconvergent part of the circuit.
That is, in the original FR-Vector, we get the FR-Matrix of an output from its
immediate inputs. It comes from two items in each matrix of the input multiplied
immediately, and without considering signal correlation due to reconvergent circuit.
Though there may be distance between two probabilities multiplied immediately and
the real probability it will be, the original FR-Vector ignores this. Take a simple

example to see how the reconvergent circuit affects the transition probability:

Example 3.3 Figure 3-2is a simple reconvergent with input node x , and output

node z . The right table is the FR-Matrix of node x .

'\l 0 F R 1
- — Z
Px;)] 03 0.1 0.1 0.5

Figure 3-2: A reconvergent circuit and the FR-Matrix of its input node x.

In this circuit, the signal will diverge from node x , and reconvergent at node z . If
we use the original FR-Vector to calculate the transition probability of node z as its
transition is 1, it will be P(z") = P(x") x P(x') =0.5x0.5=0.25. Indeed, the real
probability is P(z') = P(x") =0.5.

As mentioned before, considering for the correlation due to reconvergent, we use
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BAM to handle it. Replace the calculation— P(A“ N B”) = P(A*)P(B”) in the
original FR-Vector (that is, multiplying two items in different FR-Matrices), we have:
Theorem 3.3 : At the convergent node of a reconvergent circuit, if there is a gate

whose inputs are Aand B, the circuit it belonged to has the primary input set

{X.,X,,..., X, }, and a clock cycle is divided intom frames, then we have:

P(A? N B{) =P(Ay (r)BI (0)A? (r)B}(0))
- n . . " (Equation 3-2)
= P(A?)P(B{)"'ZZ Pi s pi/: x (X = Xif)X(Yif _Yilfi

i=1l a<p

def
Py = P(x?)
def def N
=3, and X,7 = P(A/[x7]),

def

Yil: = P(ny[xi‘:])

def def def

where (0) = 0,(F) =1, (R) = 2, (1)

(0,7,,=0,F,RL f =0,--m;6. .05 7:s7, =01 1=1---,n.)

Proof:
The proof of this theorentiis similarto equation 2-3 in section 2.4, we get the
equation 3-2 in the same way.as how we get.equation 2-3. The difference is
we add the concept of “frame”.

In equation 3.2, the second item of right-hand side
D P e < (X = X ) x (Y =Yi7) s the difference we used to modify the
i=l a<f

original equation in FR-Vector.

Recall the example 3.3, if we used FR-Vector with BAM to calculate P(z') , it

would be
Pz =P(x'Nx")
= P(XI)P(Xl)"'ZZ P’ piﬂ x (X = Xiﬁ)x (v, _Yiﬂ)
X a<p

= (P(X))* + 2 POX)P(x”)x (P(X[x"]) = P(X X" 1) x (P(x'[x“]) = P(X[X"]))

a<f

=(PON*+ > PO)PO)x(P(XIx*]) = P(XTX D) x (P(X[x“]) - P(X'[X"]))

(@,$)=(0,1),(1,2),(1,3)
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= (P(X)? + P(x°)P(x) x (P(X'[X"]) = P(X'[X' D) x (P(X'[x°]) - P(X'[x']))
+P(x)P(x*)x (P(X'[X']) = P([X*1)) x (P(X'[X']) - P(X'[X*]))
+P(x)P(xX°) x (P(X[x']) - P(xX'DC])) x (P(X'[X']) = P(X'[X°]))

=(P(M))? + P(XO)P(xH) + P(xH)P(x®) + P(x)P(x®)
=0.25+0.03+0.03+0.05=0.36

In the beginning of this section, we have mentioned:

Theorem 3.4 : The process of BAM data structures in non-reconvergent will do
nothing in the propagation of switching probability.

Proof:

For each gate in non-reconvergent circuit, we divide them into two cases:
0] The inputs of the gate is primary input:

(Xigft - Xiﬂ)x(Yioft _Yif)

f

= (P(ATD4 1) — P(AT DX D)*A(P (B Xt =P (B [%1)) , where this equation is

extract form equation 3.2;

From theorem 3.1 and A = B/, there must be one of
{65 =X, (45 =)} would be 0,
(for there mustbe A= x,or B #x;)

Thus, the difference equation > > p§ pf x (X7 = X/7)x (Y{ = Y;7) will be 0.

i=l a<p

(i) The input of the gate is not primary input:
Because the gate is in a non-reconvergent circuit, the transition of a

node X would be independent of the primary input x; .
Thus we can get P(A’[x 1) = P(A’[x/1), and B/[x,7]) = P(B/[x/]),

(X5 =X D)%% =Y
Then, = (P(ATIXTD = P(ATDN(D) < (P(B{Tx D)~ P(B{ X 1)

~(©%(0)

=0
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Thus, the difference equation > > ps p/f x (X5 = X/7)x (Y,{ =Y;7) will be 0.

i=1l a<p

From (i) and (ii), we could get the conclusion that, BAM data structures in
non-reconvergent will do nothing in the propagation of switching probability

Beside we do not propagate the switching probability in non-reconvergent; we
only calculate the switching probability at the node where reconvergent circuit is
converged for there is only this node would be affected by reconvergent correlation.
Thus, we use FR-Vector among the whole circuit, and use BAM data structures in the
reconvergent part of the circuit and propagate them gate by gate until the convergent
node, but
Lemma 3.2 We only use BAM data structure to calculate the switching probability

at convergent node of a reconvergent.circuit.

Again, we discuss how these'BAM data structures solve the correlations caused
by reconvergent circuit. Let’s survey the proof of equation 3-2 firstly.

A part of proof of equation 3-2:

If P(x?) isthe probability of the transition & happens in the f th frame of x,

then let
P(A?)xP(B)=F(n),
where
def
n? =P )P(X,)
i=1---,n; a,8,7,=0,12,3;, 0=00,1=012=10,3=11)
and

F) = Y3 & oo AX 1BIX ]
a p

_def _ N
(a=(a;, - a,) ,and A[x”, ] is either O or 1 for each o).

The Boolean product of A? and B/ is such that
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AlB! = szlalﬂlf -~-x;""ﬁ"fA[x5f]B[x7’f],
a p
the probability that the logic value of A?B’ equals to 1 can be expressed as follows:
P(AYB})=F ()

def
where z” =P(x* . x’,) (i=1--n; «,=0,1,2,3) .
Note that P(A’B]) and P(A?)P(B’) have been expressed by a single function F .

Therefore, P(A’B7)—P(A%)P(B/) can be approximated by the first-order terms of
the Taylor expansion of F :
P(A?B})—P(A)P(B})=F(x)-F ()

n 3 3 aF ,
(x iaﬂ - 77iaﬁ p (7)
a=0/§ aéﬂ “

ok

where a(zg—l;(n)=P(A[xf’f])P(B[xff]), and A[x“ ]and B[x”,] are the cofactor

translation relation of the Shannon expansions.of A and B around x; respectively.

Thus,

o

ap _ af
(" —n, )a £

() = (P(ATB})—P(A})P(B))x P(Alx"  )P(BLX/, ]).
(Equation 3-3)
From the right-hand side of (Equation 3-3, we could get the physical meaning of

equation 3-2. For the equation 3-3 means the effect do to transition at node A and

node B caused by input variables x7, andx/, . We could see

3.3
33 (e - aa; () is the summation of the effect caused by all transition at

(n7) is the summation of all effect caused by

n 3 3 8F
nodex,,and > > > (17 -n") :

724
i=1 a=0 =0 0 ia

input variables. Thus equation 3-2 means the equation P(A?B7) is approximating to

P(A?)P(B7) add the effect caused by input variables. Further more, for the cofactor
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IS generated by the characteristic of circuit and its structure. The effect calculated by
equation 3-2 could catch the effect due to different types of circuit structure, thus the
reconvergent circuit.

A node’s cofactor transition relation represents the meaning of how each primary
input affect the transition in node itself. Thus, in reconvergent circuits, we propagate
this information to the immediate inputs of the convergent node, and use equation 3-2
to correct the switching probability in convergent node. Why this equation could do
correction. It’s because when we use the logic composition table and FR-Matrices of
inputs to compute the FR-Matrix of output node, equation 3.2 could correct the
differences between the probability of two event happened in the same time (what we
need) and the probability of two probabilities of event multiplied immediately(two
terms in logic composition table multiplied immediately). The correction is gotten
from the effect due to primary inputs which has been-recorded in cofactor transition

relation as we have explained above.

3.4 An Example of FR-Vector with BAM

In previous section, we have a tiny attempt in FR-Vector in BAM. In this section,
we try to use a simple and more complete example to show the propagation of the
FR-Vector with BAM in reconvergent circuit.

Example 3.4 There is a simple reconvergent circuit, and Table 3-2is its switching

probabilities in each input nodes.
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\ Pany | eeey | Py |

A D_Dl_ 0 0.1 0.2 03 |
B >- F F 0.3 0.4 0.3
C )_E’_ R 0.5 0.1 | 02
1 0.1 0.3 0.2

Table 3-2: The transition probabilities of primary inputs of the circuit in example 3.4

We calculate the BAM data structure at each node level by level as follows:
Level 0 The BAM data structure for the primary inputs are set as follows:

P(X?)is the information we sampled.

L=

If(X=Y), F’(XJ[W]):O 5% ).

(X,Y=AB,C; d=0,F,R)])

else P(X°[Y’]) = P(X?).
e.g. P(A[A]) =1, P(ATAY]) =0,

P(AT[BR]) = P(A")=0.3

Level 1 The BAM data structure for the node D and node E are set as follows:
According to the logic composition table, we could get the FR-Matrix of

node D from FR-Matrices of node Aand node B .

P(D%) =P(A°)xP(B°)+ P(A°)xP(BF)+ P(A%)x P(Bf)+ P(A")x P(B")
+P(AY) x P(B°)+ P(A7)x P(B°) + P(A®)x P(B®) + P(A®)x P(BF )+ P(A7)x P(BF)
=0.1x(1)+0.2x(1-0.1)+0.5x0.4+0.3x0.1

=0.51

P(D7)=P(AY)xP(BF)+P(A")xP(B")+P(A")x P(B")
=0.1x0.4+0.3x0.4+0.3x0.3

=0.25

P(D?) =P(A)x P(BR)+ P(A®)x P(B®) + P(A?)x P(BY)
=0.1x0.1+0.5x0.1+0.5%x0.3

=0.21
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P(D") =P(A")xP(B") =0.1x0.3=0.03
The cofactor transition relation of D could be gotten from logic composition table too.
e.g.

P(D'[A']) = P(A'[A']]) x P(B'[A']]) =1x0.3=0.3

P(D[A']) = P(ATA]) x P(BY[A']) + P(AT[A']) x P(B"[A']) + P(A'[A']) x P(B'[A])
=1x0.1+40x0.1+0x0.3
=0.1

We could get others cofactor transition relation by the same way.
BAM data structure for node E is obtained similarly.
Level 2 In the last level of the reconvergent, we do not propagate the whole BAM
data structure again, in place of, we only calculate the switching propagate of the
convergent node F using BAM data structure of node in the former level.

We also use logic composition table in the calculation of switching propagation,

but without multiplying two switching immediately we use equation 3.6 to calculate.

e.g.
P(F")
=P(DY)xP(EN+ D D P(X*)P(X?)x(P(D'[X“])—P(D'[X’]))x(P(E'[X“])—P(E'[X"]))
X=AB.,C a<f
=0.03x0.06+ Y P(X“)P(X”)x(P(D[B“]) - P(D'[B”])) x (P(E'[B“]) - P(E'[B"1))
a<p
=0.0018+0.0012
=0.003

Others switching probabilities of node F could be obtained similarly.

3.5 Reconvergent Circuit in Limit Depth

It has been discussed ([1], [9], and [11]) that the correlation among the circuit

would become weaker as the depth of the reconvergent circuit becomes deeper. Let’s
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survey the equation 3.6 P(A’)P(B")+ Y. > p“p/ x (X, = X" ) x (Y* =Y,”).

i=l a<p
Terms (X,* — Xiﬂ) =P(A’[x“]) - P(A“[xiﬂ]) represent the distance between the
probability of the transition at node A when the transition of its primary
input x; is « and the probability of the transition at node A when the transition of its
primary input x; is 4. Thus, when the depth of the reconvergent circuit is getting

deeper, the correlation among the circuit becomes weaker too. When the correlation

among the circuit becomes weaker, the distance (X,” — Xiﬂ)will become smaller too,

so dose (Y;” —Yi”) . Then the second item of equation 3.6 will becomes smaller and

smaller. We get:

Lemma 3.3 Let/ be the depth of the reconyvergent circuit, when ¢ — o ,then

P(Af’)P(By)iZ P(x“)P(xyx(P(A[x“I)= P(A[x” 1) x (P(B”[x“T) - P(B’[%"1))

i=l a<p

will be approach to P(A%)P(B”) .Inactual, when the depth of the reconvergent
circuit is larger enough, even if it'is‘not.approach to«o, the equation above will
degrade to two probabilities multiplied immediately.

By lemma 3.3, we could set a limit depth /7, as we needed, and we only process

the reconvergent circuit when its depth is less than the limit depth ¢

lim *
3.6 Non-Zero Delay Model

Extending FR-Vector with BAM to the non-zero delay model, we divide the
whole model into three parts:

e  The propagation of switching probabilities in general case;

e  The propagation of cofactor transition relation in reconvergent circuit

without including the node it convergent;
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e And the calculation of switching probability of the convergent node of the
reconvergent circuit.
In first part, the propagation of switching probabilities in general case, it has already
been defined in original FR-Vector. We could extend it into non-zero delay model
with theorem 2.2 and theorem 2.3. Further more, we use the same concept to extend
the second part, the propagation of cofactor transition relation in reconvergent circuit,
into non-zero delay model. That is:

Theorem 3.5 : Let N be the frame size, 6 be the logic gate delay in terms of frames.

Let CTR?

out

(CTR,,,CTR,,,) be the output correlation transition relation derived

from a logic composition with two input correlation transition relations,

CTR,,andCTR,,, for a logic gate;with:delays . Let CTR, (CTR,,,CTR,,) be

out

the output correlation transition relation, derived from a logic operation with two

input correlation transition-relations;“CTR,, andCTR, ,, for a zero delay gate.

Then

CTR?

out

=[CTR’. T,

out

where [CTR]® denotes the right-shifted correlation transition relation for s frames.

In other words, the i, (i<N-¢&) state in CTR’, appears in (i+0J), state

out

inCTR?

out *

And the j, frame (1< j<&)in CTRZ, will be filled with the first state

out

inCTR?, .

The following theorem applied only when the multi-cycle operations are

allowed.

Theorem 3.6 : Let N be the frame size, r be the gate delay. Let CTR],

(CTR,,,CTR,,, ) be the output correlation transition relation from a logic
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composition of two input output correlation transition relation s, CTR,, and

RFM,, for a gate with delay r. Let CTRS, (CTR ,,CTR,,) be the output

out

correlation transition relation from a logic operation with two input correlation

transition relations, CTR,, andCTR,,, for the same gate with a zero delay. Then

CTR;

out

=[CTR’T,

out

where[CTR]" denotes the rotated correlation transition relation for r frames. In

other words, the i, state in CTR]

out

appears in (((i+r—-1)%N)+1), state

inCTR,, .
As considering for the calculation of switching probability in a convergent node
of the reconvergent circuit, we need-to add the concept of real-delay Boolean function

we discuss in section 2.5 . In equation 3.2

P(A’)P(B") + Zn:Z B piﬂ x (X5 - Xiﬂ)>< (¥ _Yiﬂ) g

i-1 a<f
the scope of the firstz , (L<i<n), means'that assumes the convergent node we are
computing isZ , and f (Z) = (x,, X,,..., X,) Where x; is the node in the supply set of this
reconvergent circuit. Above equation considers the effect causes by each x. will do to
the transition at node Z . In zero-delay model, we could use this equation immediately

as f(Z;)=(X;,%;,..., %, ) for X, denote the Boolean function of the output node

Z in the fth frame, but in non-zero delay model, for the reason of switching
probabilities of each x; would be divide into a number of frames, and so do the
switching probabilities of output node Z , the Boolean function would be rewrite as
real-delay Boolean function, and the equation will become as below:

Theorem 3.7 : In non-zero delay model, if we divide a clock cycle into m frames, and

there is a convergent node Z whose input is Aand B, then
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P(A’ NB))
= P(A))P(B]) +
> T P(XPX)x (P(ATX T~ P(ATX D) x (P(B'[X“]) - P(B[X”])

Xerdbf (Z¢) a<p

(Equation 3-4)

where rdbf (Z,) is the real-delay Boolean function of the convergent node Z in
def def def def
timef,and (0)=0,(F)=1(R)=2,)=3, (J,7,a,=0,F,R)L f=0,---m.).

Indeed, the RDBF we use there is modified RDBF for there is only m frames in a

clock cycle, but if multi-cycle operation is allowed, RDBF could not be the

representation of supply set. Thus,
Definition 3.7 (Modified RDBF): In FR-Vector with BAM, if a clock cycle is divided

into m frames, and there is a convergent node Z and a support set{x;, X,,..., X.},

then the Modified RDBF of convergent node Z-. is a RDBF whose scope of the

time tisl<t<m, and the variable in Modified RDBF is X, where
l1<i<nand O< f <m-1.Ifitexists avariable x,.; whose f >m the

variable x;., would be reduce to x;.;.,where f’=f modm.

Example 3.5 If we divide a clock cycle into 4 frames, then:

IE_E_ 7 9_ 73

¥,

]
[
\r\lj-/
[="
[ I

M
L
\B

Figure 3-3: A reconvergent circuit with non-unit delay gate
The original RDBF of node y, in Figure 3-3 should be
F(ys) = F (X, %, X3, d) = X, (t —5d ) x, (t - 6d ) X, (t —5d)

In modified RDBF
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X (t —5d) will reduce as X, g4 mogs = Xu1 »
X, (t—6d) will reduce as X, moqs = X1.2

X, (t—5d) will reduce as X5 noqs = Xa1 -

Thus, in our FR-Vector with BAM, for 4 frames a clock cycle, the modified RDBF of
nodey, is:
f7(y,) = f"(x (t=5d)x,(t—6d)x,(t—5d))

= X1X22X34

With theorem 3.7 and definition 3.7, we have:

Theorem 3.8 : If there is a reconvergent circuit whose convergent node isZ . Through
logic composition table, we can use BAM data structures of the immediate input
nodes of Z and assisted with modified real-delay Boolean function (RDBF) and
the concept of Taylor Expansion.to calculate the switching probabilities of the
convergent node Z .

From Theorem 2.2, 2.3, and Thearem.3.8,.3.5, and 3.6, we could expand the

FR-Vector with BAM as non-zero delay model.
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3.7 Implementation

Sewitching _ & ctivitv— Analysis (Benchmark, Depth) {

LogicTree = Bulid Tree (Benchmarlk),

Input=Fares_file(Pattern File),

SwitchineProbabilitv—F E_ Vector _with _BAN{(LogicTree, Input),
H

Build Tree(Benchmark:, )

Tree=Link Tree{Benchmarlk),
Setreconvergent _ circuit{ Tree, d);
Feturn Tree;

H
FE_VWector with BATLogicTree, Ingput) |

For each node X in LogicTree
{
If{ X is leaf)
= Tnitial_FR-MMlatriz{Input);
Else iff X is the convergent node of reconwvergent circuits)
= Calculate FE-IMatriz=(FE-IMatrixz of children of &,
BAN of children of & 0
Else
= Calculate FE-IMMatrizx(F E-IMatrix of children of 372
If [ X is the input node in reconwvergent circuits)
= Initial B AN (FE-DIdatriz of X
Else 1f { X 15 maddle node in reconvergent circuits)

= Zalculate FE-MMatriz(BAMof children of X0
¥

return (surm of the switching probability of each node in LogicTree]),;

Figure 3-4: The pseudo-code of this paper
First, we use the circuit with pairwise-inputs gates to build a logic tree of the
circuit, involving linking each node together and setting reconvergent circuits. Then
we parse the input pattern file whose data is produced in random. In final, we use
FR-vector with BAM to propagate and calculate the switching probabilities in each
node of the circuit. Figure 3-4 is the pseudo code of the implementation.

The time complexity of LinkTree() will be O(n), where n is the number of nodes
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in the circuit, and the time complexity of Set _ reconvergent _ circuit() will be by far
smaller than FR _Vector _with_ BAM () because of the limit depth Depth would limit

it calculation. Thus, the time complexity of the whole program would be determined

by Parse _ file()and FR _Vetcor _wit _BAM(), and
T (Parse_ file()) =O0(l x f xclk), (Equation 3-5)

where | is the number of the input nodes, f is the number of frames in a clock
cycle, and clk is the number of clock cycles.
InFR _Vector _with _BAM (), each Initial _FR _ Matrix() needs4 x4 x f times
calculations, where 4x4 is the state of composition of transition in node and it’s
input node (that is, the 4 state of & multiply the 4 state of » in X°[Y”]), and

Initial _ FR _ Matrix() will be calculate at each input node, so
T (AII Initial _FR = Matrix()) =4 x4xf x1)=0(f xI) (Equation 3-6)

And as considering for Initial _ BAM (), for every.reconvergent circuit, we should

initial the BAM of every supply node in the reconvergent circuit. For each

times calculation, where I’

con

initialization, it needs 4x4x f x| is the inputs

con

number of the i—th reconvergent circuits, so

T (All Initial _BAM () =O(>_ 11, x4x4x fx 11 )=0(fx Y11, %),
i=1 i=1
where c is the number of reconvergent circuit in the circuits.
The input number of each reconvergent circuit will be bounded inmx /-1, wherem

is the maximum input number of gates, and 7 is the depth we set(/ will be usually

small, usually 3 to 5), so

T(AII Initial _ BAM ()):(f XZC:Ii 2)=O(f xCxm?x/(%). (Equation 3-7)
i=1

con

ToCalculate _ BAM (), for every reconvergent circuit, we should calculate the
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cofactor transition relation of every node in the reconvergent circuit, beside supply

and convergent node. For each of these nodes, it needs 4x4x fx 1! times

con
calculation, so

T (All Calculate_ BAM()) =0(D_n' 4x4x fx1,)=0(fxY'n' x1. ),
i=1

i=1

n' is the number of nodes in thei —th reconvergent circuits beside supply and

convergent nodes.

For n' will be bounded inO(mx (), so
T (All Calculate_ BAM ()) =O(f x> n' x1;,)=O(f xcxm?x %),
i=1

(Equation 3-8)
Calculate _ FR _ Matrix() in non-convergent node needs4x4x f times calculation,
and it will be calculated in all nede of the circuit beside convergent node:

T (All Calculate _ FR _ Matrix()-in‘non-convergent node)
=0(4x4x f xn) , (Equation 3-9)
=0(f xn)

By equation 3.7, it takes f x 1!, x7 times calculations in

Calculate_ FR _ Matrix() of the convergent node, where I, is the variable number

in the RDBF of the i—th reconvergent circuit, and 7 for Z in equation 3.7. Thus,
a<p

T (All Calculate _ FR _ Matrix() in convergent node) =O(D_ f x 11 x7) = O(f x > 1)
i=1 i=1

For the reason that each node in supply set of a reconvergent circuit, it could

produce / variables in the RBDF it belonged, so I, will be bounded inl_, x ¢, so

T (All Calculate _ FR _ Matrix() in convergent node)

=O(f x ) gy ) =O(F x D 11, x0) =0(f x x> 1.,) (Equation 3-10)
i=1 i=1 i-1

=O(f xcx/(?)
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From equation 3.9-3.12, we get the time complexity of FR _Vector _with _BAM()is
O(f x1+ fxexm?x 0”4+ fxn)=0(f xn+ f xcxm?x ()

From above, we could get:

Lemma 3.4 Using FR-Vector with BAM to analyze switching activities, the time
complexity would be O(f xn+ f xcxm?x ¢?) . Further more, if we take the time
which used to sampling signals into account, the time complexity will be
O(f xn+ fxcxm?x 02 +1x f xclk), where f represent a clock is divided into f
frames, n is the number of nodes in the circuits, ¢ is the number of reconvergent
circuits, m is the maximum input number of gates in the circuit, ¢ is the limit
depth we set, 1 is the input number of the circuit, and clk is the number of clock
we sampling signals.

This time complexity shows when,the gate counts:.grows larger, f xnwill become

larger and larger too, then we’ll-getO(f xn+ f x¢x %) = O(f xn) . However if we

take the time of sampling signals into.account,-as the-number of sampling clock grows
lager (maybe ten of thousands or more:),.this time complexity will become

O(I x f xclk) .
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Chapter 4 Experimental Results

The proposed switching activities analyzing method is implemented by JAVA
language, for its flexibility to various environment. To prove the accuracy of the
proposed method, we compare our method with simulation results and FR-Vector. The
former one could tell us the real switching number which would be gotten according
to the given input pattern and benchmark, and the latter shows how much we could
improve the accuracy than the original FR-Vector. We get the simulation results from
the commercial tool, Cadence NC-VHDL 5.0, as a counterpart. All of these
experiments are executed in a Linux-x86 computer. We simulate experiments based
on 18 combinational circuits from MCNC [14].

In the first experiment, we tested on:18 MCNC benchmark circuits shown in the
first column of Table 4.1. We:generate.1000 random vectors for all inputs in each
benchmark circuits, the frame number of a clock ¢ycle is 20, and every gate delay is 1
frame. The second column in Table 4-1 is the simulated result gotten by NCVHDL ,
the third to the fourth column is the analysis result from the FR-Vector and FR-Vector
with BAM, where the estimated numbers of switching activities in FR-Vector are
shown in the third column; the forth column is defined as the error percentage of
FR-Vector over NC-VHDL,; the estimated numbers of switching activities in our
method are shown in the fifth column, and the last column is defined as the error
percentage of our method over NC-VHDL . The row “avg” represent the average of

the error percentage, and “W-avg” is weighted average which is gotten by

n
equation(z E, xGi]/n, where E; is the error percentage of circuiti in experiment,
i=1

and G, is the gate count of circuiti, and n is the number of circuits in experiment.

“W-avg” shows the average error percentage in gate. Because in normal circuit there
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would be no glitch input, thus we control the input generator and make every input

pattern to have at most one switching in a clock cycle.

#switching #switching FRM #switching F-B
circuit
(logic sim.) (FR) error(%) (F-B) error(%)
bl 11509 10783 6.31 10504 8.73
C17 3768 3718 1.33 3656 297
c8 151074 158345 4.81 151838 0.51
cht 75046 82600 10.07 76205 1.54
cml38a 7676 7441 3.06 7441 3.06
cm150a 55311 61587 11.35 56395 1.96
cmlS2a 14287 14452 1.15 14597 2.17
cml62a 29718 30335 224 29947 0.77
cml63a 30432 30378 0.18 29505 3.04
cm42a 8723 8743 0.23 7829 10.23
cm82a 15801 14541 797 14021 11.23
cm85a 25555 26558 392 24953 2.36
cmb 17230 21321 23.74 19511 13.24
count 53781 51343 4.53 51321 4.57
cu 31490 31532 0.13 31033 1.45
pml 32168 34464 7.14 33206 323
sct 98575 103872 5.37 100568 2.02
tcon 27165 28830 6.13 27461 1.09
avg 5.54 4.12
W-avg 6.09 2.78

Table 4-1:
and FR-Vector with BAM based on MCNC benchmark circuits with no glitch input.

Switching activity comparisons between NC-VHDL logic simulator, FRM model
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In first experiment, we could see that FR-vector improve the accuracy of most
circuits. Additionally, in original FR-Vector, the maximum percentage of error
happens in “cmb”, which could up to 23.74%. In the same circuit, FR-Vector with
BAM improves the accuracy greatly to 13.24 %, and it is the highest one in
FR-Vector with BAM too. As for averages of error percentage, it also decreases from
5.54 to 4.17. Further more, if we consider the “weight-averages” which shows the
average error percentage in each gate, they further decrease from 6.09 to 2.78.

Lemma5.1  The error percentage of FR-Vector over the real simulation is

|error| — % SWeg + Coay — SWeea ,

SW,

real
where swg, and sw,, representthe switching number estimated by FR-Vector
and the real switching number;Cg,,, is the value that BAM correct.

Indeed, considering for signal correlation, we.should have:

Lemmab5.2  sWg, —dep +Cpup = dgani = SW.

real™

where d.,and dg,, is the distance

causes by signal correlation.
In FR-Vector with BAM, we wish we could get closer tod ., =Cg,,, - Thus, if we

could ignoredy,,, , we could get swg; —dp; +Cgay = SW,,, . HOwever,

ind; =d, +d,..Whered_,is the distance caused by convergent andd,,, is the

input input

distance caused by input spatial correlation, BAM could only solved,, , and

ignored Even in BAM itself, d;,,, would arise for input spatial correlation too. In

input *

some case, as small circuit for it low distance from input to output, the effect of d,,

would be more serious. We could see this phenomenon happens in circuit —

“b1”,”cm42a”, and “cm82a”. Moreover, Swg, = SW,

real

might happen asd_,

approach tod,, occasionally. Thus, by lemma 5.2 we could know as sw,, = sw.,, , the

input real !
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switching number analyzed by FR-Vector with BAM will

be SWq, +Cpopy = W +Cpam # SW,

real real

. We could see this phenomenon happens in
circuit —™c17”,“cm152”,”cm163a”,”cm42a”, and “cu”.

In the third experiment, we examine the most four complex circuits with 200000
input vectors. The derived CPU time for NC-VHDL simulation, FR-Vector and our
methods are listed in Table 4-2 to Table 4-4, respectively. Table 4-5 shows the
speed-ups of our estimation method against the NC-VHDL simulation. We could see
that the time cost by FR-Vector with BAM is close to FR-Vector but it is by far faster

than the simulate result gotten from NC-VHDL.

NC-VHDL (seconds)
1 2 3 4 5 average
c8 62.50 58.30 55.50 56.80 60.40 58.70
cht 30.50 30.30 30.40 30.00 29.90 30.22
count 23.10 23.90 23.60 23.50 22.90 23.40
sct 33.00 32.10 32.60 32.20 32.00 32.38

Table 4-2: The CPU - Time:-for NC-VVHDL simulation

FR-Vector(seconds)
1 2 3 4 5 average
c8 1515 1.437 1.480 1.533 1.521 1.497
cht 1.763 1.703 1.699 1.736 1.740 1.728
count 1.701 1.667 1.724 1.652 1.687 1.686
sct 1.142 1.166 1.162 1.193 1.113 1.155

Table 4-3: The CPU Time for FR-Vector simulation

FR-Vector with BAM(seconds)
1 2 3 4 5 average
c8 1.783 1.750 1.708 1.687 1.773 1.740
cht 1.935 1.955 1.925 1.912 1.947 1.935
count 1.873 1.806 1.865 1.822 1.781 1.829
sct 1.328 1.349 1.341 1.347 1.347 1.342

Table 4-4: The CPU Time for FR-Vector with BAM simulation
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Speed-up
FR- NC-
Inputs | Outputs | Gates FR (NC-VHDL/
BAM | VHDL
FR-BAM)

c8 28 18 316 1.50 | 1.740 | 58.70 33.736
cht 31 23 163 1.7311.935| 30.22 15.618
count 31 16 112 1.69 | 1.829 | 23.40 12.794
sct 19 15 199 1.16 | 1.342 | 32.38 24.128

Table 4-5:  The comparison with FR-Vector and with NC-VHDL.

Finally, we compare FR-Vector and FR-Vector with BAM with other techniques.
These techniques include the most basic and earliest technique, “signal probability”
[16], and the other technique is “transition density” [17]. However, these two
techniques doesn’t process unexpected transition, glitch. To recover glitches, we use
G-Vector [12] to find these unexpected transitions in circuit, and add these glitches
with switch number computed by *signal probability” or “transition density” to
represent the estimate value. The result is listed in Table 4-6, the experimental result
of “signal probability” is in the 7" and'the’8" column; and the last two columns is the
result of “transition density”. From-this experiment, we could see the switch number
gotten from “signal probability” and “transition density” is very unaccurat comparing
to FR-Vector and our method. This is because “signal probability” try to use signal
probability to compute switching numbers in circuit, however the switching activity in
circuit could be very different in the same signal probability. “Transition density”
adds the information about how many transition in a time unit to each gate in the
circuit, and this information is gotten from the signal probability and transition
density of the immediate input of the gate itself. Though it indeed improves the error
percentage, it still based on signal probability. In FR-Vector and our method, we use
switching probability to analyze switching activity. This conforms to real situation
substantially, and this is one of the reasons why we take FR-Vector as out basic
model.
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o #switching | #switching | error |#switching| error |#switching| error |#switching| error
cirent (logic sim.)| (FRM) |(FRM)%| (FB) |EB)% [ (Sig+G) |Sig+G)%| (T.D+G) [(T.D+G)%
bl 11509 10783 6.31 10504 8.73 8095 29.78 11611 0.89
C17 3768 3718 1.33 3656 2.97 1212 67.83 1887 49.92
c8 151074 158345 4.81 151838 0.51 103180 31.7 177586 17.55
cht 75046 82600  10.07 76205 1.54 52521 30.01 85200 13.53
cml138a 7676 7441 3.06 7441 3.06 5161 32.76 7917 3.14
cml150a 55311 61587  11.35 56395 1.96 32426 41.38 66267 19.81
cml52a 14287 14452 1.15 14597 2.17 10250 28.26 16190 13.32
cml62a 29718 30385 2.24 29947 0.77 19848 33.21 38668 30.12
cml63a 30432 30378 0.18 29505 3.04 15716 48.36 28186 7.38
cm42a 8723 8743 0.23 7829 10.23 8493 2.64 12044 38.07
cm82a 15801 14541 797 14021 11.23 9475 40.04 15392 2.59
cm8da 25555 26558 3.92 24953 2.36 18192 28.81 31554 23.47
cmb 17230 213211 23.74 19511 13.24 22019 27.79 35722 107.32
count 53781 51343 4.53 21821 4.57 44798 16.7 72563 34.92
cu 31490 31532 0.13 31033 1.45 30055 4.2 44133 40.15
pml 32168 34464 7.14 33206 3.23 28665 10.89 41735 29.74
sct 98575 103872 537 100568 2.02 70435 28.55 108871 10.44
tcon 27165 28830 6:13 27461 1.09 24979 8.05 33446 23.12
avg 5.54 4:12 28.39 25.86
Ww-avg 6.09 2.71 2121 23.94

Table 4-6: Comparison among different technique.
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Chapter 5 Conclusions and Future Works

In this research, we propose modified FR-Vector model, named FR-Vector with
BAM which combined the advantage of FR-Vector — glitch processing in non-zero
delay model, and the advantage of Boolean approximation method — the ability of
processing correlation among convergent circuit. This model could analyze the
switching activities in combinational circuit in probabilistic way with few data.

We have solved the correlation due to temporal dependence (using switching
probability) and spatial correlation due to internal spatial dependence (using BAM to
solve reconvergent circuit). Though it still has input spatial correlations, we have
successively improved the error percentage in.each gate from 5.05 to 2.27 and from
6.09 to 2.78 which represents input pattern with:glitehes and without glitches
respectively. The peak value of:error percentage also decreases from 23.74 to 13.24 %.
In time issue, for we use the concept 'of Taylor expansion to approximate the spatial
correlation, we do not need to build OBDD of the whole circuit which adopted in
most techniques. Thus, the time spend by FR-Vector with BAM is closed to the
original FR-Vector, and compare to the simulation time of NC-VHDL, it could up to
33.73 times faster. Indeed, the larger the circuit is or the more input patterns there is,
we will get the more speed-up for the time is depend on the size of circuits.

As mentioned before, there is still something which could be improved in
FR-Vector with BAM, that is, the spatial dependency among inputs. Thought in larger
circuit (may be long depth or a big number of gates), the input correlations could only
do little affect. But in special case, such as small circuits or circuits with specific input
patterns, it still would be a serious problem. For circuits without specific input

patterns, we could simulate them in various input patterns to eliminate the error
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caused by input spatial correlations, but for circuits with specific input patterns, we
could only find out some way to process the dependency for controlling the error.
Another point could be improved is the way represent signal transition or the
way we propagate the BAM data structure. In probabilistic calculation, the most
correct consequence would appear when the probabilities in each state are balance.
However, in FR-Vector, the probability of transition F and R would be by far smaller
than the probability of transition 1 and O in no doubt, and result in an inaccuracy. So
we should find a new way to represent the transition probabilities, or we should find a

method that could calculate diverge values of probabilities without losing accuracy.
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