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Department of Computer Science and Information Engineering,
National Chiao Tung University

Abstract

Direct sequence spread spectrum (DSSS) technique is used in IEEE 802.11, 802.11b and
802.11g wireless LAN systems. Unlike the wire channel, wireless communication uses
radio as its medium and has more. uncertainty with .it. Therefore, WLAN frame format
generally contains preamble field for packet diction and synchronization.

In this thesis, an efficient automatic gain control (AGC), packet detection and symbol
boundary decision for DSSS based WLAN defined in IEEE 802.11b had been proposed.
The proposed methods enables a rapid and accurate front-end signal process even under
very low SNR, carrier frequency offset multi-path fading and path loss channel by using
preamble at the start of every frame. The proposed AGC algorithms could be used on
single system (DSSS system) and dual system (DSSS system and OFDM system).

To get familiar with IEEE standards, simulation platforms were set up with Matlab
mathematical software which let us have a chance to probe signals in every place inside
the system and visual view of the channel effects. And with this system, our algorithms
could be verified. Some simulation results were shown in this thesis, and the
accomplishment of the proposed algorithms are also verified with these simulation results.

These SNR that mentioned in this thesis belongs to the SNR that is before entering ADC.
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CHAPTER 1
INTRODUCTION

With the advence of modern wireless communication techniques, there are more and
more wireless communications systems play an increasingly important role in our daily
life, like Wireless LAN(IEEE 802.11, 802.11b[1], 802.11a[2], 802.11g[3], UWB),
Personal Communication System(GSM, PHS, 3G), Sensor Network or GPS, ... etc.
Despite what kind of the system is, the first problem is that “How to do the front-end
signal process?” including Automatic Gain Control (AGC), packet detection and symbol
boundary decision. For completely understanding the problem and solving it, the Direct
Sequence Spreading Spectrum (DSSS)isystem’is; chosen to be my research area, so the
IEEE 802.11b/g standard is used:to ;build the demo platform to verify the proposed

algorithms.

In the IEEE 802.11b standard, the PLCP preamble is used to do the front-end signal
process, such as synchronization and channel estimation which use the Barker spreading
code to eliminate non-ideal channel effects including Additive White Gaussian Noise
(AWGN), distance path loss, Multipath fading, carrier frequency offset (CFO) and
sampling clock offset (SCO). Not only IEEE 802.11b has included a preamble frame, but
also many WLAN standards have done that. During this preamble, the front-end-signal
process, such as timing synchronization, frequency synchronization and channel
estimation must be done and some of channel effects have to be eliminated and
compensated until the preamble finishes. Although the preamble formats are not the same
in many WLAN standards, the problems that must be solved are all the same. If all these
problems on IEEE 802.11b platform are solved, it could quickly find algorithms or
solutions that solve these problems on other wireless platforms — IEEE 802.11a, IEEE

802.11g or UWB. In this thesis, the characteristics of both DSSS system and channel

models would be described the information of PN spreading code during received



preamble.

This thesis includes six chapters; where chapter 1 is the introduction DSSS system,
and chapter 2 is the wireless signaling. Chapter 3 discusses the channel models and the
current used simulation platform, and then chapter 4 discusses the front-end signal
process methods in detail. In chapter 5 the performance PER and BER with Matlab
simulation platform are shown. Finally, chapter 6 is the conclusions and future works for

further research.



CHAPTER 2
WIRELESS SIGNALLING

2.1 Introduction

There are many restrictions of wireline networking such as not convenient to build
wires between the transmitter and the receiver and wasted a lot of additional cost to build
wires. Hence, radio or light are widely used to solve above problem, where several kinds
of techniques based on radio or light to communicate or to transmit data, called Wireless
Network. In Table 2-1 there is the summary of different specifications and standards.

Generally a lot of WLAN and WPAN systems use radio as medium to connect
together, where many different standard§’are shown in [4]. The characteristics of DSSS
technique would be introduced next:‘ - T

Table 241 Mediﬁm and ,te‘clinique

Light |Infrared, Laser

Radio [802.11, 802.11b, 802.11a, 802.11g, UWB, Bluttooth, HomeRF, HiperLAN|

2.2 Spreading technique

In 1997, the IEEE adopted IEEE std. 802.11-1997 where the first wireless LAN
standard was proposed. This standard defines the media access control (MAC) and
physical layers (PHY) for a LAN operation with wireless connectivity. There are two
important kinds of spreading techniques, defined on IEEE 802.11; one is Frequency
Hopping Spread Spectrum (FHSS) and the other one is DSSS.

a. Frequency Hopping Spread Spectrum (FHSS)

Frequency Hopping utilizes a set of narrow channels and "hops" through all of them in



a predetermined sequence. For example, the 2.4 GHz frequency band is divided into 70
channels of 1 MHz each. Every 20 to 400 ms the system "hops" to a new channel
following a predetermined cyclic pattern. The 802.11 Frequency Hopping Spread
Spectrum (FHSS) PHY uses the 2.4 GHz radio frequency band, operating with at 1 or 2
Mbps data rate. Figure 2-1 is an example of FHSS.

b. Direct Sequence Spread Spectrum (DSSS)

The principle of Direct Sequence is to spread a signal on a larger frequency band by

multiplexing it with a signature or code to minimize localized interference and
background noise. To spread the signal, each bit is modulated by a code. In the receiver,
the original signal is recovered by receiving the whole spread channel and
demodulating with the same code used by the transmitter. The 802.11 Direct Sequence
Spread Spectrum (DSSS) PHY also uses the 2.4 GHz radio frequency band and
supports 1 or 2 Mbps data rate. The'quantity of spreading code can be changed, the
more spreading code can against-more noise interference, and the lower spreading code

can support more number of communications. Figure2-2 is an example of DSSS.

e 011 |
110011100--- E>\fa 011 - channel

100 ¢

Figure 2-1 FHSS example

m /’“\\/ > /\
U spreading despreading U

transmitted signal received signal original signal

Y

 J

Figure 2-2 DSSS example



Table 2-2 DBPSK encoding table

Bit input Phase change
0 0
1 V4

2.3 DSSS-based IEEE 802.11

Assume that the original data is S(t) = 1 0 0 1 and the spreading code used in
802.11b is called Barker code is like bellow
B=[+1-1+1+1-1+1+1+1-1-1-1]c e (2-1)
If the modulation type is Differential Binary Phase Shift Keying (DBPSK), then the
original data after modulation would be S (t). We can get DBPSK encoding flow from
Table 2-2.

O =SA)m+0 (2-2)

n

So the original S(t) after modulation is Si(t) 1s [-1 s1.=1 1].
Next Si(t) will be spreading with Baker ¢ode. The signal after spreading is
Sg(t) =S,,(1)-B

So the modulation signal Sy(t) after spreading is
Sg(t)=[-11-1-11-1-1-1111-11-1-11-1-1-1111-11-1-11-1-1-11111-1
I11-1111-1-1-1]

and its waveform is shown in Figure 2-3.
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Figure 2-3 Waveform of Barker spreading output

2.3.1 Barker despreading

At the receiver, the received signal would be

RO = Sg (1) 4 ML) vt -5

)
where n(t) is AWGN. Because the Barker code is a Psuede-Noise(PN) code, it has

the characteristic as follows

That is only when PN code is coherent to its self, the maximum value would appear. So if



the received signal R(t) is transmitted to Barker correlator, the output is

CO) =(Sa(D)+HN(1))eB ..o (2-7)
=[S, (®)-B+n(1)]-B
=S _(t)sB” +n(t)-B
=11-S,,(t)+n(t)-B

Because AWGN n(t) has not spread with Barker code, n(t) will be spreading by Barker

code and the signal S;(t) will be recovered by Baker code. Figure 2-4 shows real part

of R(t) at Signal-to-Noise-Ratio(SNR) 0 dB and Figure 2-5 shows the output of Barker
correlator. It could be found that almost every 11 cycles a maximum value appear would
be appeared and AWGN n(t) seems does not affect the barker correlator badly. Figure 2-6
is power of barker correlator output. The formula is

Power = Re(C(t))sRe(C (1)) + IM(C (1)) IM(C()) e vvvreeeeereeeeeeeeeeeeee e, (2-8)

=lcf
~ 121.|3m(t)|2 + 11.|n(t)|z

Compare Figure 2-4 and Figure:2-5, it could“be found that if using the power level of
barker correlator output as our <information-of any component, that will have more
efficient than only using amplitude‘of barker correlator output. So the correlator output

information can be used to do a lot of actions, such as AGC, AFC, etc in our system.

For an example, the received signal R(t) at receiver and SNR 0 dB is dispreading
with Barker correlator. The point of maximum power value in one cycle could be known
from Figure 2-5 and using the corresponding position to get the real part amplitude value
from Figure 2-4. Then using these information of amplitude to get the corresponding
phase information and then the differential phases of consecutive phase information could
be used to do DBPSK decoding. For correctly decoding these differential phases, a more
precisely decision rule is needed. Figure 2-7 and Figure 2-8 show the decision boundary
of DBPSK and DQPSK respectively. These two decision rule are the most simple and
efficient way to judge the differential phase and we can use the Q function formula to

prove these decision rule is the best choice.
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Figure 2-5 Real part of barker correlator output
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Figure 2-7 Decision boundary of DBPSK

[t

Figure 2-8 Deecision-boundary 6f DQPSK

SCRAMBLER POLYNOMIAL: G(z)= 27 +2 +1

3 SERIAL DATA
CUTPUT

SERIAL DATA
NPUT —N xoR N 2Bz .| kot i

XOR

Figure 2-9 The architecture of scrambler

2.3.2 Scramble

Scrambling play an important role in many wireless communication systems,
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because it can suppress the dc effect on RF side. In 802.11b system, the architecture of
scrambler is shown in Figure 2-9 and the initial state of register Zis[1 101 1 0 0].
In 802.11b system, scrambling is done before modulation and Barker spreading and

after the preamble and data are combined.
2.3.3 CRC-16

CRC-16 is a very popular error check polynomial used in many network systems. In
802.11b system, only when CRC-16 filed is correcting it just can go on to decode the data.
So the BER and PER calculation function will depend on whether CRC-16 filed is
correcting or not. The CRC-16 polynomial is

GX) = X X X L e (2-9

)
And the architecture of CRC-16 is shown in Figure 2-10

CCITT CRC-18 POLYNOMIAL: Gix) = X™ + X2+ X5+ 1
w15 e il iz ;@el w1 10 B B 5T B yE e B o AR Cl

SERIAL DATA
INPUT

L

SERIAL DATA QUTPUT

ONE's COMPLEMENT |—— 3 =0 .
® % FIRST)

Figure 2-10 The architecture of CRC-16

2.3.4 Pulse shaping filter

11



There are restrictions of transmitting spectrum in many wireless systems. So these
standards provide a transmit spectrum mask on their own. Figure 2-11 shows the transmit
spectrum mask of 802.11b standard. To fit the transmit spectrum mask, we need a pulse

shaping filter and raised-cosine filter is used in our system. The transfer function is

1 for | f| < 2w, -wW
H(F)= COSZ(%MJVW—\;\,M) 0PI, ~W <[ £ <W b oo (2-10)[5]
0 for|f|>wW

where W is the absolute bandwidth and W, = 1/2T represents the minimum Nyquist
bandwidth for the rectangular spectrum. The corresponding impulse response is

cos[2z(W —W,)t]
1=[4(W —W,)t]’

And Figure 2-12 shows the impulse response of raised cosine filter with different roll-off

h(t) =2W, (sin C2W,t) ————————2—= e, (2-11)[5]

factors. Another advantage of using raised cosmé filter is that signal through it can reduce
Inter Symbol Interference(ISI) effect and without:ISI effect our performance will increase
2 to 3 dB. Hence many wireless-communication systems use the raised cosine filter in

them to reduce ISI.

Transmit Spectrum Mask \ 0 dBr / Unfiltered Sinx/x
=30|dBr
=50 dB
I |
fc-22 MHz  fc-11 MHz fc fc+11 MHz  fc +22 Mhz

Figure 2-11 Transmit spectrum mask
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2.3.5 Low-pass filter

At the receiver, a digital low-pass filter is needed to filter the high frequency, wanted
signal, such as butter worth filter. Because it is a digital filter, there is a finite order n in
this digital filter design. Figure 2-13 is the impulse response of design of butter worth
filter with 5-order tap.

In this section, each component is an important unit respectively where demo

platform is based on above technique, architecture and performance evaluation to discuss

in next chapter.

14



CHAPTER 3
CHANNEL MODEL

3.1 Channel effects

In any one wireless communications system, there are three important blocks that
must be considered. The first is Transmitter (TX), the second is channel model and the
last is Receiver (RX). Among these three blocks, the channel model is especially
important than the others, because the channel effects truly reflect how the channel reacts
in the real world. The two parts that composite the channel model is shown in Table 3-1,
and Figure 3-1 shows a typical wirelessicommunication system. It could be seen that one
part of channel model is atmosphere model and;the other is system inconsistency from

Table 3-1. These channel effects would be introduced in this section.

Table 3-1 Two parts of channel model

Atmosphere model System inconsistency
Path Loss Carrier Frequency Offset
Multipath Clock Drift

AWGN

Multipath |, CFO | » Clock Drift _,E _, Path
} y Loss \
AWGN T
TX RX |

Figure 3-1 Typical wireless communication system
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3.1.1 Path Loss

Because the signal power will decrease with the distance between TX and RX
increasing, at the RX an amplifier that needed is called Variable Gain Amplifier (VGA)
to amplify the received signal power, or the system will not detect any signal. Assume
that the transmitted signal is s(t) and the received signal is r(t), then path loss effect can
be modeled as

F(t)=s(t)epath 0SS ... (3-1)

where path_loss is a constant and its value is from 0 dB to -30 dB.

If the path loss effect is very crucial, the receiver will not detect any signal without
an amplifier. However it can not be known that how much the path loss effect is, if there
is not an AGC in a wireless communication system, the system will never get a steady
signal, and even can not work any-mote. So the geal of AGC is to find the right path loss
effect and justify the VGA gain to let the system can work under the situation of having
steady signal.

3.1.2 Multipath

For a common system, the transmitted signal through a multipath fading channel can

be written as

r(t)=[" s()h(t.0)dr =sO®N,2) ... (3-2)

where t represents the time and 7 represents the channel multipath delay for a fixed value
of t. If the multipath channel is assumed to be a bandlimited bandpass channel and time

invariant, then the channel impulse response may be simplified as
N1

h,(7) = Zai eXP(JO)O(T =T) o (3-3)
i=0

where a; and 7, are the real amplitudes and excess delays, respectively, of ith multipath
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component. The pahse term &, represents the phase shift due to free space propagation of

the ith multipath component, plus any additional phase shifts which are encountered in the

channel. Any one who interested in multipath fading can reference [5].

Constellation

1 T T T T * T T T T
0Aa+ .
0+ -+
=
E
N5 .
11 * .
15 1 1 1 1 1 1 1 1 1
-1 L85 406 04 02 0 0.2 0.4 0.6 0.s 1

Feal

Figure 3-2 Constellation of transmitted signal

In this system, three public multipath model (SPW11b, SPW11la and IEEE Multipath) is
used to simulate and some figures are shown to let everybody see how the multipath
effects signal. Figure 3-2 shows the constellation of a transmitted signal, and the
transmitted signal is modulated with DQPSK. Figure 3-3 shows three types of multipath

impulse response and the transmitted signal through convolution with them.
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Figure 3-3 SPW11b multipath impulse response and constellation of signal
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Figure 3-4 SPW11a multipath impulse response and constellation of signal
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Figure 3-5 IEEE Multipath impulse response and constellation of signal
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3.1.3 CFO

CFO is caused by the inconsistency between RF of TX and RX and its effect can be

written as

r(t)=> st)eexp(JQRAA+O)) (3-4)

where Af and @ are the carrier frequency and carrier phase difference between TX and RX

respectively. Figure 3-6 shows the constellation of signal through CFO=50 ppm and it
shows that the CFO will cause the constellation of the transmitted signal become a circle,
that means phase of the transmitted signal will rotate with time. a frequency

synchronization algorithm will be proposed to eliminate this effect at chapter 4.

Constellation

1 . . E i =y . .
,.M“* M‘M _
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0.6
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M i
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Real

Figure 3-6 Constellation of signal through CFO=50 ppm
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3.2 Matlab receiver platform architecture

There are three systems that are used for this thesis. Figurer 3-7 shows a DSSS
system that is used to do the front-end signal process, frequency and timing
synchronization. Figure 3-8 is a dual system constituted of DSSS system and Orthogonal
Frequency Division Multiplexing (OFDM) system and this system is used to test the
proposed dual system AGC algorithm. This AGC algorithm for single system (DSSS
system) and dual system (DSSS system + OFDM system) is introduced in chapter 4.
Figure 3-9 shows an complete 802.11b system that is used to calculate Bit-Error-Rate

(BER) and Packet-Error-Rate (PER).

%mc AGC
ADC PN Correlator

r

3

F 3

ARC

Timing Sync.

Figure 3-7 DSSS system architecture

Y

*

DAC

AGC

L J

DSSS Correlator

ADC

w

OFDM Correlator

Figure 3-8 Dual system platform architecture
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Figure 3-9 IEEE 802.11b platform architecture
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CHAPTER 4
THE FRONT-END SIGNAL PROCESS

4.1 AGC algorithm

4.1.1 Single system

For any DSSS system, the PN correlator output is the most important information,
hence in 802.11b system the Barker correlator output is used to do a lot of operation. So
the proposed AGC algorithm is constructed based on the PN correlator output. Figure 4-1
shows the Barker correlator output in one symbol time. The peak means that the point

having maximum correlator output power in oné symbol time and its formula is

Barker correlator output in one symbol time

/ Peak

Threshold Pilot +
l
II

300 \ \f/

250

350

200 [ :

power

150 || |I .
100 { lll .

804+ -

%

1] s s et f**?_*/.i R i, . o b o o
2 4 B 8 10 12 14 16 18 20 22

Figure 4-1 Barker correlator output during one symbol time
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Peak _ power = Max(Re(r(t—nT)eB)’ + Im(r(t—=nT)eB)*) .....oevviiriiiiiiieinne, @-1)
where T is symbol time duration and r(t) (the received signal) is

r(t) = (s(t) ® h(t)ee! ™™ L n(t))epath 10SS ......covniveiiiiiiie e (4-2)
where s(t) is the received signal, h(t) is multipath impulse response, Af is CFO, @ is phase

offset and n(t) is AWGN. The pilot is the first point that its correlator output power is

over threshold in one symbol time, it is used to find the correct symbol boundary. The

formula is

Pilot _set = {Re(r(t—nT)sB)’> +Im(r(t—nT)+B)* >threshold} .......................... (4-3)
={ip,iy,..d yand i, € {i,i,,...0 }

where

p<=T/T, and Re(r(t—nT +i,T.)*B)* + Im(r(t —nT +i,T,)*B)* > threshold

Pilot_set is a set of point that correlator .output.power are over threshold and pilot is the
point that time is smallest in the pilot set, that:-means pilot is the first point that its power
value is over threshold during one symbol time. In real world, initially it could not be
known that how much the path loss effectis, so the AGC set VGA gain at maximum for
never losing any signal whatever the received signal is noise or a packet. Next (4-4) is

used to calculate next VGA gain until the packet is coming.
. M
G'=G- 10'10g10 (E) ........................................................................ (4-4)

where G and G’ are current VGA gain and next VGA gain respectively. M is the
measured barker correlator output and D is the desired barker correlator output. At here,
two different kinds of barker correlator output are used. One is peak power and another is
average correlator power, so these can be formulated as (4-5) and (4-6)

Peak power
D peak

G'=G -10-log,,(

Max(Re(r(t —nT)eB)* + Im(r(t —nT)B)*)

=G —10-log,,( D peak
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Figure 4-2 Average power of barker correlator output of 100 packets

Sum(correlator output  power)

G'=G-10-log,,( 5 kavg ) e (4-6)

Sum(Re(r(t—nT)eB)> + Im(r(t—nT)-B)*)

=G ~10-log,( 5 "avg )

where k is the number of chips in one symbol time and D peak and D avg are the
desired peak power and desired average power respectively. Figure 4-2 shows the
average barker correlator output of 100 packets with AWGN SNR=-5dB in front and end.
It could know that the average power of noise and packets have their steady power
respectively. Figure 4-3 shows the AGC state diagram for single system — DSSS system.
Figure 4-4 shows how AGC justify the VGA gain versus time according to peak power
and average power. If AGC use average power to justify VGA gain, the VGA gain will
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not change so rapidly and highly than using peak power. So the average power is used to
justify VGA gain at AGC acquisition state. Figure 4-5 shows the situation of the received
signal pass through VGA with AGC working and it could see that the relationship
between figure 4-4 and figure 4-5. When detecting that packet comes, AGC will jump to
the tracking state, and in tracking state AGC just use peak power to justify VGA gain and
will calculate the next VGA gain after more symbol time than acquisition state. Figure
4-6 shows the Root-Mean-Square-Error(RMSE) at four kinds of environment-no
multipath, SPW11b, SPW11a and IEEE Multipath from SNR -5dB to 10 dB. Next, how

to detect whether a packet comes or not will be introduced.

Satting
Gain
Maximum

M = average power
D = desired gverage power

M = pgak power

Packet land = 1 D = desiref, peak power

Setting
Gain
Fixed

Preamijla_end = 1

Tracking

Packeth come = 1 come

Symbol_dount = 4

Acquisition

Figure 4-3 AGC state diagram for single system
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Figure 4-4 VGA gain adjustment at time domain
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4.1.2 Dual system

In a dual system, the critical issue is that the received signal must be quickly
identified whether it belongs to which kind of system. So the dual system AGC algorithm

is proposed based on this reason.
4.1.2.1 According to ADC sampling power

Initially, the received signal power must be adjusted at a suitable level, because the
received signal could not be over the detecting range of ADC, the real packet information
will be truncated by ADC and cause the situation that correlator could not clearly produce
correct result. For quickly justifying the VGA gain, the ADC sampling point power is
used by AGC and the formula is

N
Samp _ power = » Re(r(t—nT +KT))> + Tt =0T +KT,)) eovrerrrrrenreernrenenn. (4-7)
k=1
where T. is the chip time during one 'symbol time, N is the number of chips in one
symbol time which equals T/T.. Then the next VGA gain is calculated according to

=G —10slog, (S PO e (4-8)

D samp

iRe(r(t —nT +KT,))> + Im(r(t—nT +KT,))’

=G —10l0 k=l
g0 ( D samp )

where D _samp is the desired sampling point power.

The advantage of using sampling point power is that the VGA gain can quickly be
adjusted at a acceptable level, but the disadvantage is the VGA gain will easily be
affected by AWGN, so the VGA gain will not be so stable. Based on this reason, once the
packet type has been identified, the AGC state will change to tracking state to do more
precise VGA gain adjustment. In the tracing state, the AGC will adjust according to the
peak power of correlator output, hence the packet type has been known. Figure 4-7 shows

the AGC state diagram of proposed dual system AGC algorithm. Compared with Figure
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4-6, the only difference is that only at the packet detection state of AGC. The difference
of acquisition state and tracking state is that the number of accumulating the peak power
of correlator output, because before the end of preamble a more quickly estimating the
VGA gain is needed based on the reason of reacting with quickly changeable channel and
support the all synchronization components a stable without affecting by channel. The
preamble filed is very important because all information about data is in it and all
synchronization mechanism must be done before the end of preamble, so supporting a

more quickly reacting and stable VGA gain is needed.

OFDM_packat_end =0

OFDM_preangble end = 1 JISSE

Tracking

OFDM_praamble end = 0

Symiol_cqunt = 4

Syminal_count < 4

CFCA
Acquisitien

OF DM _packel >gome

DE55
Aczyuisitian

1 DE55_p

Figure 4-7 AGC state diagram for dual system
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Figure 4-8 VGA gain adjustment at time domain
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The VGA gain adjustment of dual system at time domain is shown in Figure 4-8.
The up side is the situation of transmitting the DSSS type packet and the bottom side is
the situation of transmitting the OFDM type packet. The VGA gain of transmitting
OFDM type packet seems not so ideal, because the OFDM system is not my major
research area, the characteristic of OFDM correlator has not been familiar with me. So,

the study of characteristic of OFDM correlator is one of my future works.

4.1.2.2 According to correlator output average power

In this proposed method, the sum of correlator output average power of DSSS and
OFDM is used. However, this method for dual system is a little different from the
previous proposed method for single system. Because for quickly identifying what type
of a packet is, we must let the buffer, that saving.data for correlating without be cleared.
In the proposed method for single system, the buffer that saving data for correlating is
cleared and we must waste a symbol time for getting the correct correlator output power.
Because the preamble length of the DSSS system that is chosen is long enough to wait
until that the buffer is cleared. Although the propesed method could quickly identify the
packet type, the hardware cost will be higher than the method without clearing the buffer.
The block diagram of this proposed method is shown in Figure 4-9.

DSSS correlator

<§§ 5
VGA » ADC Buffer Control Unit @

\ 4

OFDM correlator

A 4

A 4

AGC

A

Figure 4-9 The block diagram of proposed method with clearing buffer
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Figure 4-10 VGA gain adjustment at time domain
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The VGA gain adjustment of this proposed method at time domain is shown in
Figure 4-10. The up side is the situation of transmitting the DSSS type packet and the
bottom side is the situation of transmitting the OFDM type packet. Compared with Figure
4-8 and Figure 4-10, it could be found that the method using the sum of correlator output
average power of DSSS and OFDM is much more precise than that method using only
the sum of sampling point power. Table 4-1 shows the comparison of traditional method

and the proposed methods.

Table 4-1 Comparison of traditional AGC and proposed AGC

Sampling point Correlator Correlator
with without

clearing buffer | clearing buffer

Hardware complexity | 1 adder l'adder 1 adder
2 squarer 2 squarer 2 squarer

1 buffer control unit

Precision Easy interférence—{-Resistance to Resistance to
by AWGN AWGN AWGN
Convergence speed 2~3 symbols 4~6 symbols 2~3 symbols

4.2 Packet detection

The packet detection mechanism must be acting simultaneously with AGC
estimating. First, a kind of value-Peak-to-Average-Power Ratio (PAPR) is introduced,
and it can be formulated as

Peak power
Average power

PAPR =

_ Max(Re(r(t— NT)sB)> + Im(r(t—nT)-B)?)
B Sum(Re(r(t—nT)eB)* + Im(r(t—nT)-B)*)
k

There are two kinds of information used to detect packet. One is timing and the
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other is PAPR. Ideally the timing information means that peak will appear at the same
position during every symbol time. However, the peak position will not always be the
same under AWGN and multipath. So another information-PAPR is used for detecting
packet more precisely. Figure 4-11 to 4-14 show the PAPR information during a packet
from SNR -5dB to 10dB. From these figure, a message shows that when the SNR
increase, the PAPR information of noise and packet will be separated more clearly. But
under badly multipath the PAPR information is also become useless and Figure 4-15
shows this kind of situation. The formula of the packet detection rule that using timing
information and PAPR information is

- {m +1 abs(pre peakloc — peakloc) <=T +1or PAPR > level

1 otherwise

where m is a constant that defined according to the specification of our system, T is the
symbol time, Peak loc is

peak _1oC=t—NT +iT,....oooonin sl i e (4-11)

whenRe(r(t—nT +iT,)sB)? + Im(£(t —nT 4iT.)*B)’
= Max(Re(r(t—nT)sB)* + Im(r(t—nT )sB)*)
and pre peak loc is
pre_peak _loc=t—(N=D)T +1'T, .. it (4-12)

whenRe(r(t—(n—DT +i'T,)eB)’ + Im(r(t — (n—1)T +i'T,)+B)’
= Max(Re(r(t—(n—1T)eB)* + Im(r(t— (n—1)T)+B)*)

respectively. The proposed rule is if the Peakloc, previous Peakloc and PAPR all meet
this rule during m continuous symbol time, and then the coming of a packet will be
convinced. The larger m is, the correcting rate of detecting a packet is higher, but the
wasted symbols during the preamble field is also larger, so a lot of considerations is
needed to define the number m. For example, if m is set to 4 that means when m equals 4,
a real packet is convinced that it is coming. In other words if you want to make sure that
packet comes or not more precisely, you can set a higher number 5, 6, 7 etc. Figure 4-16
is the packet miss rate using this rule under all multipath channel, and the packet miss
rate is not zero under the IEEE Multipath when SNR is over 0dB, because the IEEE

Multipath is a badly multipath, it will cause the signal distortion very much. However

36



once the Multipath is bad very much, no matter how high the SNR is, packet miss also
still appears. So that is why the packet miss rate is not zero when SNR is higher under the
IEEE Multipath channel, but the packet miss rate is zero when SNR 1is higher under the
other two Multipath channels, because IEEE Multipath channel is much badly than the
other two Multipath channels.
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Figure 4-11 PAPR information at SNR -5 dB
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Figure 4-12 PAPR information at SNR 0 dB
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4.3 Symbol boundary decision

After a packet is detected, the symbol boundary is also needed to be decided. Under
the situation of only AWGN, if the peak information are used to define the symbol
boundary, then the error rate will be the same as usual, because the symbol boundary can
always be found at the duration of two continuous peaks. Figure 4-17 shows an example
of symbol boundary under the situation of only AWGN, the two solid lines are the
symbol boundary defined based on the peak information. However, under the situation of
AWGN and badly Multipath, the original peak power may be degraded by Multipath and
another power of a point that originally is not a peak may be heightened by Multipath,
hence, that may cause a decision of wrong symbol boundary. That situation is shown in

Figure 4-18.
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Figure 4-17 Symbol boundary under the situation of only AWGN
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Figure 4-18 Symbol boundary under AWGN and IEEE Multipath
For more correctly deciding the symbol:boundary under more complicated channel, the
timing information and a new information-ealled pilot that mentioned in previous is used.
The pilot is
PHOL =T — T 1T e (4-13)
where
Re(r(t—nT +i,T,)eB)* + Im(r(t —nT +iT,)*B)* > threshold
and
i, =min({i,i,,...,I })
and the pre pilot is
pre POt =t—(N=D)T +1" T, o (4-14)
where
Re(r(t—(n=DT +i',T,)eB)* +Im(r(t—(n— 1T +i', T,)*B)* > threshold
and

i = min({i'i%,ni',))
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The information of peak loc and pre peak loc are also used here. The proposed symbol
boundary rule can be shown in Figure 4-19. the numbers 1, 2, 3, 4 mean the priority that
would be chosen to be the symbol boundary. That is there are four results of equations
and then the chosen symbol boundary is according to the priority of the decision rule.

And the decision rule could be formulated as

peak loc al =a2
ilot loc 1#42 &a3 =24
symbol bounday = priot_ BTASEAITAT (4-15)
peak loc al #a2 &a3 #a4 &al =24

pilot _loc al#a2&a3 #24 &al #24 &a2 =43
where al = peak loc, a2 = pre_peak loc, a3 = pilot loc, a4 = pre pilot loc

Initial

|A
&

Symbol boundary
Is
Al

Symbol boundary
Is
A3

Symbol boundary
Is
Al

Symbol boundary
Is
A3

Figure 4-19 The symbol boundary decision rule
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Once the symbol boundary is identified, the correlator can be not always busy for
producing correlator output, and it just need at the end of one symbol time to get the
correlator output, because the symbol boundary has been known. And then the peak loc
also can be known without depending on the correlator output, so the peak power is

0T LG 001 P (4-16)
=Re(r(t—nT +symbol _boundary-T,)«B)* + Im(r(t—nT +symbol _boundary-T,)-B)’
After the symbol boundary decision, it is the timing synchronization, this component is

very important in a wireless communication, but it is no my research topic, it will not be

introduce 1in this thesis.

4.4 Frequency synchronization

4.4.1 CFO introduction

The intention of frequency synchronization is to estimate Af , the CFO effect
between TX and RX in (4-2) and Af istdefined in ppm. The value of Af in 1 ppm changes
with the carrier frequency, for example, with 2.4 GHz carrier frequency, 1 ppm Af stands
for 2.4 kHz offset; however with 5 GHz carrier frequency, 1 ppmAf stands for 5 kHz
offset. The phase offset of rotation of each peak in 1 ppm with 2.4 GHz carrier frequency
is

phase _offset = carrier frequencysppmetimes360°............ccoiviiiiiiiniiiinnns (4-17)
=2.44101s10°+1e107°+360’
=0.864"

The max CFO is confined to+25ppm in IEEE 802.11b standard, that is,=60kHz. The

max CFO number is different according to different standard. Once CFO occurs badly,
the constellation would rotate continuously, and cause the packet error rate (PER) keeps
high even when SNR increases. So for keeping the performance well, a CFO estimating
and compensating component is needed, hence a Auto Frequency Controller (AFC) is

used in our system to play this kind of role. The constellation of received signal through
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only CFO effect is shown in Figure 3-4. The real part of correlator output with ideal
channel and only CFO 25 ppm are shown in Figure 4-20 and Figure 4-21. Compared
these two figures, we can see that the peaks on the real part have shape envelope of

closing sine or cosine but not very smooth. This situation could be saw in the formula of

CFO effect.
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Figure 4-20 Real part of correlator-output with ideal channel
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Figure 4-21 Real part of correlator output with CFO 25 ppm
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4.4.2 AFC algorithm

In the transmitter passband, the transmitting signal is

S, (1) = S(1)eBe0 ™™ L, (4-18)

where f_is the RF carrier frequency at the transmitter.

and in the receiver passband
F(0) =S, (1) 2T (4-19)

_ S(t).B.ejznfct g j2rfetra0

= 5(t)sBeg!?7 (7T A?

_ S(t).B.ejZﬂ'AfH—AH

=Re(s(t)*B)ecos(27Aft + AG) + Im(S(t)*B)esin(27Aft + A6)
where f_is the RF carrier frequency at the receiver, Af is the CFO and A& is the phase
offset. The AFC algorithm is proposed ‘to ¢€liminate Af . The constellation of three
consecutive correlator output peaks are shown in Figure 4-22. From this figure, we can
see that Af can be calculated from the phase difference of two consecutive peaks. The
phase difference of peak2 and peak3 isvbiggersthan27Af , however the actual phase
difference is just27zAf , so two kinds‘of algorithms can be used to find the actual phase
difference. One is that all the peaks are mapping to the right side of Imag axis relative to
the origin. If peak3 is mapping to the right side, then the actual phase difference 27zAf can

be correctly calculated. The other method proposed by me is that all peaks do not need be
mapping to the right side of Imag axis relative to the origin, a absolute-to-relative phase
mapping table is used here and is shown in Figure 4-23. Compared with the first method,
the main difference is that the proposed method does not need map peaks at left side of
Imag axis to the right side, that is saving a mapping step. The phase of peak, is

B, = AIN(PEAK, ) ettt (4-20)

where atr(.) is the absolute-to-relative phase mapping function. The difference phase of

two consecutive peaks is

0, -0, =AG, =270 T (4-21)

where Afn is estimated and is ready to compensate CFO effect.
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Figure 4-22 Constellation of three consecutive correlator peaks
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Figure 4-23 Absolute-to-relative phase mapping

And with this proposed method, the CFO could not exceed +90°, hence, A@, must be less

than £90° and this can be formulated as
Vs
AO -7 whenAg, >5

A =1 (4-22)
A@, +7 when A6, <%
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For eliminating AWGN effect and better performance, more difference phase of

consecutive peaks is used and average them. For example four symbols are taken into

average
2fT = o= 0)+ Gy ~b0n)+ 4(9n_z “o )Gy =00 (4-23)
_AG +AO_ +AO ,+AO,
4
2aART 1 2mnf T+ 2aAf T 4 2aAf T
B 4
on (Af’-’n +Af, +4Af?n_2 AT

AR +Af + AR +Af

= Af =( 2

)

The estimated angle frequency—AfAn is used to compensate CFO, and it will rotate each
sample point with this angle frequency, ;Fhé compensated signal is
Lo () =1 (072 i eI e (4-24)
= 5(t)eBeg /220 s 120
— S(t).B.ejznmf -Af)t+A0
_ S(t).B.ejZﬁAEHAH
where Ag is the residual CFO. The step of estimating Af is called CFO acquisition.
Because A¢ will be very small, j2z(Ae)t + 40 can be saw as another phase offset A&, . The

phase offset would accumulate phase error as time goes by. So, a step of resetting the

phase of NCO after several symbols is called CFO tracking. The formula is
Lo (1) = S(1)eBeB e e (4-25)
=5(t)sBee**
=~ S(1)-B
where @ is the estimated phase offset at the CFO tracking state after several symbols,
and A6, is very close to¢. Figure 4-24 shows an example of CFO tracking. Figure 4-25

shows the phase at time domain when AFC is on. Figure 4-26 shows the RMSE of CFO
range that AFC algorithm can tolerate when SNR is increasing. Figure 4-27 shows the
RMSE of CFO acquisition with three Multipath models.
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Figure 4-25 Phase of signal at time domain when AFC is on
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Figure 4-27 RMSE of CFO acquisition with three Multipath models
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CHAPTER 5
SIMULATION PLATFORM

5.1 Choosing a suitable tool

The architecture of system platform is shown in Figure 3-6. The initial step that we
must care is that choosing a suitable tool — language. Two languages, C/C++ and Matlab
are the nice choices, because these two languages have a lot of advantages during the
process of constructing platform. These advantages are listed below

a. Complete standard library and document of help

b. Easy to learn programming style

c. High simulation speed

d. Quickly algorithm verification
Co-simulate with Verilog

f. Easily porting to HDL

Matlab is chosen as the suitable tool to construct the system platform for the reason of
powerful matrix and mathematic functions, friendly Graphical User Interface (GUI),
simple debugging tool and many different kinds of figure plotting functions. Although
C/C++ has the highest simulation speed, but lack of mathematical functions and less
friendly GUI cause us give up it to choose Matlab as the tool. Table 5-1 shows the
comparison of C/C++ and Matlab.

Table 5-1 Comparison of C/C++ and Matlab

Comparison

C/C++ high simulation speed

more close to HDL

Matlab friendly GUI
easy to debug

powerful matrix operations
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The time that spend on constructing the basic system platform is about two months
and the time that spend on algorithm verifying and debugging is about four months. The
spending time is less than the expected time, because Matlab give us the most
convenience on algorithm level coding and debugging. But more convenience also means
that more mapping complexity between algorithm and HDL level. So it needs more
experience and more time when Matlab algorithm level is porting to HDL level. Here
IEEE 802.11b standard is taken to be the simulation platform, and the PER and BER

figures are both produced on this platform.

5.2 System block diagram

Figure 5-1 shows the block diagram of whole system. All important system
parameters could be saw in this figure. There three components in this system, transmitter,
channel and receiver, and a top file isfused to control these three components and call
them. The top file controls a parameter-packet number, that parameter defines how many

packets the system will execute at the same conditions with increasing SNR.

Type RMS Tap tppm SNR Loss
Y v v v v v
Multipath .| CFO .| AWGN | | Path Loss
D X + /
A
A 4
Raised Cosine | _Upsample Butter Worth
Filter Rate Filter
1 Decoded v
Original C . Data
Data ompare [€
TX » PER/BER RX
A 7Y CRC
i E v Correct
| : Plotting
: | Figure
DataRate DataLength

Figure 5-1 System block diagram
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5.3 Transmitter

Two parameters control the transmitter component-DataRate and Datalength. The
parameter DataRate specifies the signal will be transmitted in which data rate and there
are four types of data rate that could be chosen-1 Mbps, 2 Mbps, 5.5 Mbps and 11 Mbps.
In 802.11b standard 5.5 Mbps and 11 Mbps are very different to 1 Mbps and 2 Mbps,
because data of 5.5 Mbps and 11 Mbps uses CCK code as modulation and spreading code,
not like data of 1 Mbps and 2 Mbps uses BPSK, QPSK as modulation and Barker code as
spreading code. Although our system can support 5.5 Mbps and 11 Mbps CCK
demodulation and decoding, all proposed algorithm focus on DSSS system, so the
performance figure PER and BER are both produced at 1 Mbps and 2 Mbps. Figure 5-2
shows the block diagram of transmitter. Because the channel model has been described in

chapter 3, we skip it and then describe the details of receiver side.

PLCP — CRC — Scramble — PLCP DBPSK
1 Mbps
DBPSK Spreading >
2 Mbps g g
DQPSK Packet
5.5 Mbps DQPSK
» CCK >

11 Mbps | DQPSK
QPSK

Figure 5-2 Block diagram of transmitter

52



5.4 Receiver

At the receiver, a finite state machine based coding architecture is used. There are

three main advantages listed below
a. Easy to control the process of processing received signal
b. Easily comparing the result between Matlab code and verilog code
c. High extension on adding another components on system

The receiver coding architecture of finite state machine based is shown in figure 5-3.
with this kind of coding architecture, we can easy control the flow of processing received
signal and anyone can also easy add his algorithm or component to our system. The
parameters AGC on, Timing on, AFC on and EQ on are switches that enable the
corresponding components, hence, we can use this kind of coding architecture to simulate
the control flow of hardware. For example, the;sampled point at this moment will do
AGC, AFC and EQ, so the finite state-ymmachine just need set AGC on, AFC on and
EQ on to 1. Figure 5-4 shows the whole state diagram of receiver. Receiver is the main
part of the simulation platform, it.containS not only the demodulation function blocks but
also the synchronization block which are used o compensate the non-ideal channel

effects.

A

ADC » AGC.m (| Timing Sync.m | AFC.m » EQ.m

AGC on Timing on AFC on
Q on
Finite State MacD

Figure 5-3 Coding architecture of finite state machine based
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Figure 5-4 State diagram of receiver



5.5 Simulation results

AWGN, multipath, CFO and path loss effects are simulated in our system. To
simulate the decision of symbol boundary, random length noise are attached to the head

and the tail of the frame as shown in Figure 5-5 when SNR is 10 dB.

1.5

0.5 LA

1 1 1
2552 2554 2556 2550 256 2562 2564 2566 ZO6E 257 2572

25 T T T T T T T T T T

|
445 4455 448 4465 447 4475 445 4,485 4,49 4.495

-25

Figure 5-5 Noise attached to the head and tail of the frame
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Figure 5-6, 5-7, 5-8 and 5-9 show the PER and BER versus SNR plots. The
simulation environment have AWGN, CFO, multipath and path loss. Because all
proposed algorithm focus on DSSS, there will on 1 Mbps and 2 Mbps simulation result.
The simulation of 5.5 Mbps and 11 Mbps will be skip here, because they are based on
CCK and anyone who interested in CCK can refer to thesis[]. All simulation results are
simulated with 100 packets, 1024 symbols long, AWGN from -5 dB to 10 dB, CFO 50
ppm and path loss -25 dB. Figure 5-6 shows the PER of 1 Mbps with no multipath and

three multipath model.

Datarate=1h PacketMO=100 PSDU=1024

—=- MO Multipath

SPW1Th Multipath RMS=100
—— SPW11a Multipath RMS=100
—=— |EEE Multipath RM3=100

0.9

0.8

FER

SMR in dB

Figure 5-6 PER of 1 Mbps
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Figure 5-7 shows the BER of 1 Mbps with no multipath and three multipath model.
From Figure 5-6 and 5-7, our system will meet the requirement defined by WiFi at SNR
3 dB with IEEE Multipath model. The WiFi organization defines the requirement of PER
and BER are 0.1 and 10~ respectively.

Datarate=1h PackethC=100 PSDU=1024 bytes

Berssiigasoiziiiiiziiiiiiiiiiooooooi - MO Multipath

I o lIIIIIIIIIII SPW11b Multipath RMS=100 {

--------------------------- —+ SPW11a Multipath RMS=100 |
--{ —= IEEE Multipath RMS=100

BER

SMR in dB

Figure 5-7 BER of 1 Mbps

Figure 5-8 and 5-9 show the PER and BER of 2 Mbps with no multipath and three
multipath model respectively. Our system will meet the requirement defined by WiFi at
SNR 10 dB with IEEE Multipath model. From these four figures, we can find that the
signal with higher data rate will be affected more seriously than the signal with lower

data rate.
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Figure 5-9 BER of 2 Mbps
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CHAPTER 6
CONCLUSIONS AND FUTURE WORKS

6.1 Conclusions

The front-end signal process and frequency synchronization algorithms were
proposed for DSSS based wireless baseband applications. For deeply verifying these
proposed algorithms do not affect the data decoding and whole system performance. So
the IEEE 802.11b system is used to combine with our proposed algorithms. From the
BER and PER of 1 Mbps and 2 Mbps, the proposed algorithms do not seem to affect the
process of data decoding and demodulation."With our proposed algorithms, these could
be used on any other wireless communications.for DSSS based, like DSSS UWB system
and sensor network system, etc. The proposed algorithms seem to could against multipath
fading with signal of lower data rate like 1“Mbps-and ,2-Mbps. My another contribution is
that constructing a confident and easily tsable simulation platform to let other teammates
verify their algorithms respectively, like ‘timing synchronization algorithm, channel
estimation and compensation algorithms of equalizer. The contributions of team work are
much greater than contributions of oneself work, because our goal is to establish a DSSS
based system at frequency domain for sharing a lot of components with OFDM based

system, like IEEE 802.11g.
6.2 Future works

For implementing a chip finally, the fixed-point simulation is needed. So, the current
floating-point (algorithm level) platform must been changed to fixed-point platform.
During the process of constructing a fixed-point platform, many considerations must be
concerned, for example, what the number of bits of ADC is, how to decide the number of

bits after each operation, how to make a Look-Up-Table (LUT) for mapping and what
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size the LUT is, etc. A lot of time is needed for fixed-point platform constructing and
simulating. A more flexible AGC algorithm for dual system and more complicated
channel is needed. Because for higher speed wireless communication system, Doppler
effect will dominate the performance of whole system. Hence, a more deeply research on
the power decade with Doppler effect is needed. And for more complicated channel, the
path loss effect will not usually be a constant, it will decrease a little during a period of
time, hence a more flexible AGC algorithm must handle this situation. I will learn more

knowledge and do research more harder in my future work.
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