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Abstract: Recent advances in Cable TV networks 
and multimedia technologies open the possibilities 
for networWservicdcontent providers to ofer 
residential customers with video-on-demand services. 
However, the mass storage system in supporting such 
services demanh proper organization and 
management. In this paper we present a three-level 
hierarchical network storage architecture for the 
video-on-demand storage system. At the first-level 
(Local Service Center, LSC) a limited number of 
programs with high viewing probabilities are stored; 
while at the second-level (Local Central Service 
Center, LCSC) a few programs with second high 
viewing probabilities are stored. The third-level 
(Central Service Center, CSC) contains all programs 
provided in the system. Based on this architecture 
and the program viewing probability distribution 
function, we use a minimum-cost function to find out 
the numbers of programs stored in the two service 
centers (LSC and LCSC) and numbers of links among 
these three service centers. We also describe two 
program reallocation algorithms which swap 
programs between service centers according to the 
change in user request patterns. 

1. Introduction 
Recent advances in optical transmission, high 

speed packet switching, data compression, and 
storage system design will allow network operators 
to provide residential customers with high bandwidth 
interactive services such as video-on-demand, video 
games, and home shopping, entertainment, etc., on a 
per-user per-session basis in real-time. Users of such 
services have flexibility in choosing the kinds of 
information they receive and some control 
capabilities with the services. In the video-on- 
demand service, users can control movie presentation 
during the session. A true VOD system supports full 
virtual VCR(Video Cassette Recorder) capabilities 

such as play, forward, reverse. and pause. Video-on- 
demand seems to be the most attractive service. But 
it is also one of the most difficiilt services to provide. 

Various studies have ad lressed specific issues 
in the design of a VOD system. The general 
architecture in designing a VOD system have been 
investigated by Gelman[ 13, Woodward[2], 
Deloddere[3], Sincoskie[4] an rl ThomasrS]. Several 
researchers have investiga Led server storage 
organizations for supporting VOD systems [6-91. 

A general VOD system with a two-level 
network storage architecture may consist of a 
program archives connected, hrough a high speed 
backbone network, to many lccal servers. Programs 
are cached locally and subsequently played back and 
delivered to the local users via ; i  community network. 
By adding the two-way signali ig capability, we may 
turn CATV networks to bc the most suitable 
community networks for VOD systems, due to their 
large bandwidth, low cost, and wide availability. On 
this premise, we can combine lhe program providers 
and CATV operators to offer VOD service for 
residential customers on the (:ATV networks. We 
may also apply the two-level storage architecture to 
the on CATV network. Thus, in this paper, we 
present a three-level hierarchical network storage 
architecture for the VOD storage system. 

In this architecture, there are many 
CSCs(Centra1 Service Ceriters), which are 
maintained by program providi:rs, and many CATV 
operators, all connected by i backbone network. 
Each CATV operator maintiins a LCSC(Loca1 
Central Service Center) and a few LSCs(Loca1 
Service Centers) for the regions it serves. A LSC has 
only a limited number of popular programs and may 
need to download programs from its LCSC or even 
the CSC if requested progratns cannot be found 
locally. We revise the miqimum-cost method 
developed by Giovanni, Langr llotti and Petrini [6] 
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for the three-level architecture to find out the storage 
capacities in the LCSC and LSC and the number of 
digital links between the levels. 

This paper is organized as follows. Section 2 
described our network storage architecture and 
develops its cost model. The storage requirements at 
LSCs and LCSCs, ant the numbers of links 
between LSCs, LCSCs, and CSC are derived. 
Numerical results are given in section 3 where issues 
on optimal program allocation influence of program 
viewing probabilities and cost parameters are 
examined. Since program viewing probabilities may 
change over time, we develop program re-allocation 
algorithms in section 4. Different algorithms are 
given for LSCLCSC with kxed or variable storage 
capacities. Finally section 5 concludes the paper. 

j 

2. Network Storage Architecture 
In our three-level network storage architecture 

for video-on-demand services(see figure l) ,  we use 
ATM and CATV as the backbone network and 
community network, respectively. CSCs(Centra1 
Service Centers) are located in the ATM network and 
belong to the program providers, while LCSCs and 
LSCs are located in the CATV network and belong 
to the CATV operators. There are several advantages 
of this architecture: 

0 Reduced storage and delivery cost: According 
to the user viewing behavior, the CATV 
operator only has to store a few programs with 
high viewing probability inside LCSC and LSC, 
and the system may satisfy most user requests, 
which reduces both storage cost and delivery 
cost. This is especially true when the delivery 
cost to retrieve a program from CSC , through 
the ATM backbone, is very high. 

0 Higher program availability: Because the 
programs are distributed to many local servers, 
the availability and reliability will be increased. 

0 Reduced wide area traffic: Most traffic will be 
local traffic between customers and LSCs. 
Traffic between LSC and LCSC, and between 
LCSC and LSC can be much reduced. 

0 Structured management: It is easier to 
manage, as each LSC is responsible for the 
management of its own region and each LCSC 

is responsible for its community CATV 
network. 

In the system, the service centers containing 
video programs are layered in the three-level network 
storage architecture. The requests from the customers 
are handled by the Local Service Centers(LSC) 
belonging to the first-level and, if the video program 
required is not found in LSC, the request is passed to 
the second level(LCSC, Local Central Service 
Center). LSC and LCSC are all in the community 
network. If the video program required is not found 
in LCSC, the request is further passed to the third 
level(CSC, Central Service Center) via the up-link 
channel on the backbone network. 

Figure I Thrcckvel Arrhitccture (or VOD Sytcm 

System Overview 

LCSC and CSC as we described below: 
I. LSC(Loca1 Service Center) 
Local Server: The local server handles requests 
from local users. The local server will plays back the 
program if the requested program is stored in LSC. If 
the requested program is stored only in LCSC or 
CSC, it passes the request to LCSC and then 
downloads the program from LCSC. 
Storage : The programs stored in LSC have high 
viewing probabilities. Therefore, RAID(Redundant 
Array of Inexpensive Disks)[lO] is very applicable 
for our requirements. 

The components of the system include LSC, 

11. LCSC(Loca1 Central Service Center) 
Local central server: The local central server 
handles the requests from the LSC. If the requested 
program is stored in LCSC, the selected program is 
transported from LCSC to LSC. If the selected 
program is stored only in CSC, the local central 
server acts as the switch between CSC and LSC. 
LCSC does not have playback capability. 
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Storage: The programs stored in LCSC have the less 
high viewing probabilities movies. Therefore, RAID 
or hierarchical storage[7] is suitable for this purpose. 
111. CSC(Centra1 Service Center) 
Central server: All programs provided in our 
system are stored in CSC. The central server handles 
the requests from LCSCs via the backbone network. 
CSC does not have playback capability. 
Mass Storage: The storage capacity must be of a 
very large scale. It is too expensive to store all 
programs on RAID. If all program are stored on a 
tertiary storage device, the system performance will 
be degraded. Thus storing programs stored on a 
hierarchical storage structure is suitable for this 
purpose. 

Program Viewing Probability Model 
Subsequently, we need to find out the numbers 

of programs to be stored in LSC and LCSC to 
optimize the system cost. There are two kinds of cost 
factors in the overall system cost: delivery cost and 
storage cost. They depend on the program allocation, 
but program allocation depends on the program 
viewing probability, so we have to define the 
program viewing probability first. 
Definition 

M programs in the system, can be defined as 
The program viewing probabilities assuming 

p, , p2 , p3 ... p M  where f p i = l  and 
i=l 

p,  2 p2 2 p3 2 -2 p M  . 

p ,  represents the highest viewing probability 

and p M  represents the lowest. Since the exact 
viewing probability distribution is unknown, the 
following function can be assumed for simplicity: 

pi+l = #, where 0 <a < 1 and i = 1, ..., M 

which meanspl = 1 
The parameter a is f i e  raffo of the (i+l)-th 

and the i-th program viewing probabilities. Figure 2 
shows p i  as a function of k for various a values, We 
can find out that the request distribution becomes 
highly skewed for small a ,  and it remains quite 
uniform for large a . 

(1- ) 

I 2  3 4 5 6 7 8 9 1 0  ---- 

program index 

Figure 2 Viewing probability vs. program index for 
various ( z  

Program Allocation Mer hod 
We allocate programs o LSC and LCSC in 

conformance with the prograin viewing probability 
of the system. The program v ewing probability can 
change rapidly by many reaons such as Oscar 
nominations or holidays. The user's interest is the 
primary factor anyway. Con!#equently, we assume 
that a management system cap,ible of reallocating the 
most popular programs ir i  LSC and LCSC 
periodically. We address this problem and present 
two reallocation algorithms latex. The performance of 
the VOD system is affect:d by the program 
assignment 

After we have allocated programs to LSC and 
LCSC, we will consider the program copy 
assignment problem in server's disks. According to 
the method described in [SI, we have the following 
two principles: 
1. There is no improvemert in connection-setup 

probability when more than one copy of the 
same program are placed i n  the same disk. 

2. The blocking probability of a customer's 
viewing request is minimal when each has a 
uniform distribution of us :r access probability. 

Cost Parameters 
We now introduce the minimum cost model. 

First, we have to define pal.ameters used in the 
system. Figure 3 illustrates the location of the 
parameters in the system, the items with underlines 
are key parameters. The parameters are divided into 
three categories: storage parameter, network 
parameter and system parameter. We describe them 
as follows: 
1. Storage Parameter 

SLSC storage capacity, in U iits of program copies, 

SLCSC storage capacity, n units of program 
in the LSC 

copies, in the LCSC 
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C p l :  storage cost of a single program copy in LSC 
Cp2: storage cost of a single program copy in 

Vhdl: maximum number of sessions served at the 
same time by a single copy of program 
stored on LSC at the same time. 

Vhd2: maximum number of sessions served at the 
same time by a single copy of program 
stored 

2. Network Parameter 

LCSC 

Nlinkl: number of dedicated links between LSC 

Nlink2: number of dedicated links between LCSC 

C,,,, : cost of a single dedicated link between LSC 

C,i,, : cost of a single dedicated link between 

and LCSC 

and CSC 

and LCSC 

LCSC and CSC 
3. System Parameter 

M total number of distinct programs in the system 
U number of customers connected to a LSC 
k l :  number of distinct programs stored in LSC 
k2: number of distinct programs stored in LCSC 
pi: viewing probability for the i-th program 
Bpl:  blocking probability for viewing a program 

Bp2: blocking probability for viewing a program 

Bp3: blocking probability for viewing a program 

P: per-user request probability 

stored in LSC 

stored in LCSC 

stored in CSC 

Figure 3 Cost Parameters in the system 

~ i n i m u ~  Cost Model 
Our goal is to define a cost function to 

calculate the cost with respect to the number of 
programs stored in LSC, k l ,  and the number of 
programs stored in LCSC, k2. In the system, the 
resources required to provide a VOD customer 
connected to a LSC are dependent on the storage 
capacity in LSC and LCSC, and the numbers of 
dedicated links between LSC and CSC and between 

LCSC and CSC. The storage cost of CSC is 
neglected because we add it to the cost of links on 
the backbone network, as the cost of delivering a 
program on the backbone network is very large than 
delivery a program on community network. We 
describe the co.rt function ,C, as follows: 

C = storage cost + network cost 
= (cost of LSC + cost of LCSC ) 
+ (cost of community network + cost 
of backbone network) 

C = Cpl *SLSC + Cp2*SLCSC + Clink] *Nlinkl + 
Clink2 *Nlink2 (1) 

In this paper we assume, for simplicity, Kmr is 
the ratio of Cpl and Cp2, and R,,,, is the ratio of 
Clink] and Clink2 as follows: 

Cpl = Rstor*Cp2 where Rstor2 I 
Clink1 = Rlink*Clink2 where 0 < Rimk 1 

Our cost hnction ,C, becomes: 
C= R,ytor*Cp2*SLSC + Cp2*SLCSC + Rlink * 

Clink;!*Nlinkl + clink2 *Nlink2 (2) 
In order to overcome the difficulties in keeping 

up with the continuous variability of the storage and 
transport costs, it is preferable to make our model 
independent on the absolute cost values of Cpl,  Cp2, 
Clink1 and Clink2, but dependent only on their ratio, 
Clink2/CPZ. This general approach permits us to take 
into account any present or future transmission 
technology used in the transport network and storage 
device used in the system. If we divide the equation 
(2) by Cp2, we obtain a new cost function C'as 

P P l 3  

(Rlink *Nlinkl + Nlink2). (3) 
Our goal is to minimize the function ,C; with 

respect to the number of programs stored in LSC, k l ,  
and the number of program stored in LCSC, k2, for 
the given ratio of Clink2/CPZ, Rstor, and Rlink. 

In our cost model, every program stored in the 
system is associated with a viewing probability. 
Suppose that all the programs are sorted in a 
decreasing order according to their viewing 
probabilities. Now we determine SLSC, SLCSC, 
Nlinkl and Nlink2 as follows: 
a. Derivation of SLSC and SLCSC 

For a single program stored in LSC and 
associated with a viewing probability pi, the number 
of users requesting the program i is given by 

U * P  * p i  (4) 
Considering a fixed blocking probability for a 
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single program, Bpl,  we can find that the number of 
simultaneous sessions to be guaranteed for the 
program i is 

(I-Bpl) -U-P p i  
Since a single copy of a program stored on 

LSC guarantees a number of sessions, Vhdl, at the 
same time. The number of program copies needed to 
satisfy the number of users in (4) is 

For the first k l  video programs stored in the 
LSC, we can find out the number of program copies 
in LSC, SLSC, as 

And we can also use the previous method 
to obtain the number of program copies in LCSC, 
SLCSC, as 

1 (1 - B p 2 )  U. Pa p i  
Yhd2 

k i c k 2  

SLCSC = c 
i = k l + i  

b. Derivation of Nlinkl and Nlink2 
The traffic to transport the programs resident 

in CSC is routed on dedicated links between CSC 
and LSC. Therefore, the programs stored in LCSC 
require dedicated links between CSC and LCSC, and 
also dedicated links between LCSC and LSC. The 
programs stored in LCSC need only dedicated links 
between LSC and LCSC. We can find out the 
number of dedicate links between LSC and LCSC for 
program i, stored in LCSC, is 

U*P*pi. 
The number of dedicated links between LSC 

and LCSC for all program stored in LCSC is 
M 

U.P. C p i .  
i=k l+k2+1  

Considering a fixed blocking probability, Bp2, 
for all programs stored in LCSC, we can find out the 
number of dedicated links between LCSC and LSC 
for all programs stored in LCSC as 

r 

Because Nlinkl is the number of links between 
LSC and LCSC, the programs stored in CSC also 
need the links on the community network. So Nlink2 
have to be added to Nlinkl, we can obtain Nlinkl as 
follows: 

1 k l + k 2  1 r = k l + l  

Nlinkl = ( 1  - Bp2) U .  P p i )  + Nlink2 

We can also use previoi s method to obtain the 
number of links between CSC and LCSC as follows: 

Nlink2 = ( l - B p 3 ) . U . P .  c p i )  

After the expressions of SLSC, SLCSC, Nlinkl 
and Nlink2 are determined, we can look for the value 
of kl and k2 to minimizes the :ost function C'. 

1 r = k l + k 2 + 1  " 1  

3. Results and Iinplications 
Parameter Set 

We have to give values for the parameters 
defined in our minimum cost model in order to 
calculate the minimum valuc of the derived cost 
function. The cost function has' been programmed to 
compute the storage capacio required in the LSC 
and LCSC and the number of links between service 
centers. We give the following parameter values: 

M: total number of programs in the 
network(system) = 10000 

U: number of customers connected to a LSC = 

2000 
Vhdl: a single copy of prDgram stored on LSC 

and LCSC guarantees 2 session at the same 
time 

VhdZ: a single copy of prJgram stored on LSC 
and LCSC guarantees 1 session at the same 
time 

BpZ: blocking probability to 
stored in LSC = 0.005 

Bp2: blocking probability to 
stored in LCSC = 0.00: 

Bp3: blocking probability to 
stored in CSC = 0.0000 1 

access a program 

access a program 

access a program 

P: per-user request probability = 0.1 
The program viewing F: robability distribution 

hnction is described in prev ous section, with the 
ratio, a, as 0.98. 

Optimal Program Allocation 
If the parameter values of Cpl/Cp2, Clink]/ 

C/ i&' ,  ClinkZ/CPZ and a have been defined, the 
cost function ,C; will become i t  linear function of the 
number of programs to be stor4:d in the LSC, k l ,  and 
the number of programs to be stored in the LCSC, k2. 
We assume that cpI / cp2=  3, Clink/ Clink2' 0.15, 
Cli&dCpZ' 16 and a =0.98 in order to calculate 
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the minimal cost and its corresponding kl'and k2. In 
figure 6, the 3-D cost-program relationship graph, we 
can find out the minimum cost, 620, and the 
corresponding values of k l ,  75, and k2, 133. The 
corresponding kl  and k2 values of the minimum cost 
give us the programs to be stored inside the LSC and 
LCSC, and the number of links between service 
centers. 

k2 

Figure 4 Relationship between kl,k2 and cost. 
optimal values: (k l ,  k2,cost)=(75,133,620) 

The number of links needed between LSC and 
LCSC decreases as kl  increases, and the number of 
links between LCSC and CSC decreases as kI+k2 
increases. The value of Nlinkl decreases rapidly as 
programs with high viewing probabilities are stored 
in LSC, and the value of Nlink2 decreases rapidly as 
program with high viewing probabilities are stored in 
LCSC. If we store programs with low viewing 
probabilities in LSC or LCSC, it has only a little 
impact on Nlinkl and Nlink2. 

ueme of Program Viewing 

According to the program viewing probability 
distribution function used in our cost model, the 
program viewing probability factor, a ,  plays an 
important role in our cost model. Figure 5 shows the 
relationship between minimum cost and a . Figure 6 
illustrates the values of kl  and k2 that optimize the 
cost function for the given a . We summarize the 
results below: 

Figure 5 Minimum cost vs. program viewing 
factor a . 

11 
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Figure 6 kl  and k2 vs. program viewing factor a 

1. The request distribution becomes highly skewed 
for small a values(c1ose to 0): The requests of users 
concentrate on a few hot programs. This situation is 
ideal for VOD service providers, because the VOD 
service providers only have to store a few high 
viewing programs inside LSC and LCSC. 
2. The request distribution becomes quite uniform for 
l a rgea  values(c1ose to 1): The requests of users do 
not concentrate on a few programs, but the requests 
of users are distributed among all programs equally. 
This is the worst situation for VOD service providers 
because the numbers of programs stored in LSC and 
LCSC will be increased in order to satisfy the user 
requests. 

In other words, the cost of a VOD system with 
a smaller a value will be lower than the cost of a 
VOD system with a larger a value. 

Cost Parameter Adjustment 
We assumed, for simplicity, the parameter 

values Of cpl /cp2 and c,,A,/ Clink2 are equal to 
Rstor and Rlink. And we also give the value Rls2 to 
Clink2/CpZ now. The ratio of c p l ,  Cp2, Clink] and 
Clink2 iS as fOllOWS: 
Cpi : Cp2 : C/,,,kl : Cp2 = Rstor : I : RliA * Rlsz : R,, 

(5) 
We can obtain the ratio of different 

components used in the VOD system. In this section, 
we discuss the influences of different Rston 
and Rls2 values on the VOD system. 
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Figure 7 kl  and k2 vs. parameter Rstor 

The parameter Rstor is the ratio of the cost of a 
program copy stored in LSC and the cost of a 
program copy stored in LCSC. We assume that the 
cost of a program copy stored in LSC is more than 
the cost of a program copy stored in LCSC. That 
is, RSIW 2 1. Figure 7 illustrates k l  and k2 for the 
given values of Rsto,.. If we increase the parameter 
Rstor, kl  will be decreased and k2 will be increased. 
But the sum of kl  and k2 will be kept at a fixed value 
for all value of Rsto,.. Because the programs to be 
removed from in LSC will be moved to LCSC, so 
kl+k2 is kept at a fixed value. But the programs in 
LCSC need extra links on the community network, 
therefore, Nlinkl will be increased, and the cost will 
be increased. 
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Figure 8 kl and k2 vs. parameter Rlink 

The parameter Rlink is the ratio of the cost of a 
program to be carried on the community network and 
the cost of a program to be carried on the backbone 
network. In our assumption, the link cost on the 
backbone network is more than the link cost on the 
community network. So the range of Rlink is 
between zero and one. Figure 8 illustrates the 
relationship between k l ,  k2 and &ink. As RIink 
approaches 1, the link cost on the community 
network is almost equal to the link cost on the 
backbone network. So kl  will be increased but k2 

will be decreased. Because the programs to be 
removed from the LCSC will be moved into LSC in 
order to avoid the cost of links on the community 
network. So kl+k2 is kept at a fixed value for 
variable Rlink. But the storagc cost in LSC is larger 
than the storage cost in LCSC, therefore, the cost of 
system will be increased. 
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Figure 9 k l ,  k2 and kl+k2 vs. parameter Rls2 

The parameter Rls2 is ti e ratio of the cost of a 
program to be carried on the 3ackbone network and 
the cost of a program copy to be stored in LCSC. 
Figure 9 illustrates the relaticnship between k l ,  k2, 
kl+k2 and Rls2. In our assimption, the value of 
parameter Rls2 is greater than 1. Clearly, if Ris2 
increases, the cost of programs carried on the 
backbone and community nehvork will be increased. 
The k l ,  kl+k2 and cost will be increased, but k2 does 
not have an obvious cliange. Because the 
transmission cost of community network increases, 
the number of programs to be ;tored in LCSC will be 
decreased in order to avoid link cost. And at the same 
time, the transmission cost Df backbone network 
increases, some programs wil be moved from CSC 
to LCSC in order to avoid the link cost on the 
backbone network. 

4. Program Re-allocation 
Algorithm 

From the previous results, the program 
viewing probability distributio i function has a strong 
influence on the program allocation of the system. 
Different distributions of us xs '  interest result in 
different combinations of kl  2nd k2 values. In other 
words, the storage capacity o service centers( LSC 
and LCSC) will be changeti according to users' 
request pattern. If we need to keep the values of kl  
and k2 optimizing the cost function, the capacities of 
LSC and LCSC will be changed at every re- 
allocation period. But there may be only a little 
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variation between two re-allocation periods. Under 
this assumption, there are two kinds of service 
centers to be used in the system. We describe them as 
follows: 
LSC and LCSC with Variable Capacities 

In this situation, the system will maintain the 
system with a minimum cost. But the capacity of 
LSC and LCSC will be changed in every program re- 
allocation period. The algorithm performs from step 1 
to steps. 
Algorithm 1 
Program re-allocation in LSC: 

~- 

stepl(  Start): Find out the viewing probabilities 
of all programs in the system according to 
the current program viewing probability 
distribution function, and find out k l  and 
k2 that optimize the cost function. 

step2(Remove): If the program is stored in LSC 
before stepl, but its viewing probability is 
less than the probability of the k l  -th 
program after stepl, the program will be 
uploaded to LCSC and the capacity used by 
the program will be released. 

step3(Adjust): If the viewing probability of the 
program is still more than the viewing 
probability of the kl-th program after stepl, 
we adjust the number of program copies 
according to its viewing probability. 

step4(Add): If the program is stored in LCSC, 
but its viewing probability is more than the 
probability of kl-th program after stepl, it 
will be downloaded from LCSC and we 
duplicate the program copies , if necessary, 
according to its viewing probability. 

Program re-allocation in LCSC: 
step5(Remove): If the program is stored in 

LCSC before stepl, but its viewing 
probability is not between the viewing 
probability of the first program and the k l -  
th program after stepl, the capacity used 
by the program will be released. 

step6(Adjust): If the program to be stored in 
LCSC before stepl, and its viewing 
probability is still between the probability 
of the (kl+l)-th and the (kZ+k2)-th 
program after stepl, the capacity used by 
the program will be adjusted. 

step7(Add, from CSC): If the viewing 
probability of the program is less than the 

(kl+k2)-th program's before stepl, but its 
viewing probability is between the 
viewing probability of the kl-th and Ihe 
(kl+k2+1)-th program's after step1,the 
program will be downloaded from CSC, 
and we will duplicate the number of 
program copies according to it's viewing 
probability. 

stepS(Add, from LSC): If the viewing 
probability of the program is more than the 
(kl+k2)-th program's before stepl, but its 
viewing probability is between the viewing 
probability of the kl-th and the (kZ+k2+1)- 
th program's after stepl, the program will 
be uploaded from LSC, and we will 
duplicate the number of program copies 
according to it's viewing probability. 

LSC and LCSC with Fixed Capacities 
The system has fixed capacities, but the system 

is not operating at a minimum cost. We use two 
counters(counterZ and counter2) to record the 
capacities of LSC and LCSC, and an index i to 
indicate the program index. Let counterl and 
counter2 equal to 0, and index I equal to 1 at the 
beginning. We also set the fixed capacities of LSC 
and LCSC as C-LSC and C-LCSC, respectively. The 
algorithm here is similar to the previous algorithm. 
ABorithm - . .__ .  2 

(1) Find out the viewing probabilities of all 
program in our system according to the 
program viewing probability distribution 
function. And calculate the numbers of 
program copies of all programs using the 
cost function. 

Program re-allocation in LSC: 
(2) ifthe capacity of program i + counterl 

then 1. execute step2, step3 or step4 of 
5 c-LSC, 

algorithm 1, 
2. counterl = counterl + capacity of 

3. i = i +  1, and repeat (2), 
program i , 

else go to (3). 
Program re-allocation in LCSC: 

(3) ifthe capacity of program i + counter2 
5 c-LCSC, 

then 1. execute step§, step6, step7 or 
step8 

of algorithm 1 , 
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2. counter2 = counter2 + capacity of 

3. i = i + 1, and repeat (3), 
else re-allocation is completed. 

program i , 

5. Conclusion and Future Work 
In this paper we have proposed a three- 

level hierarchical network storage architecture for 
delivering the VOD service. One of the challenges in 
designing a cost-effective VOD service system that 
supports thousands of video streams is allocating the 
programs optimally among various service centers. 
An under-utilized system is costly, but an overloaded 
system causes service interruption or performance 
degradation. An optimal design requires the 
appropriate allocation of programs to various service 
centers based on the customer request probabilities. 
We use a minimum cost method to find out the 
storage capacities in LSC and LCSC and the numbers 
of links between LSC and LCSC, and between LCSC 
and CSC. Under the condition of our given parameter 
values, our cost function becomes a linear function of 
number of programs to be stored in LSC and number 
of programs to be stored in LCSC. We can obtain the 
minimum cost of the system and the optimal 
combination of numbers of programs to be stored in 
LSC and LCSC. 

According to the results of our analysis, the 
program viewing probability distribution function 
has a strong influence on the resource allocation of 
the system. kl(The number of programs to be stored 
in LSC) increases as Rlink(the ratio of the cost of a 
program to be delivered on community network and 
on backbone network) or Rls2(the ratio of the cost of 
a program to be delivered on backbone network and 
the cost of a program copy to be stored in LCSC) 
increases, but k l  decreases as Rsto,-(the ratio of the 
cost of a program copy to be stored in LSC and 
LCSC) increases. k2(The number of programs to be 
stored in LCSC) increases as Rstor increases, but k2 
increases as Rljnk or Rls2 decreases. kl+k2( sum of 
the numbers of programs to be stored in LSC and 
LCSC) will be kept at a fixed value for all values of 
Rstor or Rlink, but it increases as Rls2 increases. The 
cost of system increases as Rstor, or Ris2 
increases. 

The program viewing probability distribution 
function also plays an important role in program 
allocation. We need a program viewing probability 

model which is closer to the xactical distribution of 
user requests. This is an important issue in our future 
work. Another problem is th: capacity of LSC and 
LCSC. In our minimum cost model, the numbers of 
programs to be stored in LS(: and LCSC change as 
the request pattern of users :hanges. So we obtain 
various combinations of the r umbers of programs to 
be stored in LSC and L<:SC every time. The 
capacities of LSC and LCSC will be changed at 
every re-allocation time. Tho igh, we have proposed 
two program reallocation algorithms for the system, 
the implementation and anal} sis of these algorithms 
require further studies. 
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