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A Dynamic Resource Co-allocation
Algorithm for Heterogeneity Computing
System

Student: Chien-Wei Chen  Advisor: Prof. Cheng Chen
Institute of Computer Science and Information Engineering National

Chiao Tung University

Abstract

There are many kinds of-resources in.heterogeneous computing system. The
resources can be classified into ecompute.resoeurce and non-compute resource. Because
of the various and sufficient resources; heterageneous computing system can support
a powerful execution capability. If there is an efficient and effective mapping
algorithm for an application on heterogeneous computing system, the execution
capability of it will enormously promote. In general, the mapping algorithms are focus
on the compute resource only. Therefore, a mapping algorithm that considers compute
and non-compute resources simultaneous is necessary. We propose a two phase
algorithm called dynamic resource co-allocation algorithm. The first phase only
generates the data that will be used in the second phase. The second phase will
selected a set of independent tasks and allocate according to the weight of each task in
our method. The detailed description of our algorithm and performance evaluation

will be given in the literature.
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