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Student : Fan-Chung Lin Advisor : Prof. Suh-Yin Lee
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Abstract

In the researches of Recommendation System, Collaborative Filtering is one of the
most effective approaches. With ‘high accuracy in ‘recommendations, however, few
researches focus on Dynamic Collaborative Filtering which considers the time influence in
Collaborative Filtering. This causes the recommendations inappropriate because the system
might make a recommendation which is out of date. On the other hand, most of the
existing dynamic Collaborative Filtering works are focused on Dynamic Weight. Dynamic
Weight Collaborative Filtering uses decay ratings to achieve dynamic property. In other
words, the rating might be multiplied by a decay weight according to the rating time. The
older the rating is, the lower the rating becomes. Nevertheless, rating decay can also be
interpreted as the changes of users’ favor. We believe that people would not actually
change their perceptions on the same item because of time.

Hence, we propose a different way in Dynamic Collaborative Filtering called

Dynamic Similarity Collaborative Filtering (DSCF). The similarities among users are



decayed rather than the ratings. In our opinion, we suppose that time might change the
similarities among people. We also propose an enhanced method of DSCF. We feedback
the predicted rating via actual value in order to obtain a more appropriate similarity decay
rate. The experimental results demonstrate the proposed method has higher accuracy and

less computation.

Keyword: Recommendation System, Collaborative Filtering, dynamic similarity
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Chapter 1 Introduction

Since the internet penetration and internet dependence of people have been increasing,
e-commerce becomes a popular subject in academia and business field. On the other hand,
people pay more attention on social networks which provides a lot of information such as
purchasing behavior on internet or interpersonal relationship. Therefore, social network
analysis [33] becomes more important in the area of computer science, especially in
data-mining.

In the result of the rise of e-commerce, industries lay more emphasis on the internet to
either sell products or acquire advertisement compensation through high traffic volume of
online viewers. Thus, webs designers intend to provide more functional services in order to
attract more users. Recommendation System [1,26] Is"an example of the online services.
Presently, selling products onlinesbecomes more competitive than conventional ways due
to lower costs and higher profit margin. However, online shopping could possibly make
customers confused since the item- sets are usually very huge. This problem could also
increase the difficulties while searching products. Recommendation System is a solution
which not only helps customer search their targets, but also provides potential interests to
customers based on the selected product categories [18]. Moreover, Recommendation
System has other functional advantages such as personalization or reduction on workload
and overhead.

Generally, there are different types of Recommendation System approaches including
Collaborative Filtering [11,12,27], content-based, model-based[35], and hybrid[2,5,6,8,22].
The concept of Collaborative Filtering is that similar people would have similar
preferences. For example, if user A and B have high similarity, a certain item which user B
likes would also be attractive to user A. Collaborative Filtering is one of the most

successful approaches for Recommendation System due to its accuracy and simplicity.
1



Nevertheless, there is a significant problem on traditional Collaborative Filtering. It has
been designed based on static idea which means most of the current approaches of
Collaborative Filtering do not consider time factor. They treat data of different time equally
which causes a result that the recommendations generated by these approaches might be
out of date [29,36].

In order to solve this unreasonable result, few researches focused on improving
dynamic Collaborative Filtering [9]. Most of the researches are based on dynamic weight
approach. The ratings which represent the favor-level of the user would be multiplied by
decay function whose value is relevant to the time of the data. The older the data, the lower
the rating becomes. It seems a simple way to achieve the time effect. However, the rating
represents the level between like and dislike ‘of .the items to the user. The decay of the
rating may be interpreted as a user might change his'mind from like to dislike for a certain
item due to time passing. This does not comport with the fact.

Therefore, we introduce‘a new.concept of dynamic Collaborative Filtering in which
the users’ similarities decay with time but not the ratings. We divide data into several
time-slices and calculate the users’ similarities individually to generate the newest
similarities by the weighted sum of the older similarities. The idea of our approach is that
the people’s previous preferences might not change along with time. People might still like
the items they used to like, but there might have a lot of difference from their friends used
to be similar to the user. The experimental results show that our approach has not only
more accuracy but also less computation. Dividing the data by time does not need to
calculate the whole data if new data comes. We could only calculate the influence of the
incremental part of data.

The contributions of this thesis are as the following:

® \\e propose a more reasonable dynamic Collaborative Filtering, called Dynamic

Similarity Collaborative Filtering (DSCF).
2



® Dynamic Similarity Collaborative Filtering has improved the accuracy over all
existing dynamic Collaborative Filtering approaches. Also, less execution time
makes DSCF more appropriate in practice.

® \We propose an enhanced algorithm based on DSCF with feedback. This

algorithm eliminates the parameter setting required in DSCF to relax the
influence of initial parameter.

The rest of the thesis is organized as follows. Chapter 2 illustrates the existing
approaches of Recommendation System especially in Dynamic Collaborative Filtering.
Chapter 3 points out the drawbacks of the existing Dynamic Collaborative Filtering and
introduces the motivation. Chapter 4 describes both DSCF and enhanced DSCF in detail
and the experimental results are shown in Chapter 5. Chapter 6 expresses our conclusion

and future works.



Chapter 2 Background and Related Work

2.1 Approaches of Recommendation System

Generally speaking, Recommendation System could be categorized to several

approaches: Collaborative Filtering, Content-based, Model-based and hybrid.

2.1.1 Collaborative Filtering

The main idea of Collaborative Filtering [24,25] is that, the users, who are similar,
would have similar preferences. In other words, if user A and user B are similar, an item
which user B likes might be attractive to user A as well.

Based on the assumption, Collaborative Filtering is trying to compute the similarities
between active user and other users.-Active user.represents the target user who would
receive recommendations from the system. The “Calculation of the similarities in
Collaborative Filtering is the way. to find out the existing common interests between the
active user and other users. In the result of the calculation, people who have more common
interests would have higher similarity. As the example in Fig.1, the left side of the figure is
the user set and the right side is the item set. The lines between the two sets represent the
interested items of the users. We can see the active user, A, is interested in items 1, 2 and 4.
To calculate the similarity between user A and user B, we should first identify these two
users have common interests on both item 2 and 4. After that, we could use the similarity

function to calculate the similarity between these two users by the two common items.



Item 1

y, Item4

Figure 1: Collaborative Filtering uses the common items to calculate the similarity

between users.

The steps of Collaborative Filtering.can be summarized as the following:
1. Compute the similarities between the active user and other users.
2. Compute the predicted.ratings of the items which have not been rated by the active
user.
3. Sort the predicted ratings“in decreasing-order, and output the top-K items to the

Recommendation System as the recommendations to the active user.

In the following, we are going to show some generally used functions of calculating the
similarities and the predicted ratings.

The commonly used similarity functions [34] are Pearson Correlation coefficient,
Cosine similarity and Conditional Probability. Pearson correlation coefficient is designed

as in Eq. (1).
3L~ ), 1)
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where Sima,u is the similarity between user a and user u, i is m-items which are rated by

both user a and u, Iy is the rating of user a to item i, r, is the average-rating of user

a
a.

Cosine similarity is designed as in Eq. (2).

Sirna,u = COS( a’ru) :m

n
B | =
o

=

)
where Sima,u is the similarity between user a and user u, T, is a nx1 rating matrix of

user a where n represents the numbers of items.
Conditional probability is designed as in Eq. (3).

- I I
sim,, = p(I}H) = nunmu(ma(lm) . ©)
. 3

where | is the set of ratings-of user a, P(x) is the probability function of x, num(y) is the

number of items in set y.

The commonly used predict functions [4] are prediction with user average and

prediction without user average. Prediction with user average function is designed as in Eq.

(4).

= (4)
where p,, isthe predicted rating of user a on item I, I, is average-rating of user a, k is

the number of users who have also rated item |, sim,; is similarity between user a and j.

Prediction without user average function is designed as in Eq. (5).
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(5)

where P, is the predicted rating of user a on item I, k is the number of users who have

also rated item |, sim, is similarity between user a and j.

iExpand model [20] is a novel Collaborative Filtering based Recommender System by
user interest expansion via personalized ranking. The goal is to build an item-oriented
model-based Collaborative Filtering. This method introduces a three-layer scheme,
user—interests—item, which leads to more accurate ranking recommendation results with
less computation cost and helps the understanding of the interactions among users, items,
and user interests.

In various applications, a.record may be rated on several attributes [14.31]. Traditional
Collaborative Filtering can only simply returning the recommended items with the highest
overall scores but it fails to capture the individual attribute characteristics. In order to
enhance the flexibility of CF, Collaborative Filtering with Skyline (CFS) [3], a general
framework that combines the advantages of CF with those of the skyline operator is
proposed. CFS generates a personalized skyline for each user based on scores of other
users with similar behavior. The personalized skyline includes objects that are good on
certain aspects, and eliminates those that are not interesting on any attribute combination.

H. Tan et al [28] proposes a Collaborative Filtering recommendation algorithm based
on the item classification of the ratings. This approach classifies the items to predict the
ratings which are low ratio of rated items to the total of available items. The Collaborative
Filtering recommendation method based on item classification prediction can alleviate the

sparsity problem of the user-item rating dataset, and can provide better recommendation



than traditional Collaborative Filtering.

To solve the problems of Collaborative Filtering, data sparsity and scalability. Q. Li
and M. Zhou [17] use a binary tree to store partitioned items. In the process of tree
formation, a K-means clustering is used to partition data and generate the neighbor of

similar items, and then predication based on a smaller item database is performed.

2.1.2 Content-based Filtering

Content-based filtering is based on the idea that people might have same favor to the
similar items. Content-based filtering analyzes the item profiles to find out the similar
items. Then it can use these item-relationships to recommend. We take Fig.2 as an example.
In the left side of Fig.2 is active user A, the right sideis items and the line means a user is
interested in the movie. Based on the profile of these movies, we separate movies into
different categories. As we show in‘the Fig. 2, “Harry Potter”, “The Lord of The Rings”
and “The Avengers” are fantasy movies. If active user-A is interested in “The Lord of The
Rings”, we can provide “Harry Potter” and “The Avengers” as recommendations Since

these two movies are both in the “Fantasy” category.
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Figure 2: The idea of content-based filtering. People might like similar items.

Content-Based filtering is based on the item feature: It does not need to know about
the domain knowledge of the data. However, the accuracy of Content-Based filtering is
highly dependent on the profiles of the items. Therefore, when the profiles are not available,
it might be a hard work for designing. On the other hand, the qualities of the profiles are
also highly influential. Both explicit and implicit description might cause improper
recommendations.

Chen et al [7] presents an agent-based personalized recommendation method called
Content Recommendation System based on private Dynamic User Profile. The system
collects and mines the private data of user at the client side, discovers, stores and updates
private Dynamic User Profile at the client side. The system fetches preferred messages
from the content server according to Dynamic User Profile. An important usage of this
technology is a personalized advertising system in the RSS (Rich Site Summary) reader

application.



Peng et al [23] proposes a content-based Recommendation System built on a weighted
un-directional graph. The graph describes the content similarity between items bases on the
semantic relations of their metadata. Neighbors of a node in the graph construct a ranking
list of items to be recommended and there is a ranking list for each item. So it is able to

emphasize differences among related items.

2.1.3 Model-based Filtering

Model-based Recommendation System extracts the information from the data to
construct a model to represent the data. Therefore, it provides recommendations based on
the constructed model rather than computes the whole data each time. It offers the benefits
of speed and scalability. Model-based Recommendation System can be structured on many
different models. Normally, the model can be probability-model, cluster-model or matrix
factorization.

In probabilistic-based filtering, the approach camputes the expected value of the items

based on the given user profile or item-ratings. 1t can be represented as below:

pa,i = E(ra,i) :Z pr(ra,i :Vra,k J ke Ia) "V
v=0

(6)
where P, ; is the predicted rating of user a on item i, I, is the rating of user a on
item i, E(x) is expected value of x, pr(y) is probability function of y, v is rating range from

Otom, |_ israted-item set of user a.

a

The idea of cluster-based filtering is to divide users or items into different clusters and
provide recommendation by the clusters. It groups the similar users into same cluster and
provides the common interests of the users which are in the same cluster to the active user.

On the other hand, it can also group similar items into a cluster and provide the other items

10



of the cluster which active user has interest items in it.

[13] proposes a model algorithm designs for learning predictive models of user
preferences. It is based on a generalization of probabilistic latent semantic analysis to
continuous-valued response variables. It assumes that the user ratings can be modeled as a
mixture of user communities or interest groups. Each community is characterized by a
Gaussian distribution on the normalized ratings for each item.

[30] is a graph-based Recommendation System. It considers the co-tagging behavior
and adds the similarity relationships into the graph. The algorithm is based on modified
random walk with restart. Considering the influence of tags, it has a denser transition
matrix and higher accuracy.

Weighted minimum-message ratio: \WWMR) [21] is a friend Recommendation System
which generates a personal friend list /by the real ‘message interactions among web
members. Communication number is more representative than most of the population
variables because they are  lack. of -diversity. Therefore, the Content-based and
Collaborative Filtering is not suitable.

Matrix factorization [15] is known as‘one of the best approaches of Recommendation
System in recent years. Matrix factorization models map both users and items into a joint
latent factor space R' of dimensionality f, such that user-item interactions are modeled as

inner products in that space. Because of that, each item i can be represented as a vector

g, € R", each user u can be represented as a vector p, eR". For a given item i, the
elements of g, decides the distance between @, and other vectors. As the same idea, for a
given user u, the elements of p, decides the distance between p, and other vectors.

Therefore, the dot product of a user vector and an item vector, g, - p, , might be seem as
the interaction which is represented as ratings in most cases of user u on item i. The

11



formula is as below:
T
Pui =0di - Py ©)
where p,, is predicted rating of user u on item i, Q,is vector of item i, p, is vector of

user u.

Although model-based filtering methods are fast and scalable, however, their
accuracies are highly dependent on the relationships between the model and the data.
Actually, it is hard to find a nearly perfect model for a dataset. It is difficult to simulate
people’s behaviors as a single mathematical model. Moreover, people change their favors

rapidly nowadays.

2.2 Dynamic Collaborative Filtering

The Collaborative Filtering i1s known as the best approach of Recommendation
System. It only relies on the past ‘user behavior; without being limited by the explicit
knowledge such like user profiles-or item profiles.-Moreover, the simple designs does not
cause low accuracy. Collaborative Filtering is one of approaches of Recommendation
System with highest accuracy. This is the reason why so many researches find the
improvements on the Collaborative Filtering. Most of these works try to merge couples of
approaches together to suit a specific dataset, or combine with user analysis or item
analysis to improve the qualities of the predictions. However, there are few researches
focused on the time effect of Collaborative Filtering.

As we know, Collaborative Filtering is based on the human behaviors. And we also
realize that people might change their favor or habits with time. People probably will not
still be interested in the same items 10 years after. In the following, we are going to

introduce some researches on dynamic Collaborative Filtering.

12



2.2.1 Time Weight Collaborative Filtering

Time Weight Collaborative Filtering [10] is known as the first work on dynamic
Collaborative Filtering. It clearly indicates the serious problem of treating all the ratings
equally even if they are in different time. Therefore, it announces the idea that the more
recent the data is, the more it contributes to predicting the data. Hence, it enhances the

prediction function of Collaborative Filtering as in Eq.(8):

k

Zrui 'Sim(lj!lc)' f(tlc)

c=1

. Zklsim(lj, 1) f(t.)

0

i
(8)

where o, is the predicted rating of user i on item j, k'is the number of items which are
rated by user i, sim(l;,1.) -is similarity between item j and item c, f(t;) is time

function with t.

ic b Israting time of user i on item'c.
The time function f(t) is a monotonically decreasing function, which reduces
uniformly with time t and the value of the time function lies in the range (0,1). The paper

selects exponential function to ensure the time function decays with the time. However,

other functions also meet the functionality, logistic function for instance.

13
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Figure 3:.. Distribution of two functions of time

Fig. 3 shows the corresponding value of logistic function and exponential function.
For the exponential function, we €an observe that the gradient of the curve at data point
that is close to zero is steeper than the data point which is far away from zero. On the other
hand, for the logistic function, the gradient of the curve at the middle data point is steepest.
Here, x=0 represents current data. The higher the value of x is, the older in time the data is.
In fact, we favor the users’ latest purchase interest and focus on the most recent data.

Therefore, the exponential function is more suitable for this case. To generate a proper

exponential function for the time function, we define a half-life parameter T, as Eq.(9),

which means, the weight reduces by 1/2 in T, days.

F(Ty) = F(0)
(9)

Then the decay rate A is defined as Eq.(10)
14



A=—
T (10)
Finally, the time weighting function is defined as Eq.(11)
_ AAt
f(t)=e -

From the Eq.(11), we can figure out that the value of the time function is in the range
(0,1) and it decreases with the time t. The more recent the data, the higher the value of the

time function. The exponential function satisfies the requirement well.

Further, we discuss about the half-time parameter T,. Actually, to design a half-life

parameter is to define the decay rate of the weight assigned to each data point. The decay

rate of old data is decided by the value of parameter T,. We know that T, is the inverse

of decay rate 4. The higher the value-T,, the lower the value A. The higher the value

A, it is faster for old data-to decay and the lower the importance of the historical

information compared to more recent data. Fig. 4 shows the different curves of time

functions when the value of parameter-T,-is different. In fact, the values should be

selected individually in different cases. It is highly relevant to the user’s personality. If the
user’s preference for the type of items is consistent, old data can improve the accuracy of

predicting future preference. In this case, the old data should be decayed slowly and a high
value T, be assigned. Conversely, if the user’s preference changes frequently, we should
assign a low value of T, which means that old rating cannot help predicting the user’s

future preference. These old data should decay quickly. Therefore, we should select the

appropriate parameter T, to precisely predict the user future preference according to the

user’s personalized purchase history.

15
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2.2.2 Personalized Search Recommendation Based on Gradual

Forgetting Collaborative Filtering Strategy

The main goal of researches on° Recommendation System is to improve the accuracy
of the recommendations results. Since the preference of the user may change, reduce the
inference of the history information is one way to mimic real life.

In order to reach the idea, Gradual Forgetting strategy [19] is used to lower the
weighted value gradually and nonlinearly. The algorithm first assigns every rating a weight
which decreases with time by a forgetting function. Then, the system uses the weighted
ratings to calculate the similarity between users. The method is called Gradual Forgetting

Collaborative Filtering. The forgetting function h(t) isshown as Eq. (12).

2
h(t):mx(tt‘ﬂl +1-m

max _tmin

(12)

where tma\x = max(trate - tstart) J tmin = min(trate _tstart) ) tstart is the start time of the system,
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t.. 1S rating time of a certain item of the active user, t is the rating time of the item, m is

an adjustable parameter which represents the change rate of users’ preference and lies in
the range (0,1).

With the forgetting function, the Pearson’s similarity function is modified in Eq. (13):

i[(pa(ki)xh(t)—p_a)(pb(ki)xha)—p_b)]

i=1
m

m

SIm(p,. Py) = — —
Jz(pa<ki)xh(t)— )" 2o (Py (k) <h(®) - By’

(13)
where p,(k;) is the rating of user a on item i, p_a is average score of user a, h(t) is

forgetting function.
Since the field of this paper is_about keyword recommendation, the system actually

does not have ratings. Thereforg; the prior probability of the keyword is selected to replace

rating. The formula of prior probability of keyword k; issshown as Eq.(14)
p(ki):ax&Jr(l—a)x&

N M (14)

where p(k;) is the prior probability of keyword k,,o is an adjustable parameter in

range (0,1) and the definition of N, and M, isas follows:

1) In the user’s N queries and clicks of keywords, there are N, times to choose keywords

2) In the user’s M reading web pages, there are M, web pages which contain keywords

2.2.3  Dynamic Item-Based Recommendation Algorithm with Time

Decay
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Recommendation Systems aim to provide personalized advice through mining and
discovering the interests and consuming patterns of customers. One of the main
motivations of item-based Recommendation System lies on the fact that two items
purchased by the same user are likely related to each other. However, this motivation does
not mention the fact that the similarity between two purchased items varies according to
the time interval between the two purchase actions. For example, it is reasonable to
understand that the similarity between two items that are purchased by the same user on the
same day may differ from the similarity between two items that are purchased by the same
user in the same year.

Therefore, C. Xia et al [32] proposes the dynamic item-based top-N Recommendation
System that utilizes time decay to build the models and provide recommendations. The
main idea of time decay function is'based on the time intervals of two items purchased. For
two items, if most of the users who bought both of the items purchased during short time
interval, the similarity of the"two items might be high. If the purchasing time points of
these two items are far from each other for most of-users, the similarity between these two
items might be low. With the idea mentioned, the new similarity function is generated as in
Eq.(15).

sim(i, j) = i[Rki "Ry - 9(‘1_ T ‘)]
m (15)

where R, denotes a binary value of 1 if user k has purchased item i, otherwise 0. T, is

the timestamp of user k buying item i. [T,~T,| is the time interval between T, and T .

n is the number of users who buy both item i and j. @(X) is time decay function and has
two primary constraints as follows:
1) VX, 0(x) €[0,1]

2) wx,x if x=x" then 4(x)<6(x")
18



These two constraints ensure @(X) is a decaying function and ensure that the larger time

interval is, the stronger the effect of time decay is. Therefore, the time decay function could

be presented in three ways.

1)

2)

3)

Concave Time Decay Function

O(x)=a” (16)

The parameter « is called concave Time Decay Coefficient and its range is between
0 and 1. Generally speaking, the smaller the o is, the stronger the time decay’s
effectiveness is. In particular, if =1, 6(x) always equals to 1 which means no
effectiveness of time decay.

Convex time decay function

0(x)=1-4"7* an
t represent the value of the largest time interval between two items in the dataset, X
is time interval of two items: The parameter- 3 is called convex time decay coefficient
and its range is between 0 and 1. The larger "5 is, the stringer of the time decay’s
effectiveness is.
Linear time decay function

0(x) —1- Xy
t (18)

t represent the value of the largest time interval between two items in the dataset, X is

the value of time interval between two items. The parameter I is called linear time

decay coefficient and its range is between 0 and 1.The larger the I s, the stringer of the

time decay’s effectiveness is.
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Chapter 3 Motivation

The ideas of Time Weight CF [10] and Gradual Forgetting CF [19] which decay the
ratings associated with time called “dynamic weight”. In this method, the rating value
would be multiplied by a weight generated from a gradual forgetting function or an
exponential function. Since the ranges of the weights are between zero and one, the
multiplied ratings would be lower than the primordial ones. The dynamic weight is using
this concept to involve the time effect.

Although dynamic weight has considered the time reflections of Recommendation
System, it still has a significant problem. In dynamic weight, rating scores would decrease
upon time. The change of the ratings could also be interpreted as the change of people’s
favors since the ratings represent the level of favor for the users. However, people don’t
actually change their favor ofithe item from “like” to “dislike” even if it was purchased
long time ago. For example, many people like the legendary superstar “Michael Jackson”
and bought his albums. Since. these albums have all released long time ago, most of the
rating data are old. In the methods: of .dynamic weight, these ratings decrease to much
lower values which might mislead people that the buyers no longer like those albums, and
it is not the fact.

In order to solve this unreasonable situation, we provide a new framework of
Collaborative Filtering - Dynamic Similarity Collaborative Filtering (DSCF). The main
idea of Collaborative Filtering is to decay the similarities between the active users and their
neighbors. Actually, people do not change their favors because of the time, but the relations
or similarities among people might probably change because of time. For example, a
college student might be more similar to his current classmates than high school classmates
in preferences due to the different study environments. Therefore, we adjust the similarities

dynamically among users instead of decreasing the ratings for being reasonable.
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Chapter 4 Dynamic Similarity Collaborative Filtering

4.1 Dynamic Similarity Collaborative Filtering (DSCF)

Incremental
Data

Similarity
Calculation

\/

Generate Newest
Similarity
~—
Prediction
Calculation
= _=
Output Top-K
Largest as
Recommendations

Figure 5 : The Framework of Dynamic Similarity Collaborative Filtering

In this chapter, we will introduce the similarity calculation and the way to generate the
newest similarity in Section 4.2. We will introduce the prediction calculation in Section 4.3.
In Section 4.4, we propose an enhance DSCF based on DSCF and we will have some

discussion in Section 4.5.

4.2 Similarity calculation of DSCF
In Dynamic Similarity Collaborative Filtering, we initially define a time period pd.
The time axis could be divided into ordered time slices by the time period pd which means

the lengths of each time slice are pd. The dynamic similarity is defined in Eq.(19):



st - t-1 - At
Msim, = ¢ - Msim, ™ + (1— ) - Msim,_, 9
Here, we use similarity matrix to define Eq. (19). Similarity matrix is a 1xm matrix which

represents the similarities between the active user and other m users and the active user is

the user who received recommends by the system. Msim; is the similarity matrix from

time O totime t, «is a system adjustment parameter, called Similarity Decay Value (SDV),
ranged between 0 and 1. It represents the decay rate of similarities. The lower « is, the
larger decay effect is. The range between t-1 and t is pd. And we choose Pearson’s

Correlation as our method to calculate the similarity as shown in Eq. (1).

( user->item : rating {time) ) s

1->1193 5 (20125.18) () g0

5->661 :3(2012.3.5) | | N | e *q
. DBt71

3->914 :3(2012.6.27) 0

1->3408 :4 (2012.3.18)

""" Msim,
( user->item : rating (time) ) Msimt

9->6610:5(2012.7.8) 3 i

2->6610:3(2012.7.15) DB’

....... | *(1-0)

Figure 6: The framework of Dynamic Similarity Collaborative Filtering

The concept of Dynamic Similarity Collaborative Filtering is shown in Fig. 6. When

the current time is t, the time range is from time O (the beginning of the system) to time t.

The data is divided into previous and current data sections, respectively named as DB;*

and DB/, in Fig. 6. The data reflects the relationships among users in the time segments

22



in the two data sections. We individually generate similarities matrix for the two data

sections and respectively named as Msim;™ and Msim; ,. Afterwards, we combine the

two similarity matrixes by weighted sum to generate Msim; which represented the

similarity matrix from time 0 to time t. In addition, we use the same way to calculate

similarity matrix Msim, ,. When the time is t-1, the whole data could be divided into the

previous one(0 to t-2) and the current one(t-2 to t-1). The two similarity matrixes could be

generated as Msim;? and Msim, . Therefore, Msim;* is the weighted sum of

Msim; and Msim; . To avoid the confusion, we call the similarity matrix of the current

data as “semi-similarity matrix” (the data from last time period to the present time period)
and call the similarity matrix of-the previous data as “period-similarity matrix™ (the data

from 0 to the last time period):

4.3 Prediction calculation of DSCF
The second step of Collaborative Filtering uses the similarity values to predict the

unknown ratings. In DSCF, we use the latest period-similarity matrix to predict the future.

For example, the prediction at time t is generated by period-similarity matrix Msim;™ in

the time t-1. As the same way, we use Msim; to predict data of next timestamp t+1, when

the time is t.
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Figure 7: The framework of prediction in DSCF

4.4 Enhanced DSCF

The accuracy of DSCF is much better than the traditional Collaborative Filtering and
most of the existing dynamic CFs. However, according to-the benefit of time slice division,

we have enhanced DSCF by the feedback of Similarity.-Decay Value (SDV) which is the

@ in Eq. (19)

Before watching : After watching :

Figure 8: Example of the enhanced DSCF
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In DSCF, we fixed SDV to calculate the predicted rating of unknown items. As time
goes by, these unknown ratings could be known. As the example in Fig. 8, an active user
has not watched “Avengers” yet. With his historical records of other movies’ ratings and a
fixed SDV 0.2 (set as a system parameter), we might compute the predicted rating of
“Avengers” as 3.86 before watching it. Some day in the future, the active user watch
“Avengers” and rate it 2. With the actual rating 2, we could then derive a better SDV to be
closed to the actual value. Like we show in Eq. (20), we could derive a better SDV 0.68.
When SVD is 0.68, the prediction of active user on “Avengers” becomes 1.7 which is
closer to the actual value. Thus, we find a more appropriate SVD to the active user than
using a fixed system parameter. We call this SDV as ASDV (Actual similarity decay

value).

Prediction phase:

sim,, = a-sim}, +(1—a)-sim};=0.2*(-0.2) +(1-0.2)*0.8 = 0.6

sim,, =a-sim;, + (1-a) - simg; =0.2*(=0.45) + (1-0.2) *0.5=0.31

(5-2.3)*0.6+(4—1.7)*0.31
0.6+0.31

p=13+ ~3.86

Feedback phase:

. (5-2.3)*sim,, +(4-1.7)*sim,,
sim, , +sim,,

2=13

N (56-23)*[a-sim, + (1 —a)-sim]; ]+ (4-1.7)*[e - sim], + (1) -sim ,

[a-sim, +(1—a)-sim} ]+[a-sim, +(1-a)-sim],

=13

- =0.68 (20)

In other words, we first assume the predicted rating as an unknown value, other

values (i.e. similarities, SDV, averages, ratings) as known values. Second, we use these
25



known values to solve unknown value. Third, when we know the actual value relative to a
predicted rating, we assume SDV as unknown value and other values(i.e. similarities,
actual value, averages, ratings) as known values, then solve the unknown values(ASDV).
Each actual value would compute an ASDV and an active user might not merely have one
ASDV because he has rated more than one item in a single time slice. For an active user
with single SDV at a time slice, we take the mean of these ASDVs to replace SDV of the
active user at the time slice.

In the following, we are trying to calculate the close form of ASDV to prove that

ASDV could be derived when the rest of the values (ratings, averages, similarities) are

known.
Assume — Zl}—1“] | =1})simg, (r,=r)= D
= = b APl o\
fal =fat SK - simg.
j=17a )
k —. " k . k ., .,
A T 2 (6 —1y)simy | DD -sim, ) >, D [a-sim; ; +(1-a)sim; ;]
al ~ 'a T kKo . q ko . 4 k — s
Zj:lmmm ZJ_:lsma]j Zj:l[oz's,lm‘,ﬂ,j +(1—a)sim; ;]

k . . .
) ZH D, [sim] ; +a-(sim] ; =sim] )]

Y Isim? o (sim] | —sim? ;)]
Assume Aa',—E = X
=X [sim] | +a-(sim] | —sim? )] =" D[sim] | +a- (sim ; —sim{ ;)]
:X-a-zl;:l(sim;’j —simg,j)—a-zl;l D, (sim, ; —sim’ ) =Z?=1Dj sim | —thzlsim;j
=a-[X-Y (sim]; —sim] )=>"" Dy(sim, ; —sim }]=>"" D;-sim;; ~X>"" sim,

k HY ey k m”
DDy -simy ; — X -sim] ;) > [(D; =X) -sim] ]

: a = k H / H 14 H ! H 14 = k H " H !
ijl[X(smad. —sim; ;) — D, (sim; ; —sim ;)] Zj:l[(Dj — X)(sim} ; —sim; ;)]

(21)

26



Where A, ; is the actual value of user a on item i, r,, is the rating of user j on item i,

i

r, is the average rating of user a, sim, is period-similarity between user a and j, and

sim; ; is semi-similarity between user a and j.

4.5 Discussion of DSCF
In this section, we discuss two issues of DSCF: (1) why is DSCF dynamic. (2) the

real-time effect of DSCF

45.1 Why is DSCF dynamic
The concept of dynamic in Collaborative Filtering is that newer data should contribute
more than older one in similarity computation. To prove DSCF is dynamic, we extend

Eq.(19) as follows:

Msim; = ¢ - Msim{ ™" + (1— ) - Msim|

=a-[a-Msimi? +(1—a)-Msim 3]+ (1—a)-Msim;_,

=a® -Msim{? +a-(1—a)-Msim "} + (1—a) - Msim;_,

=a’ [a-Msim{® +(1—-a)-Msim2. 2]+ a - (1—a) - Msim "} + (L— ) - Msim|

=a’ - (l-a)-Msim{® +a® - (1—a)-Msim? + a - (1— ) - Msim 3 + (1—a) - Msim;_,
-1 _

= = Za' ‘1-a)-Msim;
i=0

(22)
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We find that the oldest period-similarity matrix (Msim,, similarity between the

beginning of the system and first time period) has the highest power of «. Since the
adjustment parameter « lies in the range (0,1), higher power would have lower value. In
conclusion, the newer similarity matric would have lower decay. Therefore, we proved that

our method matches dynamic property.

4.5.2 Real-time effect of DSCF

Real-time property is important for online services. Most internet users do not have
patience waiting for web executing for long time. Thus, the algorithm should be as fast as
possible and the repeated computations of old data should be as low as possible. In fact,
Collaborative Filtering is an efficient algorithm comparing with other works such as some
of clustering-based filtering or-hybrid-based Recommendation System.

Nevertheless, the repeated computation of old data for Collaborative Filtering might
cause significant problems in<practice. In-all-of existing Collaborative Filtering based
algorithms, they have only one similarity-matrix which represents the relationships among
users for whole time. So when the system receives new data, these existing algorithms
have to calculate both new and old data. This causes redundant computation. Since the old
data would not change, we do not need to calculate the same data repeatedly.

In DSCF, we only have to compute the incremental data to generate the
semi-similarity matrix. The old data is reflected in period-similarity matrix and it is not
necessary to execute again. Therefore, we could reduce the unnecessary calculation

extremely.
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Chapter 5 Experimental Result

In this chapter, we present a comparison of accuracy and execution time between
DSCF and traditional Collaborative Filtering which do not consider about time and three
dynamic Collaborative Filtering we mentioned in Section 2.2: Time Weight CF [10],
Gradual Forgetting CF[19] and Decay Function [32] All the programs are compiled in
Microsoft Visual Studio 2010 in Windows 7, with Intel core i7-2600k CPU and 16GB main
memory. We use two famous datasets in Recommendation System, MovieLens [37] and
Netflix [38]. All algorithms are compared in the Mean Absolute Error (MAE), Precision/
Recall and execution time for both datasets. We also show the MAE comparisons in

different SDV in DSCF and enhanced DSCF.

5.1 Evaluation methods

To evaluate the accuracy .of each methods, we propose three measurements: Mean

Absolute Error(MAE), Precision and Recall which are defined as follows.

ZL'Xi B yi|
N

MAE = ==
(23)

where N is the number of active user’s ratings. X identifies the predicted rating for the

i-th item of active user. y, is the true rating for the i-th item of active user.

#hits
#recommendations (24)

precision =

where #recommendations is the number of recommendations. #hits is the number of

items which are both relevant and recommended.
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#hits

recall =——
#relevent (25)

where #relevent is the number of relevant.

Besides, we calculate execution time to show the real-time property of our proposed
method.

In order to evaluate the prediction qualities, we have to assume some ratings in the
dataset as unknown ratings, predict the unknown ratings and then compute the errors
between predicted ratings and actual ratings. Therefore, we divided the whole dataset as
80% training set and 20% testing set which means 20% of the ratings is treated as
unknown rating. We use the training set to calculate the similarity matrix of users and

predict the rating of items in the testing set.

5.2 Dataset Movielens

Movielens is provided and maintained by University of Minnesota. It collected over
100M ratings of 3,900 movies made-by 6,040 users. We use this dataset to evaluate in

terms of MAE, precision/recall and execution time in different algorithms.
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Figure 11: MAE comparison for dataset “MovieLens”

Fig.11 shows the MAEs. of traditional .CF, Time-Weight CF, Gradual Forgetting,

Decay Function and DSCF for dataset Movielens. The result shows our method, DSCF,

has the best quality than other works. The other-dynamic CFs also have good results in

MAE. Traditional CF which does ‘not consider about time has the worst result. This means

it is significant to consider the time influence in Collaborative Filtering.
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Fig. 12 shows the MAEs in different Similarity Decay Value (SDV) of DSCF and the
MAE of enhanced DSCF for Movielens:"'We find that in DSCF, the decision of SDV has no
regular rule. This means SDV is highly dependent on different data. Heuristic method
might be a way to find SDV. However, enhanced DSCV can automatically generate a

proper SDV. Also, with different SDV for different users, the accuracy also have improved.
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In order to guarantee that the accuracies of our proposed method are confident,

we use precision and recall evaluation measurements to further prove the accuracies.

Fig. 13 shows the precision of traditional CF, Time Weight CF, Gradual Forgetting,

Decay Function and DSCF for dataset MovieLens, It has similar result as Fig.11,
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DSCF has best accuracy than other works. Collaborative Filtering without considering

time has the worst accuracy.
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Figure 15: Comparison of execution time for dataset “MovieLens”

To evaluate the execution time, we simulate a system using whole year data and
output recommendations at the end of a season. So we divide the whole data into four parts
by the time which every part have the same time slice length. We calculate similarities
once of each part and record the execution time. And compute the prediction in the end of
the whole data. Fig. 15 shows the execution time of each method. Our method has better
performance in execution time since we have only execute the incremental data at each
timepoint. Other works have to execute all of data from the beginning to the end. Therefore,

our method has better design in practice.
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5.3 Dataset Netflix

The second dataset we used is Netflix. It is constructed to support the Netflix Prize.
The data has over 100M ratings of 17,770 movies made by 480,189 users. We also
compare the algorithms in terms of MAE, precision/recall and execution time for this

dataset.
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Figure 16 : Comparison-of MAE for dataset “NetFlix”
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According to Fig. 16 to Fig. 20, we-almost has the same conclusion as in dataset
MovieLens. In accuracy evaluations, DSCF has the highest accuracy than the existing
works .DSCF with verification-is higher than every value of SDV. And we always has the

best performance in execution time.
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Chapter 6 Conclusions and Future Work

In this thesis, we propose a new framework on Dynamic Collaborative Filtering based
on the decay of similarities among users in order to solve the unreasonable pheromone of
other Dynamic Collaborative Filtering works. The experimental results show that our
proposed method has higher accuracies on both MAE and precision/recall measurements.
In the other words, our predictions present well on both of the items which users
potentially have interests or not. This ensures our predictions satisfy some users who have
special interests. Furthermore, the results show that our assumption, people do not actually
change their favors on an item but the similarities among people change because of time, is
correct. In our architecture we divide the data into several segments. This manner not only
supports incremental similarity calculation, but reduces the repeated computation of old
data. Thus, our work fits real-time property. better than other works and also be more
appropriate in practice.

For the future work, we have some suggestions:

(1) We want to design formulas for-dynamic-CF." In our work, the similarities and
prediction calculation formulas are the same as traditional CF. The formulas are
designed as static, in other words, they have no time factor. We achieve dynamic
property by multiplying a decay coefficient on similarities. We believe that a
well-designed dynamic formula will not only raise the accuracies but also improve the
execution performance.

(2) Practically, a Recommendation System should be hybrid-based. Because the
complexity of human-behavior and various items in the system, it has to cooperate with
many analyzed algorithms to reinforce the accuracy. Nonetheless, too many
calculations may cause lower performance. Accordingly, we look forward to develop a

well-designed hybrid-based Recommendation System.
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