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 Due to the proliferation of mobile applications (abbreviated as Apps) on mobile devices, 

users can download and execute Apps to facilitate their life. Clearly, Apps usage logs on 

mobile devices reflect users’ behavior. Given Apps usage logs, we intend to mine Apps usage 

patterns, which refers how and when Apps are used. To save the energy consumption for 

Apps usage logs generation, Apps usage logs usually record when Apps are executed. In other 

words, only temporal information is collected in Apps usage logs. With only temporal 

information is available in Apps usage logs, for each App, its usage pattern consists of three 

features: global-frequency, temporal-frequency, and periodicity. Explicitly, the global 

frequency of Apps refers the number of executions from the global view of Apps usages, the 

temporal-frequency of Apps is used to capture the execution distribution of Apps within a 

pre-defined time slot, and the periodicity is to identify whether Apps is periodically executed 

or not. In light of the three features of Apps, we address the mobile Apps usage prediction 

problem. Given a query time and the number of Apps, denoted as K, the top K Apps that are 

likely to be executed at the query time are generated. Based on Apps usage patterns, we 

propose two prediction algorithms: naive prediction algorithm and adaptive prediction 

algorithm. In particular, we derive the probability model for each feature in Apps usage 

patterns and give a set of Apps with their features, the above two algorithms could select top 

K Apps. To evaluate our proposed methods for mining Apps usage patterns and two proposed 

prediction algorithms, two real mobile Apps usage datasets are used. The experiment results 

show that our proposed methods can discover the Apps usage patterns effectively and our 

proposed prediction algorithms are able to accurately predict the Apps, and demonstrate the 

advantage of using Apps usage patterns for mobile Apps prediction.  
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Chapter 1

Introduction

The recent years have witnessed a considerable increase in the number of mobile devices. With

the improvement in mobile devices technologies, mobile applications (Apps) have been developed

rapidly to satisfy users’ requirements. The functionality of Apps is becoming more diverse and

powerful that users use mobile devices not only for calling but also for web browsing, shopping and

socializing. Apps also can be easily download on mobile devices through the online Apps stores.

With the increasing number of Apps, the Apps usage logs increase as well. Due to users’ daily Apps

usage are recored by the Apps usage logs, we aim at discovering Apps usage patterns hidden in

Apps usage logs.

To save the energy consumption for Apps usage logs generation, Apps usage logs usually record

when Apps are executed. In other words, only temporal information is collected in Apps usage logs.

By analyzing the Apps usage logs, we observe three features of Apps usage patterns. First, some

Apps are used periodically, as Figure 1.1(a) shown, the Alarm App is used every day so that it has

the usage period, i.e. 24 hours. Second, some Apps are not used periodically but used frequently at

some duration of time, as Figure 1.1(b) shown, although the Calories Burned Calculator App is not

used periodically, it is used frequently at some duration time, i.e. 16:00 to 17:00. Third, some Apps

are used randomly that are not related to time. For example, as shown in Figure 1.1(c) the Wireless

App is used randomly because it is not related to time, instead of location. According to above

observations, we define three features of Apps usage behaviors as periodicity, temporal-frequency,

and general-frequency. Based on these features, we propose the Apps usage pattern to capture the
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Apps usage behaviors. The Apps usage pattern consists of the three features. In this paper, we

present how to discover Apps usage patterns from a user’s App usage logs and then exploit them to

predict the user’s App usage.

Mining Apps usage patterns could be used in predicting Apps usage, analyzing user behaviors

and optimizing resource usage, such as power and memory, in mobile devices. For Apps usage

prediction task, we formulate mobile Apps prediction problem. Given a query time and one user-

defined threshold K, a list of top K Apps that are likely to be used at the query time is generated.

There are many applications related to the mobile Apps prediction. For example, with an increasing

amount of Apps installed in smart phones, sometimes, users need more time to find their Apps for

execution. With mobile Apps usage prediction, one could provide an Apps widget that could predict

top K Apps when users use their mobile phones. Another example is that by exploring mobile Apps

usage patterns, one could optimize the power and memory usages in mobile phones. Explicitly, if

mobile Apps will not be used recently, one could stop the execution of mobile Apps to save the

energy and free memory usage. By utilizing mobile Apps usage prediction, a more smarter resource

management is designed.

For mobile Apps usage prediction, Android mobile operation system and some Apps provides

a list of recent top K Apps. We claim that for some recent Apps, since users already use these

Apps to finish their tasks, these recent Apps may not be used in the near future. Since Apps usage

patterns infer Apps usage behavior, one could utilize Apps usage patterns for mobile Apps usage

prediction. Note that in Apps usage patterns, each Apps will have three features: general-frequency,

temporal-frequency and periodicity. These features capture Apps usage behaviors in terms of global

Apps usage, time-sensitive and periodicity perspectives. Consequently, how to utilize these features

for inferring the usage probabilities of Apps is an challenge issue. The other challenge issue is that

given a set of Apps, each of which has their own features, how to select the top K Apps is another

challenge issue.

In this paper, we first propose methods to derive three features in Apps usage patterns. Then, for

each feature in Apps usage patterns, we derive the usage probabilities of Apps. Note that the usage

probabilities of Apps vary with the time. Given a query time, one would efficiently derive usage

probabilities of Apps. Our proposed methods of inferring usage probabilities are very efficient.

Furthermore, in light of usage probabilities of Apps, we propose two prediction algorithms: Naive

perdition algorithm (abbreviated as AUP-NP) and Adaptive prediction algorithm (abbreviated as

2



AUP-AP) to generate K Apps. A set of Apps with their features, represented as usage probabilities, is

modeled as Apps usage probability matrix and called Apps usage probability model. The number of

rows is the number of Apps and the columns represent the corresponding usage probabilities derived

by three features. Given such an Apps usage probability model, algorithm AUP-NP is designed

according to the concept of round-robin selection. In each round of naive prediction algorithm,

AUP-NP selects the Apps that has the maximal usage probability in the Apps usage probability

matrix until the top K Apps are extracted. On the other hand, AUP-AP first evaluates and selects

the possible Apps from the App usage probabilities matrix, and then, a probability value pv is used

to control the selection of Apps. Those Apps that have their usage probabilities larger than pv is

selected. If the number of Apps selected is not equal to K, we decrease the pv and then selects

some Apps until the K Apps is selected. To evaluate our proposed methods for mining Apps usage

patterns and two proposed prediction algorithms, two real mobile Apps usage datasets are used. The

experiment results show that our proposed methods can discover the Apps usage patterns effectively

and our proposed prediction algorithms are able to accurately predict the Apps, and demonstrate the

advantage of using Apps usage patterns for mobile Apps prediction.

To the best of our knowledge, this is the first work to investigate this problem. The extensive

experiments show that the proposed methods predict the Apps usage intensions accurately and effi-

ciently. The main contributions of this paper are summarized below.

• By observing the Apps usage logs, we define the Apps usage pattern which consists of three

features, including periodicity, temporal-frequency and general-frequency.

• We present the methods of the corresponding feature to discover the Apps usage pattern from

the Apps usage logs.

• According to the Apps usage pattern, we propose the Apps usage pattern based prediction

method (AUP) for Apps prediction. In AUP, we present the Apps usage probability model to

derive the probabilities of each feature, and then we propose two prediction algorithms, naive

prediction and adaptive prediction to generate a list of top K Apps at the query time.

• Comprehensive experiments are conducted over two real datasets. The experimental results

show that our proposed method is able to predict the Apps usage accurately and efficiently.

The remainder of this paper is organized as follows: Chapter II presents some related works.
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(a) Alarm

(b) Calories Burned Calculator

(c) Wireless

Figure 1.1: The usage logs of the Alarm, Calories Burned Calculator and Wireless App for 12 days

Chapter III describes the preliminaries and our proposed system architecture. In Chapter IV, we

discover Apps usage patterns consisting of three features. The Apps usage pattern based prediction

algorithms are proposed in Chapter V. Chapter VI presents the comprehensive experimental results

and Chapter VII concludes with this paper.
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Chapter 2

Related Work

With the popularity of mobile devices and smart phone, our location, communication, movement

trajectory and even the usage of mobile applications are able to continuously captured in our daily

life. These mobile data may carry the user’s behavior and social interaction, and has attracted many

researches pay attention on mining many interesting and useful knowledge from mobile data [1, 2,

3, 4, 5, 6, 7]. [1] used the apriori-like approach to mine the associations between user interactions

and contexts from mobile context logs to characterize the habits of mobile users, and [2] discovered

the habits of mobile users to find the similar mobile users. In [3, 4, 5], the authors all focused on the

mobile search which allowed users to search, locate and access web information on mobile devices,

and [7] used the collaborative filtering technique to recommend the places where the mobile user

might be interested. There are some research works on analysis of mobile Apps. The authors in

[8] took a study on the privacy and risk security of mobile Apps. To analyze the smartphone usage

behaviors, [9] presented two contextual variables which are places and social context, and observed

the relations between smart phone usage and the two contextual. In [10], the authors presented a

probabilistic framework to mine patterns of mobile phone usage logs, but they only considered the

day time of usage. For example, in the afternoon of a day, users used the camera and photo gallery.

However, our work observes the features of Apps usage behaviors from the Apps usage logs, and

we aim at mining the mobile Apps usage patterns based on the features to predict the users’ Apps

usage intentions.

The prediction problems have been studied extensively for several years. There are many emerg-
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ing studies and application for prediction, including the buying trends, supply demands, future event,

social influence, and location prediction [11, 12, 13, 3, 14, 15]. For the location prediction [11, 12],

Jeung et al. [11] explored the association rules to represent the trajectory patterns and proposed a

hybrid prediction model that combined the trajectory patterns with the motion function to predict

the future location of a moving object, and [12] used the Trajectory Patterns, which extracted from

the previous movement patterns, to train and then built the T-pattern Tree for predicting the next

location. [3] presented a data-drive methods to analyze the local search queries and then proposed

a location-aware features for local search click prediction. [14] proposed a hybrid method based on

the probabilistic and the time-series model to predict the future events. [15] focused on predicting

social influence by formulating the prediction problem as a user-post matrix and then proposed a hy-

brid algorithm Hybrid Factor Non-negative Matrix Factorization (HF-NMF) to solve the problem.

In our work, we can not use the existing methods of prediction, such as classification and regression,

to solve the Apps usage intentions prediction problem. Since the Apps usage behaviors of a user are

different with time, and the features should be determined to consider individually or collectively

at the query time. Therefore, we propose an Apps usage pattern based prediction algorithm that

discover a user’s Apps usage patterns by considering multiple features and utilize these patterns to

predict the Apps are likely used by the user at query time.

The recommendation problems is similar to the prediction problems, and there are also many

recommendation systems have been developed in a variety of areas, such as text documents [16],

movies [17], TVs [18], web pages [19], digital libraries [20], online marketing [21], online videos

[22] and so on. However, the recommender system is to estimate the ratings for unseen items by a

user. In summary, the main theme of our work is to discover Apps usage patterns and exploit the

Apps usage patterns for Apps prediction.
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Chapter 3

System Overview

In this section, we first present some terms used in this paper, and describe the Apps usage prediction

problem, and then briefly introduce the architecture of our system.

3.1 Preliminaries

To analyze the Apps usage behavior of users, the usage logs of each App are first transformed into

App-history. The purpose of the transformation is to collect all usage logs of an App and records

the number of usage in each time slot for analyzing the features of Apps usage behaviors and later

processing.

The App usage logs and the App-history are formally defined as follows:

Definition 1. App usage logs: A usage log is a tuple (app, t), where an App app is used at time

t.

Definition 2. App-history: Given a starting time of collection ts and the length of time slot ⌧ ,

the App-history of App app is defined as AH(app) =< n
1

, n
2

, ... >, where ni denotes the number

of usage logs of App app at the i-th time slot.

From the App-history, we observe three features of Apps usage behaviors. First, some Apps

are used periodically. As shown in Figure 1.1(a), the Alarm App is used in every morning when

the user wakes up (08:00 to 09:00) to turn off the alarm and in every evening (23:00 to 00:00) the

user set the alarm before going to bed. In other words, the Alarm Apps has the usage period of 24
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hours and under this period exists some specific times. Second, although some Apps were not used

periodically, they are used frequently at some certain duration of time. As an example shown in

Figures 1.1(b), the Calories Burned App is used frequently at the certain duration of time (16:00 to

17:00). We investigate that, in one real dataset collected, the user uses the Calories Burned App as

they exercising, and he does not exercise everyday but always at certain duration of time. Finally,

some Apps are used randomly and they were not related to time, such as the Wireless App, as

shown in Figure 1.1(c). We define these features of Apps usage behaviors as periodicity, temporal-

frequency and general-frequency respectively. Periodicity means the usage of the App occurs in

a certain period repeatedly. Temporal-frequency means the App is used frequently at the certain

duration of time. General-frequency represents the usage of the App is not related to time but the

overall usage frequency.

Based on the features of Apps usage behaviors, we then propose the Apps usage pattern which

is defined by the three features. The Apps usage pattern is formally defined as follows:

Definition 3. Apps usage pattern: The Apps usage pattern of an App appi is defined as

AUP (appi) = {fgf , ftf , fp} where fgf is denoted as the feature of general � frequency and

represented by fgf =< u >, the u is the overall usage frequency, and ftf is denoted as the feature

of temporal � frequency and represented by ftf =< ub1 , ub2 , ub3 , ..., ubn >, the ubi is the usage

frequency in the i-th temporal bucket which is predefined duration in temporal domain, and fp is

denoted as the feature of periodicity and represented by fp =< p, st
1

, st
2

, ..., stn >, the p is the

usage period and in the period exists the number of n specific times st.

Given a query time, we attempt to predict the a user’s Apps usage based on the user’s Apps

usage behaviors, i.e, Apps usage patterns, and generate a top K list of Apps to represent the user’s

Apps usage intention at query time. The Apps usage prediction problem can be defined formally as

follows:

Apps usage prediction problem: Given the Apps usage logs of a user, a query time qt and a

user-defined threshold K, the list of top K Apps which are likely to be used at the query time is

generated.

8



Figure 3.1: System overview

3.2 Architecture

Figure 3.1 shows the architecture of our system, which is comprised of two main components: Apps

usage pattern discovery and Apps usage pattern based prediction. The first component operates

offline to discover a users’ Apps usage patterns from their Apps usage logs. The second component

is the key part of our system, and is conducted online based on the query time. In Apps usage

pattern discovery, there are three methods of corresponding feature to discover the features of Apps

usage patterns from the Apps usage logs. According to the discovered Apps usage patterns and

the query time, Apps usage pattern based prediction first formulate the features of these patterns as

probabilities of Apps execution and transformed into the Apps usage probability model for the top K

Apps prediction. Then, to generate the top K Apps, there are two Apps usage prediction algorithms,

naive prediction and adaptive prediction, which are designed to predict the Apps that are likely to be

executed at the query time.

9



Chapter 4

Apps usage pattern Discovery

Based on the discovered features, we define the Apps usage pattern in section 3, which is described

by the features as global-frequency, temporal-frequency, and periodicity respectively. In this section,

we present the methods to discover the Apps usage patterns for Apps usage prediction.

4.1 Global-frequency

To discover the feature of global � frequency of the Apps usage pattern, fg =< ug >, where the

ug is the overall usage frequency in the duration of Apps usage logs. In other words, the usage

frequency is the number of times for using the App. As the App usage behavior of a user is not

related to time, the statistics of the Apps usage frequency is counted to capture the feature of global�

frequency. The Apps usage logs of a user are considered and then the statistics of usage frequency

are counted from the Apps usage logs. Given the Apps usage logs of a user for m days, the ug of an

App appi is defined as follows:

ug(appi) =
freqm(appi)

m
(1)

where freqm(appi) is the cumulative usage frequency of the App appi during m days.

For example, given the Apps usage logs of a user for 30 days, for the Gmail App, if the Gmail

App is used 100 times during these 30 days, then the global � frequency, ug(Gmail) is 100/30 =

3.33.

10



Time Complexity: Discovering global � frequency of the Apps usage pattern takes O(m),

where m is the number of days for collecting the Apps usage logs.

4.2 Temporal-frequency

The feature of temporal � frequency means the App is used frequently at the certain duration

of time so that we first need to define the certain duration of time and then count the cumulative

usage frequency of the App in the duration. As above mentioned, the usage frequency is the number

of times for using the App. For the feature of temporal � frequency of the Apps usage pattern,

ft =< ub1 , ub2 , ub3 , ..., ubn >, where the ubj is the usage frequency in the j-th temporal bucket,

which is predefined duration in temporal domain. The cumulative usage frequency of the App in

each temporal bucket is counted, and given the size of the temporal bucket bks(minutes), the number

of bucket n can be computed by 1440/bks which is the total minutes of a day divided by the bks.

After computing the number of bucket, each temporal bucket should be determined. Given the Apps

usage logs of a user for m days, the ubj of the App appi is defined as follows:

ubj(appi) =
freqbj(appi)

m
(2)

where the freqbj is the cumulative usage frequency of the App appi in the j-th temporal-bucket.

For example, given the Apps usage logs of a user for 30 days and the bucket size is 60 minutes,

there are number of 24 temporal buckets due to one day is divided by 60 minutes. For the Gmail

App, if it is used 50 times during 10:00 to 11:00 in the Apps usage logs of 30 days, then for the 10th

temporal-bucket ub10(Gmail) is 50/30 = 1.66.

Time Complexity: Discovering temporal�frequency of the Apps usage pattern takes O(nm),

where n is the number of temporal bucket and m is the number of days for collecting the Apps usage

logs.

4.3 Periodicity

For discovering the feature of periodicity of the Apps usage pattern, fp =< p, st
1

, st
2

, ..., stn >,

we first detect the usage period of the App and then discover the specific times under the period.
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Figure 4.1: An example of periodicity detection

There are two steps to discover the period and specific times, including period detection and specific

time discover.

4.3.1 Period Detection

Given the App-history of an App, the goal of this step is to detect the period of the App, and the

Apps without periodicity will be eliminated. We adopt Discrete Fourier Transform (DFT) to find

all possible periods, and the dynamic cut approach [23] the most significant period, and then the

autocorrelation is to prevent the problem that DFT cannot find the significant period in the low

frequency region.

Figure 4.1(a) shows an example of an App usage histogram for 4 weeks, and Figure 4.1(b) is the

result of DFT. The frequency with maximum power is selected as the usage frequency of this App.

However, the maximum power needs to be checked whether it is significant enough. We utilize

a dynamic cut approach to check if the maximum power is high enough to determine the period

12



Figure 4.2: An example of behavior clustering

of this App. If none of the periods exceed the maximum power, then the sequence is regarded as

non-periodic. The maximum power is determined using the following method. Let rAH(app) be

a sequence which is the outcome of a random permutation on the elements of AH(app). Because

of the scramblingprocess, rAH(app) does not exhibit any pattern or period, so that we record the

maximum power as pmax which FTgram [23] of rAH(app) exhibits at any period. Only the period

in AH(app) that has higher power than pmax may considered as a real period. In Figure 4.1(b),

the red dashed line is the maximum power of shuffled sequence. Since the maximum power, P , is

higher than the red dashed line, this App is recognized as having period and the frequency is P .

Finally, in Figure 4.1(c), the frequency is mapped to the period on the autocorrelation curve, and we

can see that the mapped period is corresponding to 24 hours, as shown at P2.

Time Complexity: DFT can be executed in O(nlogn) time using Fast Fourier Transform al-

gorithm (FFT). Since autocorrelation is a formal convolution which can also be solved by FFT, its

complexity is also O(nlogn). Thus, the overall time complexity of period detection is O(nlogn).

13



4.3.2 Specific Time Discovery

After the period detection step, for an App with its period D, this step first identifies multiple usage

behaviors under the period D and then discover the specific times. Since different usage behaviors

may share the same period, we have to separate them to discover the specific times. For example, a

user may use an App at different times in weekday and weekend, but their period are both one day.

Given the period D and the App-history of an App, the App-history is first decomposed into

several subsequences, called App-pieces, and then the App-pieces are clustered so that the App-

pieces in the same cluster represent the same usage behavior. The App-pieces can be formally

defined as follows :

Definition 4. App-pieces : The i-th App-piece is defined as APS(i) = {xj|xj = Nt where i =

b t
Dc and j = b t mod D

� c}, where � is the length of time slot and Nt denotes the number of usage logs

of the App app at time t.

For example, time slot � = 6, consider the App-history of an App app from 2010-01-01 to

2010-01-02 is AH(app) =< 0, 3, 0, 0, 1, 1, 0, 0 >. Given D = 24 hours, the App-history can be

decomposed into two App-pieces: APS(1) = {0, 3, 0, 0} and APS(2) = {1, 1, 0, 0}. To identify

the multiple usage behaviors, we perform the hierarchical clustering. Figure 4.2 shows an example

of behavior identification where we first decompose the App-history into several App-pieces, and

then we utilize EDR [24] to calculate the distance of two pieces.

For each group, we discover the specific times under the period D. We use the concept in [25]

to identify the specific times. Figure 4.3(a) shows the cumulative usage in 24 hours which is derived

by the period detection step. We first separate the temporal domain into several candidate-intervals

that the variance of usage in each interval could be minimized. Given a cumulative App-piece,

the candidate-interval S = {s
1

, s
2

, ...} can be minimized by argminS

P|S|�1

i=1

V ar(si, si+1

) and

var(si, si+2

) > var for each i. The objective can be formulated as a recurrence: let n be the

number of time slots in the cumulative App-piece and MV (i, j) be the minimum variance sum from

sj to sn�1

on the premise that the sequence from si to sj has partitioned. Then, MV (i, j) can be

represented as:

MV (i, j) =

8
><

>:

0, for j = n (3)

min
k

(MV (i, k) + var(j, k)), where sum(var(i, j), var(j, k)) > var (4)
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Figure 4.3: An example of specific time interval discovery

In Figure 4.3(b), the parts are [0, 8], [8, 11], [11, 21] and [21, 24]. We than calculate the usage

of each candidate-interval and derive the local maximums of them to be the usage times. As shown

in Figure 4.3(c), [8, 11] and [21, 24] are local maximums. Finally, the specific times are the means

of usage in the local maximums which is depicted in Figure 4.3(d).

Time Complexity: Hierarchical clustering takes O(N2

), where N denotes the total number of

App-pieces [26], and to discover the specific times, generating the candidate-intervals takes O(n3

)

because it is a recurrence which can be solved by a dynamic manner, where n denotes the number

of time slots in the cumulative App-piece.
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Chapter 5

Apps Usage Pattern Based Prediction

In this section, we attempt to use the Apps usage patterns for the Apps usage prediction. We propose

an Apps usage pattern based prediction method, abbreviated as AUP which predicts the top K Apps

that are likely to be executed at the query time based on the Apps usage patterns. In AUP, we first

present an Apps usage probability model to formulated the features of Apps usage patterns as the

probabilities of the Apps execution, and then we propose two algorithms to derive a list of top K

Apps.

5.1 Apps Usage Probability Model

For the Apps usage pattern of an App, the pattern includes three features that represent the Apps

usage. To formulated the features of the Apps usage pattern as the probability of the Apps execution,

there are three measurements according to the features.

5.1.1 Global-frequency Probability Measurement

To formulate the probability of global � frequency, the usage frequency of an App and the usage

frequency of all Apps are considered. The usage frequency refers the number of executions. The

probability of global � frequency of an App represents that the App usage frequency under all

Apps usage frequency. For global � frequency, fg =< ug > of the Apps usage pattern, the ug is
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the usage frequency of the App appk, and the probability of global � frequency can be formulated

as follows:

GFP (appk) =
ug(appk)Pn
j=1

ug(appj)
(1)

where ug(appk) is the global � frequency of the Apps usage pattern of the App appk.

For example, given the Apps usage pattern of the Gmail App, and its feature of global �

frequency, fg, the ug is 100. For all Apps usage patterns, the sum of their ug is 1000, then the

usage probability of global � frequency of the Gmail App is 100/1000 = 0.1.

5.1.2 Temporal-frequency Probability Measurement

The usage probability of temporal� frequency of an App represents that, in the specific temporal

bucket, the App usage frequency under all Apps usage frequency. Before formulating the probability

of temporal � frequency, the query time tq need to be mapped to a temporal-bucket by following

computation.

Mapping(tq) = (tq � t
0

) mod (bks+ 1) (2)

where t
0

is the start time of the first temporal bucket and bks is the size of the temporal bucket

defined by previous section.

For the feature ft =< ub1 , ub2 , ub3 , ..., ubn > of the Apps usage pattern, the ubi is the cumulative

usage frequency in the i-th temporal-bucket which is determined by the above section. After the

query time and temporal-bucket mapping, the probability of temporal � frequency of the App

appk in the i-th temporal-bucket can be formulated as follows:

TFP (appk) =
ubi(appk)Pn
j=1

ubi(appj)
(3)

where ubi(appk) is the temporal � frequency of the Apps usage pattern of the appk in the i-th

temporal-bucket.

For example, given the Apps usage pattern of the Gmail App and a query time, if the query

time is mapped to 10th temporal-bucket by the mapping, the temporal � frequency of the Apps

usage pattern in 10th temporal-bucket of the Gmail App and other Apps are considered. If the
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temporal � frequency of the Apps usage pattern in 10th bucket of the Gmail App is 50 and the

sum of other Apps is 100, then the probability of temporal�frequency of the Gmail App is 50/100

= 0.5 at the query time.

5.1.3 Periodicity Probability Measurement

For the periodicity of the Apps usage pattern, the period and the specific times are discovered.

If the Apps usage pattern of an App exist the feature of periodicity, then the period of this App is

discovered. However, we can not use the usage period for formulating the probability of periodicity,

because for the usage period may exists more than one specific times and the periodicity does not

exist at any time under the period.

To formulate the probability of periodicity, we present the time distance matching between

the query time and the specific times. The closer specific time is considered for the probability of

periodicity computation. The specific time st of the App appk is defined as appk.st. Given a query

time qt, the inverted value of differences between qt and the specific time st are computed by the

time distance function TD(appk.st, qt). The TD(appk.st, qt) is defined as follows:

TD(appk.st, qt) =

8
><

>:

1 for t = appk.st (4)

1

| t� appk.st |
for qt 6= appk.st (5)

For example, if Gmail App usage has two specific times, 08:23 and 22:15 under the period.

Given a query time 09:30, the query time is matched to the specific time 08:23, because the time

distance between query time and the first specific time is 1 / | 09:30 - 08:23 | (minutes) which is

closer than the second specific time 1 / | 09:30 - 22:15 | .

The probability of periodicity represents that the time distance between the specific times and

the query time of an App under all Apps. For the periodicity of the Apps usage pattern, fp =<

p, st
1

, st
2

, ..., stn >, the probability of periodicity of the App appk can be defined as follows:

PP (appk) =
TD(appk.st, t)Pn
i=1

TD(appi.st, t)
(6)

For example, there are three Apps with the usage period, Gmail, Alarm and Calendar App. Gmail

has two specific times under the period, 08:23 and 22:15. Alarm has two specific times, 07:30 and
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Figure 5.1: An example of round-robin prediction for top K Apps

00:15, and Calendar has one specific time 10:50. Given the query time 09:30, the time distance of

Gmail is 1/58, Alarm is 1/120 and Calendar is 1/80. Thus, the usage probability of periodicity of

Gmail App is (1/58) / (1/58 + 1/120 + 1/80).

5.2 Top K Apps Prediction

The goal of top K Apps prediction is to predict the Apps which are likely used by the user at the

query time from a set of Apps usage patterns with multiple features. We propose two algorithms to

derive a list of top K Apps. One is the naive prediction and another one is adaptive prediction.

5.2.1 Naive Prediction Algorithm

Due to a user’s Apps usage patterns may include various features, round-robin selection is a naive

approach to generate a list of top K Apps from Apps usage probability model with multiple features.

A round robin is an arrangement of choosing all elements in a group equally in some rational order.

The naive prediction algorithm is designed by the concept of round-robin selection. In each round

of naive prediction algorithm, we select Apps according to the probability of each feature sequen-
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Algorithm 1: Naive Prediction
Input: Apps usage probability model, K

Output: A list of top K Apps, L

Define L = array[];1

while size of L < K do2

Of  RandomFeatureOrdering();3

foreach fi Of 2 Apps usage probability model do4

Appi GetHighestProbability(fi) ;5

add Appi to L ;6

end7

end8

return L9

tially and equally. Given a set of a user’s Apps usage patterns which formulated as the Apps usage

probability model, the naive prediction algorithm generates the top K list of Apps by selecting one

Apps based on the probabilities of each feature sequentially until the top K Apps are extracted. The

naive prediction algorithm is shown in Algorithm 1.

Figure 5.1 shows an example of the naive prediction algorithm. First of all, the feature selection

order is randomly determined as fg-ft-fp. In the first round, the App with the highest probability

is selected from the global � frequency, fg, which is the Phone App, and then the App with the

highest probability is selected from the temporal�frequency, ft, which is the Gmail App. Finally,

the App with the highest probability is selected from the periodicity, fp, which is the Alarm App.

In the second round, we start selecting the Apps with second highest probability from each feature

sequentially until the number of Apps reach to K.

However, in fact, the feature selection ordering is a critical determination for the prediction

accuracy. The different orders of the round-robin selection may produce the different top K list

and result in different prediction accuracy. Specifically, the predictive effectiveness of each feature
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Figure 5.2: An example of adaptive prediction for top K Apps

should be considered to improve the prediction accuracy. In our prediction problem, we attempt

to predict a user’s App usage at the query time, i.e., what Apps may be likely used by the user at

a specific time from the user’s App usage probability model. The App usage probability model

includes three App usage features: global � frequency, temporal � frequency, and periodicity.

Global � frequency represents the overall usage frequency of the App. Temporal � frequency

means the App is used frequently at the certain duration of time. Periodicity indicates the usage

of the App occurs in a certain period repeatedly and under the period exists the specific times. For

a prediction at the specific query time, we suppose that the periodicity has the greatest predictive

influence than others and temporal � frequency has greater influence than global � frequency.

In our experiment, we will verify that this feature selection ordering is the optimal combination for

prediction accuracy. Based on the concept of feature selection ordering, we propose an adaptive

prediction algorithm.

5.2.2 Adaptive Prediction Algorithm

In adaptive prediction algorithm, we first evaluate and extract the possible Apps from the App usage

probability model, and then, we present a probability value, pv, to constrain the usage probability

for the list of top K Apps generation, and a decreasing factor, df , to decrease the pv when the

number of Apps is not reach to K. To generate the number of K ranking Apps, there is one or more
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Algorithm 2: Adaptive Prediction
Input: Apps usage probability model, K, pv and df

Output: A list of top K Apps, L

Define L = array[];1

Set p = user defined pv;2

while size of L < K do3

foreach fi fp - ft - fg 2 Apps usage probability model do4

foreach Appi 2 fi do5

if probability of Appi >= p and size of L < K then ;6

add Appi to L;7

end8

end9

p = p ⇤ df10

end11

return L12

than one round to select the Apps. In the first round, the adaptive prediction algorithm selects the

Apps of which the usage probability of periodicity is larger or equal than pv, and then selects the

Apps of which the usage probability of temporal � frequency is also larger or equal than pv, and

finally selects the global � frequency as the same way until picks number of K Apps. If there is

no probability of Apps larger or equal than pv or the number of Apps does not reach to K, the pv

is decreased by multiplying the decreasing factor df and goes to the next round to pick Apps until

number of K ranking Apps are selected. The adaptive prediction algorithm is shown in Algorithm 2.

In Algorithm 2, the input is the Apps usage probability model, integer k, probability value pv,

and decreasing factor df . The output is the top K list of Apps. First, the pv is initialized as the user

defined value for the first round, as shown in line 2. The pv is set as 0.8 and df as 0.9 according to
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our experimental results for the high accuracy. Second, a set of candidate Apps are extracted from

Apps usage probability model, as shown in line 4 to 5. Third, an ordering list of Apps is generated

by adaptive prediction under pv, as shown in line 6 to 7. Last, if the number of Apps does not reach

to K, the pv is decreased by the decreasing factor df , as shown in line 11, and then repeat to the

second step. As the selected Apps reach to K, the adaptive prediction algorithm ends and returns the

top K Apps list.

Figure 5.2 shows an example of the adaptive prediction algorithm. Given the pv as 0.8 and the

df as 0.9, in the first round, the Apps of which probabilities are higher than pv are selected from the

periodicity, fp, which is the Alarm App, and then the Apps of which probabilities are higher than

pv are selected from the temporal � frequency, ft, which is the Gmail App. Lastly, the Apps of

which probabilities are higher than pv are selected from the global� frequency, fp, but there is no

Apps of which probabilities are higher than pv. Since the number of Apps is not reach to the user

defined K, the adaptive prediction goes to the second round and the pv is decreased by the df and

continue selecting the Apps under the pv until the number of Apps reaches to K.
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Chapter 6

Experiments

In this section, we evaluate our proposed methods for Apps usage patterns and the prediction algo-

rithms. All algorithms in our system are implemented in the Java and PHP language on a Linux

operating system computer with Intel Xeon Core 4 CPU (2.66GHz) and 8GB memory.

6.1 Dataset

To evaluate our proposed methods for Apps usage pattern based prediction, we conduct extensive

experiments on real datasets and synthetic datasets. In real datasets, there are two Apps usage

logs dataset, one is HTC dataset and another is Nokia dataset. For HTC dataset, we collect 15

participants’ usage logs from July to December in 2010 by installing a monitoring program in their

mobiles. For Nokia dataset, the data was conducted by the Nokia Research Center and the data was

collected almost 80 participants from October 2009 to February 2011. Both usage logs datasets are

used 60% for training data and 40% for testing data. Table I shows the statistical information of

Apps for our real datasets. Moreover, for evaluating the effectiveness of feature detection for Apps

usage pattern discovery, we generate the synthetic datasets from real data. Each synthetic dataset

is generated by mixing the simulated logs with individual feature and real data, i.e., each synthetic

dataset involves the individual feature respectively, including global � frequency only dataset, the

temporal � frequency only dataset, and the periodicity only dataset. Thus, we can evaluate the

results of feature detection by the ground truth in synthetic dataset.
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6.2 Evaluation measurement

To evaluate the accuracy and effectiveness of our proposed method, we use precision and mean

reciprocal rank MRR [27] for our evaluation measures. Precision is to evaluate how many times

of Apps prediction predicts correctly. In other words, precision represents the hit rate for prediction,

and it is defined as follows:

Precision =

| clicked |
| prediction | (1)

MRR is used to evaluate the ranking of Apps. The App with high usage probability should be

ranked highly. The reciprocal rank of an App is the inverse rank in top K Apps list and the mean

reciprocal rank is the average of the reciprocal ranks. The value of MRR is computed as follows,

where Q is the number of query and rank is the rank of the predicting App.

MRR =

1

| Q |

|Q|X

i=1

1

ranki
(2)

Precision can be seen as a measure for the accuracy of fidelity, and MRR is a measure for

effectiveness of a predictive App.

6.3 Competitors

To evaluate our proposed prediction algorithm, we compare our proposed algorithm, adaptive pre-

diction and naive prediction of Apps usage pattern based prediction method(AUP), which are ab-

breviated as AUP-AP and AUP-NP with other methods in our experiments. Table II lists all the

HTC Nokia

No. of Avg. Usages of a User 3492 2918

No. of Avg. Apps of a User 53 41

No. of Avg. Daily Apps of a User 21 16

Table I: Statistics information of our real dataset
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competitors in our experiments. PP is the method that only consider the probability of periodicity

for prediction. TFP is the method that consider the probability of temporal � frequency and GFP

uses the probability of global� frequency for prediction. Besides, RUP is the existing solution for

Apps prediction, which uses the recent used Apps for prediction.

Abbreviation Method

PP Periodicity based Prediction

TFP Temporal-frequency based Prediction

GFP Global-frequency based Prediction

RUP Recent used Prediction

Table II: Statistics information of our real dataset

6.4 Parameters

Table III lists all the parameters used throughout the experiments. All the parameters are set to be the

default values unless specified explicitly. In Apps usage pattern discovery, the parameters bks, clus,

and var are used: bks is the size of the temporal bucket for temporal-frequency feature discovery,

clus and var are the clustering threshold and the value of the periodgram partition for periodicity

feature discovery. Moreover, in our proposed Apps usage pattern based prediction method, AUP,

the probability value pv and the decreasing df need to be given for the adaptive prediction, which

pv is to constrain the probability of Apps to select the top K Apps and df decrease the pv when then

number of Apps is not reaching to K. In our experiments, these parameters are analyzed for effective

prediction.
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Abbreviation Explanation Default value

bks the size of the temporal bucket 60

clus the threshold of the hierarchal clustering 20

var the partition of the periodgram 50

pv the probability value 0.8

df the decreasing factor 0.9

Table III: Parameter Settings

(a) Precision (b) MRR

Figure 6.1: Prediction accuracy comparison on HTC dataset

6.5 Evaluation Results

6.5.1 Prediction accuracy comparison

First, we investigate the Apps prediction on the real datasets with comprehensive features, HTC

and Nokia datasets. Figure 6.1 is the prediction comparison of different methods for HTC dataset.

Figure 6.1(a) shows the prediction results by the precision varying with K. In general, the precision

increases as K increasing. The experimental result shows that the PP, TFP, GFP, and RU can not

predict Apps precisely even the larger K. In addition, AUP-NP improves the precision but it also can
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(a) Precision (b) MRR

Figure 6.2: Prediction accuracy comparison on Nokia dataset

not predict the Apps very precisely because it dose not consider the feature selection ordering and the

usage probability of the top K Apps for prediction. Obviously, the precision of the proposed AUP-

AP is significantly improved and the precision even can get 1 when K is 7, which shows AUP-AP

can capture the Apps usage behavior accurately. In addition, we evaluate the order of the predicted

the list of top K Apps. Figure 6.1(b) shows the MRR results by different prediction approaches. The

values of MRR are computed by the inverse rank of the Apps, and the value of the AUP-AP is much

larger than other methods, because its predicting Apps of correctness are ranked high. Figure 6.2

is the prediction accuracy comparison of different approaches for the Nokia dataset. Similarly, our

proposed method AUP-NP and AUP-AP outperforms other methods.

Second, we examine the effectiveness of our proposed methods for the usage feature detection of

Apps usage pattern under the synthetic dataset with different usage features. The synthetic datasets

are generated from real dataset with each feature of App usage behavior respectively. Figure 6.3

shows the the prediction accuracy comparison under different usage features. In Figure 6.3(a), the

synthetic data is generated according to the feature of periodicity. As expected, PP has higher

precision than other methods and the precision is able to reach to 0.6 even if K is 3. It shows that our

proposed method for discovering the feature of periodicity of the Apps usage pattern is effective

for the Apps usage prediction. Figure 6.3(b) shows TFP has higher precision than other methods

for prediction when the synthetic data is created according to the feature of global � frequency. It

also shows that our proposed method for discovering the feature of temporal � frequency of the
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(a) Periodicity only (b) Temporal-frequency only

(c) Global-frequency only

Figure 6.3: Prediction accuracy comparison under synthetic dataset with different usage features

Apps usage pattern is effective. Figure 6.3(c) shows the prediction results under the synthetic data is

generated based on the feature of global�frequency. As can be seen in Figure 6.3(c), our proposed

method GFP for discovering the feature of global � frequency is effective as well. With different

synthetic data based on different usage features, the experimental results shows that our proposed

methods can discover the features of Apps usage patterns effectively.

Third, in our proposed prediction method, AUP-AP, we address that the feature selection order-

ing is critical for prediction accuracy. For the prediction at a specific query time, we suppose that

the feature selection ordering is determined by first checking the specific time, then the duration

of time and last the overall usage frequency, which means the ordering is periodicity, temporal �

frequency and global�frequency. We use MRR to evaluate the different combinations of feature
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Figure 6.4: MRR for different feature selection ordering

ordering for prediction accuracy. P represents the feature of periodicity, T represents the feature of

temporal � frequency and G represents the feature of global � frequency. The experimental re-

sults shown in Figure 6.4, the feature ordering for first periodicity, then temporal�frequency and

last global � frequency has the highest effectiveness for prediction. Therefore, the experimental

results prove that our supposed feature selection order P-T-G is the optimal and effective selection

order for AUP-AP algorithm.

6.5.2 Sensitivity Analysis

We study the effect of the parameters in the Apps usage pattern discovery and AUP-AP for predic-

tion. First, we analyze the effect of the parameters on the Apps usage pattern discovery. To discover

the feature of temporal�frequency in the Apps usage pattern, the size of the temporal bucket, bks,

needs to be given. We analyze the effect of various bks on prediction accuracy. Figure 6.5(a) shows

the experimental results as the precision varies with bks. When bks is 60 minutes, TFP, AUP-NP

and AUP-AP all result in the highest precision. We also observe that when bks is 30 minutes, they

also have high precision. As a result, setting bks as 30 minutes to 60 minutes has better prediction

result than other values. For discovering the feature of periodicity in the Apps usage pattern, to

decide the number of behavior clusters, the behavior clustering threshold clus is the control param-

eter. Figure 6.5(b) shows the experimental results of the precision decreases with clus is 20 to 100

for PP, AUP-NP and AUP-AP. All the precision of them is decreased when the value of clus is too
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(a) Bucket size (bks) (b) Clustering threshold (clus)

(c) Partition threshold (var)

Figure 6.5: Parameter analysis for Apps usage pattern discovery

small to capture enough behavior information among few App-pieces in the later process. From the

experimental result, when clus is 20, it is a reasonable setting for high precision. To discover the

specific times of the App, the value of the periodgram partition, var, is the control parameter. The

value of var 50 means that the two partitions should be merged if the variance is smaller than 50

after merging. As Figure 6.5(c), when the value is set to 0 which means no partition, the precision

is the worst (about 40%). As setting var to 50 is the best precision in our datasets.

Second, in our proposed Apps usage pattern based prediction method, adaptive prediction (AUP-

AP), the probability value pv and df need to be given. Figure 6.6 shows the prediction precision

varies with pv and df in AUP-AP. In Figure 6.6(a), the precision increases before pv as 0.8. After pv

as 0.8, the precision almost close to the gentle. Setting the initial pv should be high. The reason is
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(a) Probability value (b) Decreasing factor

Figure 6.6: Parameter analysis for CAP

that, for the first round picking in AUP-AP, the pv needs to constrain the usage probabilities of the

top K Apps, and for next round, the pv decreases by the df . For df , in Figure 6.6(b), the pv is set

as 0.9 is the most effective for prediction. Since the df can not decrease the pv too much, when pv

as 0.8 and df as 0.5 for the first round, the next round pv will be 0.8*0.5 = 0.45 so that pv can not

constrain the probability of Apps for each features. We observe that when df as 0.9, the pv decrease

gently. For example, when pv as 0.8 and df as 0.9 for the first round, the second round pv will be

0.8*0.9 = 0.72, and the third round pv will be 0.72*0.9 = 0.64. Due to df as 0.9, the pv can constrain

the probability of Apps precisely and pv does not decrease abruptly. If we set the df as 1, the pv

does not decrease anymore. Therefore, in AUP-AP, we suggest that the pv and df are set as 0.8 and

0.9 to result in the highest precision for our datasets.
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6.6 Conclusion

In this paper, we present a novel approach to predict users’ Apps usage intentions at the query

time. By observing the Apps usage logs, we define the Apps usage pattern which consists of three

usage features, including global � frequency, temporal � frequency and periodicity. We also

propose the methods for discovering users Apps usage patterns from their Apps usage logs for Apps

prediction. Moreover, we propose an Apps usage pattern based prediction method, AUP, which

first formulate a user’s Apps usage patterns as probabilities of execution Apps for our presented

Apps usage probability model, and then we propose two prediction algorithm, naive prediction

and adaptive prediction, which select adequately the Apps from the three features of Apps usage

probability model for top K Apps prediction. Our comprehensive experiments demonstrate that our

techniques are accurate and efficient for the App usage prediction.
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