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Scheduling Techniques for Priority Transmission in Wireless

Networks

Student: Chung-Yung Chia Advisor: Dr. Ming-Feng Chang

Institute of Computer Science and Engineering

National Chiao-Tung University

Abstract

In today’s highly competitive telecommunications environment, the emphasis has shifted
to delivering innovative services to satisfy increasingly sophisticated customers’ need and to
improve the revenues of wireless operators. This dissertation has studied different scheduling
mechanisms for priority transmission in public land mobile networks (PLMNs). We
considered not only the priority in packet transmission/reception using various scheduling
techniques, but also the most efficient mechanisms for serving both normal and flat-rate
customers.

First, we study and compare three different scheduling mechanisms in the GSM network.
As the General Packet Radio Service (GPRS) network begins to provide such as
"push-to-talk" (PTT) service, delay-sensitive packets should be given higher priority in

transmission. In this paper, we study two channel allocation schemes that implement priority
ii



queues for priority packets in the GPRS network: Bitmap Channel Allocation (BCA) and
Uplink State Flag Channel Allocation (USFCA). Our study shows that the transmission delay
of priority packets in the GPRS network can be better guaranteed using USFCA.

Second, we study and compare four different scheduteghanisms in the UMTS
network. To attract more users to mobile packet services, the Universal Mobile
Telecommunication System (UMTS) operators have been prompting flat-rate packet services.
Since usage does not incur cost, flat-rate users tend to stay on line longer and occupy most of
the radio channel resources. We consider a UMTS network serving two types of user
connections: Normal User Connections (NUCs) and Flat-Rate User Connections (FRUCS).
Our goal is to maximize the revenue of the operator by giving a priority to NUCs over FRUCs
without discontenting the flat-rate. users, in. order not to lose the flat-rate users to other
operators. Uplink FRUCs may be asked to sub-rate or suspend transmission when the radio
network is fully utilized. Four ‘combinations of scheduling techniques including queueing,
guard channels, preemption and rate-adaptation, have been studied, and analytic models using
Markov processes were used to. evaluate their performances. We proposed a cost function
representing the revenue loss due to both blocked NUCs and lost flat-rate users. The system
parameters used in our analysis are based on realistic operation data. Our analytic results
indicate that the revenue loss can be minimized by using waiting queues and preemption.
Rate-adaptation is ineffective in minimizing the revenue loss because sub-rated connections
are less efficient in using radio spectrum. Guard channels for NUCs are unnecessary when
waiting queue or preemption is used. Our study may be valuable for UMTS operators in
serving flat-rate users.

Third, we study and compare four different scheduling mechanisms in the HSDPA
network. We consider a HSDPA network serving two types of user packets: charged packets
(CPs) and flat-rate packets (FRPs). Since CPs are charged by usage, they are given a higher

priority to receive downlink packets for revenue consideration. However, this priority
iv



preference may lead to poor quality of service for flat rate users. In particular, FRPs may
experience longer transmission latency and higher dropped probability. We should consider
the balance between serving the FRPs and CPs. Analytic models using Markov process were
used to study their performance. Our study shows that DDT-PQ and DGS-PQ methods are
more effective to transmit the downlink CPs especially when the downlink FRP traffic is high.
Therefore, they are better in guaranteeing the system throughput for CPs, and thus the
operator revenue can be better protected.

In the development trend of wireless network, wireless operators need to keep studying
how to satisfy the QoS requirements of the customers and have the best revenues at the same
time. The research results presented in this dissertation can be viewed as a useful foundation
for further study in the scheduling mechanisms for priority transmission in the wireless

network.

Key Words: Priority TransmissionBitmap Channel Allocation (BCA), Uplink State Flag
(USF), Flat-Rate Service, Connection Scheduling, Dynamic Discard Timer (DDT) and

Dynamic Guard Slot(DGS)
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CHAPTER 1

Introduction

In recent years, telecommunication industry is growing fast especially in mobile market.
Many technologies have been developed and deployed, such as 2G/GPRS/3G/HSDPA, VolIP,
and NGN (Next Generation Network). They provide not only the traditional voice
communication service but also many advanced data and information services. However,
technical advances no longer. drive the market trend. In today's highly competitive
environment, the emphasis has shifted-to-delivering innovative service to satisfy increasingly
sophisticated customers’ need. Customers have changed from being the passive role to active,
and operators need to focus on customers’ feeling. It is important to satisfy all kinds of
customers and make them feel that the service is tailored for them, for their benefits and
interests. Of coourse, wireless operators also need to consider the revenues when they provide
the services to the customers. To consider the customer’'s need and the revenues of the
operators, they need effective scheduling mechanisms to process the customer

uplink/downlink packets. Operators shall make a win-win new telecom business market.

1.1 Channel Allocation for Priority Packets in the GPRS Network

As the General Packet Radio Service (GPRS) network begins to provide such as
"push-to-talk” (PTT) service, delay-sensitive packets should be given higher priority in
transmission. In this chapter, we study two channel allocation schemes that implement

priority queues for priority packets in the GPRS network: Bitmap Channel Allocation (BCA)



and Uplink State Flag Channel Allocation (USFCA). Our study shows that the transmission

dday of priority packets in the GPRS network can be better guaranteed using USFCA.

1.2 Uplink Connection Scheduling for Flat-Rate Data Services in the
UMTS Network

To attract more users to mobile packet services, the Universal Mobile
Telecommunication System (UMTS) operators have been prompting flat-rate packet services.
Since usage does not incur cost, flat-rate users tend to stay on line longer and occupy most of
the radio channel resources. We consider a UMTS network serving two types of user
connections: Normal User Connections (NUCs) and Flat-Rate User Connections (FRUCS).
Our goal is to maximize the revenue of the operator by giving a priority to NUCs over FRUCs
without discontenting the flat-rate users, in order not to lose the flat-rate users to other
operators. Uplink FRUCs may-be asked to sub-rate.or suspend transmission when the radio
network is fully utilized. Four combinations of scheduling techniques including queueing,
guard channels, preemption and rate-adaptation, have been studied, and analytic models using
Markov processes were used to evaluate their performances. We proposed a cost function
representing the revenue loss due to both blocked NUCs and lost flat-rate users. The system
parameters used in our analysis are based on realistic operation data. Our analytic results
indicate that the revenue loss can be minimized by using waiting queues and preemption.
Rate-adaptation is ineffective in minimizing the revenue loss because sub-rated connections
are less efficient in using radio spectrum. Guard channels for NUCs are unnecessary when
waiting queue or preemption is used. Our study may be valuable for UMTS operators in

serving flat-rate users.

1.3 Flate-Rate Packet Scheduling for the WCDMA Systems with HSDPA

To attract more users to use mobile packet services, mobile operators have begun to
2



provide flat-rate packet services in the WCDMA system with High Speed Downlink Packet
Access (HSDPA). Since usage does not incur extra cost, flat-rate users may always stay on
line and occupy most of the radio channel resources. In this chapter, we consider a HSDPA
network serving two types of user packets: charged packets (CPs) and flat-rate packets (FRPSs).
Since CPs are charged by usage, they are given a higher priority to receive downlink packets
for revenue consideration. However, this priority preference may lead to poor quality of
service for flat rate users. In particular, FRPs may experience longer transmission latency and
higher dropped probability. We should consider the balance between serving the FRPs and
CPs. Four downlink packet scheduling methods are studied in this chapter: (1) Max. C/I first
in a priority queue (M-PQ) ; (2) CPs first in a PQ (P-PQ) ; (3) Dynamic discard timer for
FRPs in a PQ (DDT-PQ) and (4). Dynamic guard slots for CPs in a PQ (DGS-PQ). Analytic
models using Markov process were used to study their performance. Our study shows that
DDT-PQ and DGS-PQ methods are more effective to transmit the downlink CPs especially
when the downlink FRP traffic is high.“Therefore, they are better in guaranteeing the system

throughput for CPs, and thus the operator revenue can be better protected.

1.4 Synopsis of This Dissertation

This dissertation is organized as follows. Chapter 2 presents Channel Allocation for
Priority Packets in the GPRS Network. Chapter 3 presents Uplink Connection Scheduling for
Flat-Rate Data Services in the UMTS Network. Chapter 4 presents Flate-Rate Packet
Scheduling for the WCDMA Systems with HSDPA. Chapter 5 concludes this dissertation and

describes the future work.



CHAPTER 2

Channel Allocation for Priority Packets in the GPRS

Network

2.1 Introduction

General Packet Radio Service (GPRS) has been developed to provide packet data
services based on the circuit-switching GSM network. Much research has been done on
analyzing the performance of fixed or dynamic channel (i.e., timeslots) allocation to support
multiple-slot data transmission. [1-2]. However, very few studies considered special
treatments to priority packets in the GPRS network. In [3], Chew and Tafazolli give priority
to mobility management packets to ensure minimal delay. Their results indicated that the
priority queue provides shorter RAU completion time and higher packet throughput than the
others. However, the way in which-the priority queue is implemented in the GPRS network
has not been thoroughly studied.

In addition to the mobility management packets, some data services, such as "push to
talk" (PTT) are delay-sensitive; the transmission latency of voice packets is very important to
the quality of the communications. In this chapter, we study two channel allocation schemes
[4], Bitmap Channel Allocation (BCA) and Uplink State Flag Channel Allocation (USFCA),
that implement priority queues to give transmission priority to packets requiring shorter
transmission latency. We also present analytic models to analyze their performance in terms

of packet transmission delay.

2.2 The Methods of BCA and USFCA



A GSM/GPRS TDMA frame consists of eight timeslots, numbered 0-7, which can be
used for data or voice transmission. Channel allocation in the GPRS network can be
performed in unit of radio blocks. A radio block consists of four identical timeslots from four
successive TDMA frames. Uplink packet requests from a mobile station (MS) can specify
different priorities for special treatment by the GPRS network [4]. In this chapter, we assume
only two types of packets: priority packets that are sensitive to delay, and non-priority packets

that are not.

2.2.1 BCA Method

For an uplink “Packet Channel Request’” message from a MS, the GPRS network
may return a “Packet Uplink _Assignment’ message with the allocation_bitmap element
indicating the allocated radio blocks to the uplink packet request. To reduce the number
of messages exchanged between the ' MS and the network, the network allocates radio
blocks in full amount requested by the MS. As a result, when all timeslots of the network
are assigned out, new uplink packet requests need to wait until a transmitting packet

completes. The transmitting packets cannot be interrupted during transmission.

2.2.2 USFCA Method

For an uplink “Packet Channel Request” message from a MS, the GPRS network
may return a “Packet Uplink Assignment” message with a
USF_for_each_timeslot_number element indicating a specific USF value for each
timeslot allocated to the uplink packet request. For USFCA, the network broadcasts a
USF value at each downlink radio block. In the next uplink radio block, the MS assigned
with the same USF value can transmit for one radio block. In this way, the network can
schedule an uplink packet to transmit at the next radio block on a radio block by radio

block basis. As a result, a transmitting packet can be suspended at the end of a radio
5



block. The way in which multiple packets shares a timeslot is controlled the network; the
network can use various scheduling schemes, such as priority-packet-first. Fig. 2.1
shows a USFCA example using priority-packet-first scheme, a non-priority packet 1 is
assigned with USF value 1 and a priority packet 2, which needs m radio blocks to
transmit, is assigned with USF value 2 by network. Packet 1 is transmitting when packet
2 arrives at radio block n. The network suspends the transmission of packet 1, and
instructs packet 2 to transmit at downlink radio block n+1. Packet 1 can resume

transmission after packet 2 completes transmission.

radio block radio block radio blockradio block
n n+l o n+m n+m+1
) - >l P &< > P
Downlink
radio USF=1 USF=2 e USF=2| [ USF=1
block radio block radio-block radio block radio block
n+1 n+2 | n+m+ n+m+2 """
. " [ Plgis SRR
Uplin W // % //
S— 7
Transmit packet 1 Transrrmcket 2 Resume to transmit packet 1

I uplink radio blocks for transmitting-Packet L uplink radio blocks for transmitting Packet 2
(USF=1, non-priority packet) (USF=2, priority packet)

Fig. 2.1: A USFCA example using priority-packet-first scheme

2.3 The Analytic Models

Let C denote the number of GPRS timeslots reserved for transmission of data packets.
When all the GPRS timeslots are assigned, additional uplink packet requests are put in a
priority queue of siz®& maintained by the network. In the priority queue, packets of the same
priority will be served on a FCFS basis. The queuing model of BCA and USFCA schemes is
depicted in Fig. 2.2. Using BCA, the network cannot suspend the transmission of a packet

under service, but using USFCA, the network can suspend the transmission of a non-priority
6



packet, put it back to the priority queue, and start transmitting a new priority packet. This
difference is depicted in Fig. 2.2 by dotted line e.

To analyze the performance of the schemes, we made the following assumptions. The
arrivals of priority and non-priority packets form Poisson processes with mleanand
A respectively. The service time of priority and non-priority packets is assumed to be

exponentially distributed with mead/4, and 1/u , respectively. We can use the

M/M/C/B Markov process to model BCA and USFCA.

[ )
11—
a. A new uplink c. Start to
request R.,, transmit >
>
e PR 1 } d. Transmission
: e. Suspend completes
! to the USF
1
Priority queue —Scheme) N
_ * of size'B | >
b. Ry iS rejected
if the queue is full Serving timeslots

Fig. 2.2: The queuing model for BCA and USFCA schemes

2.3.1 BCA Method

In this process, statgj(k) denotes that there ar@riority packets transmitting in the
network, j priority packets waiting in the priority queud, non-priority packets
transmitting in the network or waiting in the priority queue. L®t. denote the
steady-state probability of the network in statgkj and Sm be the set of existing

states for this process.

Sm={(i,j,k)|]0<i+j+ks< (C+B),0si<C,0 (2.1)
<j<B,&ks C+B)and{+k)2Cor(j=0)}



To handle the non-existing states, an indicafior is used to indicate whether state
(i,j,k) exists or not, i.e.ix=1 if state {j,k) belongs t&m. In addition, J.-Js indicators
are used to indicate whether a specific transition exists or not. The balance equations for
this process can be expressed in (2.2) and the parameters are defined in (2.3)-(2.10).
Pi,j,k|:d/]pa+]4' k +d(/]pa,j+1k + I\/Irp(i ’ j’k)6|+lj—ﬂ<—1)

* M, 6108, AM, 08, AM 108, B |
:d(F)i,j—lkﬁpa,j—lk+R—lj+lk+1Mm (_lJ +lk+])3-1,~+1k+1)+d Pi+Lj,kM p G +1i,k)6?+l,~,k

(2.2)
+lei,j+LkMP G ’j +lk) axi+lk+épi,jk+le G 'j ’k+J)a,j k+l+dPi—Lj,kAPa-li:k
+ P| J k—]Ama kA
M,(.mn) =1 U (2.3)

| _{(c-l)ﬂm. it ( nz (C-)
M - d.m.n)= nM, - otherwise (2.4)
Oi=1, if (i+k) < C; 0, otherwise. (2.5)
0.=1, if (i+k) >C; 0, otherwise. (2.6)
0s=1, if (j==0); 0, otherwise. (2.7)
0.=1, if ((+k)>=C) and (# 0); 0, otherwise. (2.8)
Os=1, if (j==0) and {# C); 0, otherwise. (2.9)
0s=1, if (i+j+k) <C; 0, otherwise. (2.10)
From the balance equations and the constraints, = 1, the steady-state

(i.j.K)0Sm

probabilityP: ;. can be obtained by an iterative algorithm [5]. The blocking probability
of packets P..n ) ; the mean waiting time and system time of priority packets ¢ and
To om ) ; the mean waiting time and system time of non-priority packeéts.( and T _om)

can be expressed in (2.11)-(2.15).



P_m= Z Rik (2.11)

(i+]+k=C+B
Wosm :mm(i,i%ésjmm'j’k (2:42)
Tp_bm:ml‘lﬂjm(i,J%sj: j)EPi'j'k (213)
Wp_tm = i 1—1P_bm D(i,j,k)%,k[f(;)(c -i)|P (2.14)

T bm= O kP . (2.15)
"t Anp (1_ P_bm) (ivj%ésnm o

2.3.2 USFCA Method
In this process, statgjj denotes that there ar@riority packets angnon-priority
packets transmitting in the network or in the priority queue. Bet denote the
steady-state probability of.the network in'state @nd Sis be the set of existing states
for this process. x
Ss= [ )8 +]<C+B Qi<C+Bantsj<C+B (2.16)

To handle the un-eisting states, anindicafyr is used to indicate whether staitg) (

exists or not, i.e..8;=1 if state () belongs t&s .The balance equations for this

process can be expressed in (2.17) and the parameters are defined in (2.18)-(2.19).

Pi,j up aﬂj +/‘npa,j +1+ Mp (I ! J) 6—1] + an(l’ J) a,j—])

_ _ (2.17)
= Pi—lj Ap a—lj +Piyj-1Anpa,i-l+ Pi+lj I\/IpG 1 J) aﬂj * 1j+ I\/InpG 2 +]) a,iﬂ
cU , if(m=Q)
Mp(mn)={ H, _ (2.18)
mil_, otherwise
0, if (m=C)
M (mn) = (C-m)y,, if (m+n)=C) (2.19)
ni . otherwise
From the balance equations and the constran;@f v = 1, the steady-state

probabilityP:; can be derived by an iterative algorithm. The blocking probability of
9



packets P_us) ; the mean waiting time and system time of priority packet { v+ and
To us) ; the mean waiting time and system time of non-priority packeté, (< and

Tw_us) can be expressed in (2.20)-(2.24).

Z (2.20)
I+J C+B
1 :
W, us = O (l _C)Epl (221)
P- Ml— P us) (i,nus%,(»c) J
1 .
T _ oOYiP. (2.22)
P T 0= Pue) (i,i%usc !
1

Wn = D
PO Anp (1_ P_USF)
ZjEPi,j+ Z(H'J_ )

(i.1)PSus (i=C) (i,1)8usry(i<cC) i+5>C)

Tn = (224)
PV (1 Pus:j ]%JSJ:

(2.23)

2.4 Numeric Results

The total number of data channeld (s set to be 4 and the queue siBgi§ set to be 4.

We compare three channel allocation schemes. The first two are BCA and USFCA schemes
described in the previous section. The third one is a simple FCFS channel allocation scheme
with a FIFO queue of the same siB).(The simple FCFS scheme can also be modeled as a
M/M/C/B Markov process, leWw s and T .. denote the mean waiting time and
system time of packets.

The mean service time of one packetlfx/, and 1/, ) is assumed to be  0.0625
seconds with one timeslot allocated. This represents approximately an average 105 bytes per
packet under the GPRS CS-2 coding scheme and is near the average uplink packet sizes. For
packet arrival, A » is fixed at 32 packets/second and varies in the range of 8-32

packets/second.
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Priority packet arrival rate (packets/sec)

Fig. 2.3: The mean waiting time-and system time of uplink packetg fer = 32

packets/secondand/ » = 8-32 packets/second

In Fig. 2.3, the results indicate both-BCA and' USFCA schemes provide shorter mean
waiting time and system time for priority-packets than the simple FCFS scheme at the cost of
longer mean waiting time and system time for non-priority packets. The improvement and the
cost become more significant as the priority traffic increases. In addition, the improvement
and the cost of USFCA scheme are more significant than those of BCA scheme. This is
because when there is no free channel, USFCA scheme can suspend the transmission of a
non-priority packet and start transmitting a new priority packet, but BCA scheme cannot. The
improvement on mean waiting time and system time for priority packets over the simple
FCFS scheme can be as large as 0.025 seconds when the priority packet arrival rate is the 32
packets/sec, the transmission delay can be greatly reduced to an extend of nearly 72%. This

0.025 seconds difference could be critical for real-time voice communications.
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2.5 Conclusions

This chapter, we studied BCA and USFCA schemes that implement priority qonélies
GPRS network. Both schemes provide shorter mean waiting time and system time for priority
packets than the simple FCFS scheme at the cost of longer mean waiting time and system
time for non-priority packets. In addition, the transmission delay of priority packets using
USFCA can be better guaranteed than that of BCA especially when the GPRS traffic is

heavy.
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CHAPTER 3

Uplink Connection Scheduling for Flat-Rate Data
Services in the UMTS Network

3.1 Introduction

The Universal Mobile Telecommunication System (UMTS) using Wideband Code
Division Multiple Access (WCDMA) radio technology represents an evolution in terms of
capacity, data rates and service capabilities, from the GSM/General Packet Radio Service
(GPRS) network [6]. It is an integrated solution for mobile voice and data with wide area
coverage and high data rates. The UMTS network-can provide packet data rates up to 384
kbps in high mobility situations, and as high as 2 Mbps for stationary users. The packet data
usage of current UMTS users is/not popular because of the lack of popular mobile data
applications and the high cost of data transmission. To attract more packet data users, UMTS
operators have begun to provide flat-rate packet services. Flat-rate users pay fixed monthly
charge for un-limited data packet transmission. Since usage incurs no extra charge, flat-rate
users tend to keep data connections alive longer, and occupy most of the network resources.
Without special treatments for different classes of user connections, normal users who are
charged by usage may be blocked from accessing the UMTS network.

Since blocked normal user connections result in revenue loss of the UMTS operator, to
increase the revenue, normal users should be given priority on transmission. On the other
hand, if flat-rate users experience blocked connections frequently, the discontent flat-rate

users may switch to other service providers. The loss of flat-rate users leads to revenue loss
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too. Therefore, a balance needs to be found in allocating radio resources to normal users and
flat-rate users. In this chapter, we propose a cost function representing the revenue loss due to
both blocked normal users and lost flat-rate users. Since the revenue loss on both situations
depends on the blocking probabilities, we investigate scheduling techniques, including
queueing, guard channels, preemption and rate-adaptation, to keep the blocking probabilities
of normal users and flat-rate users at different levels, and to minimize the cost function, i.e.,
the revenue loss. We consider the aforementioned four scheduling techniques, because they
have been repeatedly used in giving transmission priority in mobile networks. However, no
one has investigated the effectiveness of these four scheduling techniques in maximizing the
revenue of UMTS operators serving flat-rate and normal users.

Much research has been done on the mobile network in giving transmission priority to a
certain type of service. In mobile_networks, terminating a handoff call is considered a higher
cost than blocking a new call. When a handoff call arrives, but there is no free channel in the
cell, the handoff call can be placed in a queue and handoff is delayed until free channels
become available [7]. To further give a priority to handoff calls, a small number of free
channels called guard channels can be reserved for handoff calls. Guard channels significantly
reduce the forced termination probability of handoff calls at the cost of blocking more new
calls and reducing the system throughput [8]. To increase the total carried traffic and improve
the perceived service quality, Guerin put originating calls in a queue when the network has
very few free resources [9]. Zeng, et al, also proposed that both the new and handoff calls can
be queued, and showed that the forced termination probability of handoff calls decreased
drastically with only a small increase in the blocking probability of new calls [10]. For
integrated voice and data communications, Zeng, et al, presented a system with two queues
for handoff calls, one for voice and the other for data. Their results showed that the forced
termination probability of voice handoff calls and the average transmission delay of data

connections decreased by increasing the size of handoff queues [11]. Leong, et al, presented a
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system with two buffers for data calls, one for new data call and the other for handoff. Their
results indicated that the Quality of Service (QoS) can be guaranteed for both voice and data
services in a multi-cell environment [12].

Preempting a low priority call to free radio resources for high priority calls is another
effective way to ensure transmission priority. However, this approach usually preempts data
calls only, because cutting off voice communications can be very annoying to the users.
High priority of real-time traffic, such as voice and video, can preempt non-real-time traffic
(data). Several researchers have shown that the preemption of non-real-time data can
guarantee QoS for real-time classes, and achieve high channel utilization [13-14]. Kim, et al,
proposed that high priority voice calls can preempt low priority voice calls. Voice calls that
have low SIR and long duration are: considered low priority calls, which can be preempted to
improve the entire network performance [15].

Sub-rating current calls tofree radio resources for new or handoff calls is another way to
reduce blocking probabilities. A serving full-rate channel can be temporarily divided into two
half-rate channels when the ‘network is fully utilized; one to serve the existing call and the
other to serve the handoff call [16]. Chen, et al, studies GPRS networks where a data session
can occupy more than one GPRS data channel. When there are no free channels upon the
arrival of a voice call, one slot of an existing multi-slot GPRS data session is de-allocated for
the new voice arrival [17]. Their results show the voice blocking probability can be greatly
reduced, especially at high GPRS traffic load.

Most of the researches focus on reducing the blocking and forced termination
probabilities of high-priority connections. However, very few studies have been done on
maximizing the operator revenue for mobile networks serving flat-rate users, as well as
normal users. In this chapter, we investigate combinations of the scheduling techniques
aforementioned to maximize the operator revenue. We propose a cost function that represents

the revenue loss of service providers providing both flat-rate and per-packet charging services.
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An iterative algorithm has been developed to determine the optimal number of guard channels
and the best combination of scheduling techniques in minimizing the revenue loss. Our study
may be valuable for UMTS operators in serving flat-rate users. The notations we use in this

chapter are listed in Table 3.1.

Table 3.1 The usage of the system notations in uplink connection scheduling for Flat-Rate

Users

Notation Meaning

B The size of the NUC waiting queue

C The cost function

C The monthly revenue loss due to lost flat rate
users

Cuin The minimum value of the cost function

C, The monthly revenue loss due to blocked NUC5s

G The number of guard channels

Gopt The optimum number of guard channels

Lon The average NUC queue lengths

Lor The average FRUC queue length

Ne The number of full-rate connections

N:(y) The maximum number of full-rate connections
when there arey half-rate connections
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NFF(i !j 1k)

The number of full-rate FRUCs in statej (k)

Ny The number of half-rate connections

N, (2) The maximum number of half-rate connections
when there arez full-rate connections

Nue(i,],K) The number of half-rate FRUCs in staitg,(k)

Nirsrr(i L ,K)

The total number of full-rate and half-rate FRU(

in state {, j, k)

Cs

Pgr The blocking probability of FRUCs

Pen The blocking probabilities of NUCs

P The probability that the first events occurs to a
serving half-rate FRUC is being full-rated

Pec The probability that the-first events occurs to a
serving full-rate:FRUC is completion

Pep The probability that the first events occurs to a
full-rate serving FRUC: is being preempted

Prprm The probability that a serving full-rate FRUC is
preempted before its completion

Prs The probability that a serving full-rate FRUC is
sub-rated before its completion or preemption

Pesr P =1-P.-PF,—-PF;

Pk The stationary state probability of the network i
state (,j,K)

Ps The probability that the first events occurs to a
serving full-rate FRUC be being sub-rated

Psc The probability that the first events occurs to a
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serving half-rate FRUC is completion

Ps The probability that the first events occurs to a
serving half-rate FRUC is being preempted

Psorm The probability that a serving half-rate FRUC ig
preempted before its completion

Pesr P =1-Py. -P. -Py

Por The queueing probability of FRUCs

Pon The queueing probability of NUCs

Sui Scheduler with guard channels, waiting queues
rate adaptation, and preemption scheduler

S the set of all existing transition states of SAIl

S\Prm Scheduler without preemption

S\rA Scheduler without rate adaptation

Swo Scheduler without the NUC waiting queues

Tx The average transmission rate of serving FRUCs

Q The size of the FRUC waiting queue

Whe The waiting time of FRUCs

Wy The waiting time of NUCs

a The cost weighting factor of flat-rate users

ac The activity factor of full-rate connections

ay, The activity factor of half-rate connections
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The departure threshold of FRUC blocking

probability
Or The nominal capacity of a full-rate connection
oy The nominal capacity of a half-rate connection
At The arrival rate of FRUCs
An The arrival rate of NUCs
1/ e The average service time of full-rate FRUCs
1/ tn The average service time of NUCs
4.« An indicator to indicate whether state (i,j,k) exis
or not
£ The traffic load of NUCS
{ The inter-cell interference factor for a cell
Q(N:,Nw) | The total transmission power received by the

RNC in a cell

3.2 System Models and Assumptions

A UMTS network consists of three interacting domains: Core Network (CN), UMTS
Terrestrial Radio Access Network (UTRAN) and mobile stations (MS). The UTRAN
provides the air interface access method for MSs [18]. A Base Station is referred to as Node B;
the control node for a group of Node Bs is called a Radio Network Controller (RNC).
Wideband CDMA technology was selected to be the air interface of the UTRAN. To be
specific, we study the Frequency Division Duplex (FDD) WCDMA operation in this chapter.

A RNC can allocate a physical dedicated radio channel (D_CH) to an MS by through a
RAB assignment procedure [18-20]. Fig. 3.1 depicts the message flow of a D_CH assignment

procedure. In Step 1, an MS establishes a Radio Resource Control (RRC) connection with the
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RNC before creating a Packet Data Protocol (PDP) context between the MS and the GGSN.
In Step 2, the MS sends an “Activate PDP Context Request” message to the SGSN with a
QoS element indicating service class (conversional, streaming, interactive or background
data). In Step 4, the SGSN sends a “RAB assignment request” message with RAB parameters,
which will be described in more details later, to the RNC to establish a RAB connection
between the MS and SGSN. After the D_CH is established in Step 5, the MS can start to
transmit/receive packets to/from the CN in Step 6. When necessary, the RNC can instruct the
MS that packet transmission of the connection should be stopped, continued or change the
transmission rate on its assigned D_CH by a Radio Bearer (RB) reconfiguration procedure as
indicated in Step 7. The MS should comply with the instructions. After the MS completes

transmission, the RB and RRC of the'MS can be released in Steps 8 and 9.

< >

4 1.RRC request

2.Activate PDP Contextrequest 3.Create PDP Context
(QoS) (Qos)

<
<

4. RAB assignment request
< > (RAB parameters)
5.Radio Bearer setup
(D_CH)

“Connection”

| i AT A A A A A A A A A A A A A4
% >

6.Transmit data between UE and PCN

7.Radio Bearer reconfiguration
(stop/continue/rate-adapted)

< >
< >

8.Radio Bearer release
(D_CH)

A
v

9.RRC release

Fig. 3.1: The Radio Access Bearer (RAB) assignment procedure
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The RAB parameters sent from the SGSN to the RNC in Step 4 can be used to instruct
the RNC the scheduling policy of the data connection. The parameters include a Priority
Level element, a Pre-emption Capability element indicating the capability to preempt lower
priority RABs, a Pre-emption Vulnerability element indicating whether the DCH is vulnerable
to be preempted or not, and a Queuing Allowed element indicating whether the RAB request
can be queued. In addition, Maximum Bit Rate and Guaranteed Bit Rate elements indicate the
transmission rate of MSs. These RAB parameters can be used to instruct the RNC how to
schedule the packet transmission

A user connection starts at the establishment of a RRC between the MS and the RNC, as
shown in Step 1, Fig. 3.2, and ends at the disconnection of the RNC. We assume there are two
types of user connections in the UMTS network; Normal User Connections (NUCs), which
are assigned a higher priority ‘in_transmission, and Flat-Rate User Connections (FRUCS),
which may be sub-rated or suspended when the. network traffic load is high. When a
connection is sub-rated, its'transmission rate and transmission power can be reduced, and thus
transmission power allowance is.released for_other connections. Since NUCs are charged by
the volume of packet transmission, a NUC tends to be shorter, such as sending an e-mail or
uploading short files. On the other hand, FRUCs pay fixed monthly fee no matter how many
packets they transmit, a FRUC is generally longer, such as playing on-line games and using
peer-to-peer applications.

In UMTS R99 network, the uplink data transmission can only be scheduled on
connection level, but not on packet level. This is because after DCHs are allocated to MSs, the
MSs can start or pause data transmission anytime without notifying the RNC. However, the
RNC can suspend or sub-rate the uplink connection as we have described. On the other hand,
downlink data transmission can be scheduled on packet level, because all downlink packets
are stored and forwarded by the RNC. The RNC can determine priorities in forwarding

different classes of packets. As a result, uplink and downlink transmissions may require
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different scheduling techniques. In this chapter, we consider the scheduling for uplink data
connections only. We use the CDMA uplink soft-capacity model to estimate the uplink total

bandwidth of a cell in system.

3.2.1 CDMA Uplink Capacity Model

The capacity of a CDMA network is not fixed; it has so-called “soft capacity”. Since
a FRUC can be sub-rated, we consider two transmission rates of data services from MSs,
full-rate and half-rate data connections. We can obtain the limit on the total transmission
power received by the Node B in a cell from Equation (1) [2&]. and a« denote the
activity factor of full-rate and half-rate data connections in a cell, respectiielyand
N« denote the numbers of.MSs using full-rate and half-rate data connections,
respectively. & denotes theominal capacity of a full-rate data connection, i.e., the
portion of total transmission power received by the Node B in a éelldenotes that of a
half-rate data connection [22); "is the inter-cell interference factor for a cell which can

be obtained from measurements [23].

1
QA NN) =EXNEXE+a XN X <
(1+4) Q)

From Equation (3.1), we can obtain tRele capacity of MSs using full-rate and
half-rate data connections in a cell as in Equation (3)\2)(y)denotes the maximum
number of full-rate serving MSs in a cell when thereyahalf-rate serving MSs and
N;, (z) denotes the maximum number of half-rate serving M3scell when there a=
full-rate serving MSs. In particularN;. (0) denotes the maximum number of full-rate

serving MSs in a cell, andN}, (0)  half -rate serving MSs.
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i = 1 x Nk X X yX
NF(y)—n'a{N:(:HZ)Z(a& NexX&+anxy d)}

N;(z):nn{l\h(ljz)z(a&xzxci +ar+><l\hxc¥)}

(3.2)

In the analysis below, we assume the spread spectrum bandwMltof (the
WCDMA network is 5 MHz, the full-rate data transmission is 128kbps and the half-rate
is 64kbps. The two data rates are the default uplink data rates provided in CHT UMTS
R99 network. According to the 3GPP specification [24], full-rate and half-rate data

transmissions have different Signal-Interference-Ratio (SIR) requirements to achieve

Block Error Rate (BLER) ¥0 in multipath fading conditions; for full-rate it is 8.4

dB and half-rate 9.2 dB. From.the desired SIR, we can obtain the nominal capéacity
= 0.177and & =0.106..The_activity factor for data services (and a.) is assumed
to be 0.5 in busy hour, and the inter-cell interference fagto) (s assumed to be 0.1.
These assumptions follow those in[23].

From Equation (2),”we. can obtaiN.(0). = 10 and N (0) = 17. Note that
N;, (0) is less than twice ofN; (0) "because more number of MSs transmitting leads
to more signal interference. In other words, half-rate transmission is less efficient in

using radio bandwidth.

3.2.2 A Scheduler with all four features
The queueing model of the connection scheduler that implements waiting queues
(WQ), guard channels (GC), preemption and rate-adaptation on the RNC is depicted in
Fig. 3.2. There are two waiting queues; one for new NUCs, and the other for new and
preempted FRUCs. When an on-going up-link connection is put in a waiting queue, the
Node B instructs the MS to stop packet transmission. Since there is no packet

transmission, no storage space on Node-B is needed for the up-link packets of a queued
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connection. Guard channels of dynamic size are reserved for NUCs. The number of
guard channels will be determined by an iterative algorithm described later to maximize
the revenue. The connection scheduler works as follows. When a new NUC (line a)
request arrives, it can be served immediately if the network is not fully utilized (line b).
Otherwise, the RNC first tries to sub-rate serving FRUCs (line ¢) to accommodate the
new NUC. If this is not possible, i.e., all serving FRUCs are sub-rated, the RNC
preempts FRUCSs into the waiting queue (dotted line d). If there is no serving FRUC, the
new NUC is put into the NUC waiting queue; if the queue is full, it is rejected (dotted
line e).

When a new FRUC (line f) request arrives, it can be served immediately if there are
free channels other than the reserved guard channels (line g). Otherwise, serving full-rate
FRUCSs can be sub-rated (line c) to accommodate the new FRUC, if doing so satisfies the
total power limit in Equation (3.2). Otherwise; the new FRUC request can be put into the
FRUC WQ); if the queue is full, it'is‘rejected (dotted line h).

When a serving connection finishes, it releases radio channels (line i). The free
channel will serve a waiting NUC first. If there is no waiting NUC, waiting FRUCs will
be served (line g). If there is no waiting FRUC, a serving half-rate FRUCs can resume

full-rate transmission (line j).

|‘— wQ (B) —’| Network capacity shall
a. -_— satisfy the conditiom(N, N, )

e. Reject  «----- - \
b. Transmit | 1 c. Sub-rated
b4 2;/

205

i. Transmission

3% 2 completes
k- wQ @ —
f. A - :
g. Transmit/Resumeg j. Resume to
h. Reject <----- A ) Full-rate
d. Suspend

Fig. 3.2: The system queueing model for a reference cell
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The scheduler implementing all four scheduling techniques described above will be
referred to asSy;. To evaluate the effectiveness of waiting queues, rate adaptation, and
preemption, we also analyzed three additional schedulers, each of which omits one scheduling
technique. LetSwo denote the one without a NUC waiting queiga Without rate
adaptation, andperm Without preemption. All the schedulers implement guard channels. Due
to space limitation, the analytic models and the performance measure equaligas S,

and Syprm are not presented in this chapter.

3.3 The Analytic Models

In We can use the M/NI/B Markov process to analyze the connection scheduler® Let
denote the size of the NUC waiting queGethe number of guard channef@the size of the
FRUC waiting queue. The new arrivals of NUCs-and FRUCs were assumed to form Poisson
processes with rated. and A, respectively. The service times of NUCs and full-rate
FRUCs were assumed to be exponentially distributed with mgan drd 1/ , respectively.
The assumption of Poisson arrivals” can provide a good approximation when the user

population is large; the assumption of exponential service time facilitates the analysis.

3.3.1 The Analytic Model of

The analytic model for the scheduler with all featui®g)(is described as follows.
Let statei(j,k) denote that there ardransmitting NUCsj waiting NUCs, ank FRUCs
transmitting or waiting. The exact numbers of full-rate and half-rate transmitting FRUCs
can be determined by an algorithm described in Fig. 3.3.N.gt(i,j,k) denotes the
number of full-rate FRUCs in state (i, j,),k N,.(i,j.k)that of half-rate, and

N (i,j.k) denotes the total number of full-rate and half-FR&Cs in statei(j, k).
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if [i >=(N. (0)-G)],
all k FRUCs are queued).. (i, j,k)=0 and N (i,j.k)=0

else if [(+k) < (N;(0)-G)], all FRUCs are served in full rate,
N (i,j.k)=kand N (i,j.k)=0

else if there exists a minimh) such that k) < (N~ (h)-G+h)],
N (i,j.k)=k-hand N,.(i,j.k)=h

dseifN. (i,j.k)=0, N, (i,j.k)= N,(i+G), andk N (i+G))
FRUCs are queued

Fig. 3.3: An algorithm determines.the numbers of full-rate and half-rate FRUCs in state (i, j, k)

Let S be the set.of all existing transition state$Sgf For each existing state |,
k), the number of serving NUCs cannot be more tiyn(0), the number of queued
NUCs cannot be more thaB, and the number of FRUCs cannot be more than

Ner.e (,j.k)+Q. Sscan be expressed as in Equation (3.3). The maximum siZ& of

should be limited to N} (0)+1] * [B +1] * [ N}, (0)+Q+1].

S = {(j k)llo=i <N (0, j=0,0<k< N, (i) +Q],
orf =N;(0,0<j<BO<k<Q} (3.3)

Part of the state transition diagram is depicted in Fig. 3.4. To handle the
non-existing states, an indicatof, .« , is used to indicate whether state (i,j,k) exists or
not. 4., =1 if state (i,j,k) belongs to ; otherwisé,;« =0. Let P.;« denote the
steady-state probability of the network in state (i,J,k). For existing state (i,j,k), the output

flows (lines 1-4), its input flows from other states (dotted lines 5-8), and the transition
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rate of each line is depicted in Fig. 3.4.

line 1a= ) ,if (6,,,, ==1) :line1bk if (6, .., ==1) //lines L.a and 1.b cannot co-exis

line 2 = A, if (Hi.j.kﬂ == 1)

line3a=iy,,if (6., ==1) ; line38b it (6, k== 1) // lines 3.a and 3.b cannot col-exist

line 4= N (i,j,k) Oy + Ny @ dok) Qe 42,if (6, 50 ==11)

line5a = if(6,  ==1). i lineSb = if(g ., == 1) lines 5.a and 5.b cannot co-exist
n? i-1,j, ' .

line6= ) i (gi.j.k—l ==1)

line 7a= i0Qu,,if (Hiﬂ,j,k == 1) ; line 7b = Ou 4if (Bi,jﬂ,k == J/)' lines 7.a and 7.b cannot co-exist

iNe 8= Ne (.ik+D 0, +Ny CIKEDT 126 0 == 1)

Fig. 3.4: The state transition diagramSajf, and the rates of input/output flows

The rate of input flows of state (i,j,k) can be expressed in (3.4), and that of output

flows in (3.5). When the system is in equilibrium, the rates are equal; the system

equilibrium equation of state (i,j,k) can be expressed in (3.6).

Inflow(i,j,k)=

A i—Lj,kei—l,j,k +A, ER,]—LkHi,j—l,k +A De,j,k—lei,j,k—l

+(i +1):un Py kBanji HH, [P 11x jaak
+(NFF (i’j’k+1) Erun +(NHF (i1j1k+])gjn / 2)) |:IF?,j,k+18i,j,k+l (34)
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Outflow(i,j,k) =

/1 0 +/1n |}i,jﬂ,k +/]f |}ﬂ,j,kﬂ

nYi+jk

g, W8, i, 18,

+(Nge (1 3,K) Tty + (N 1 5.K) G 1 2)) 8 (3.5)

P.i.« = Inflow(i,j,k)/Outflow(i,j,k); (3.6)

The From Equations (3.3)-(3.6) and the constrairz p.,. = 1, we can use the
(i,ik)se

iterative algorithm proposed in [26] to obtain the stationary state probabikfties The

iterative algorithm of our system will be described in more details later. It is possible to
extend the system model for an arbitrary number of rates, if given the numbers of NUCs
and FRUCs, the scheduling scheme can determine the numbers of connections served at

each rate.

3.3.2 The Performance Measures

Step The performance measures we considered are described as follows. A NUC or
FRUC is blocked when the WQ is full. Based on the Poisson Arrivals See Time Averages
(PASTA) property [25], the blocking probabilities of NUG%( ) or FRUCs Pgr) can be

expressed in (3.7)-(3.8).

Pan = Z Pk

(i.j k)Iss .(i==B) (3.7)
Pee = Z Rk

(13 kIS5 (k=N e (111.6)==Q) (3.8)

From the stationary state probabilities, we can obtain the average queue lengths of

the NUC WQ [on) and FRUC WQ l(gr); they can be expressed in (3.9)-(3.10),
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respectively.

Lon = z J IR
(BERECS CH
Lo = D[k Nogure (11, K] R,
(s (3.10)

The average waiting times of NUC@/4() and FRUCs\\4¢) in the waiting queue
can be obtained using Little’s formula; they can be expressed in (3.11)-(3.12),

respectively.

L
Wy = ——
™ Ay [ﬂl_ PBN) (3.11)

LQF
WTF /]f [ﬁl_ PBF)

The queueing probability of a connection-is defined to be the probability that a

(3.12)

connection cannot be served immediately upon its arrival. A new NUC is put into the
waiting queue when the network is fully utilized by NUCs. The queueing probability of

NUCs Pqn) can be expressed in (3.13). A new FRUC is put into waiting queue when
al the serving FRUCs are sub-rated, or sub-rating full-rate serving FRUCs cannot
release enough bandwidth for the new FRUC to transmit in half-rate. The queueing

probability of FRUCsRqr) can be expressed in (3.14).

(1. K50 i = ()] <8) (3.13)

Por = Z Rix
(1,5 KOS5 0<( k=N 4 (1, K)<Q,
Ny rr (1,7 K )==Npeope (1) k+1) (314)

To obtain the probability that a full-rate serving FRUC is sub-rated, consider the

first event that occurs to a full-rate serving FRUC. The FRUC may complete (with
29



probability Pec), be sub-rated (with probabilifys), be preempted (with probabiliBp),
or none of the aforementioned events occurs but a state transition occurs (with

probability R:sr). The probabilities can be expressed in (3.15)-(3.18).

= 3 Rik3 =

(I,Jlk)D% I,M+NEP{IJ|Q@1+N4F{| lddg+/11+/} (3.1p
b=y RN RNK

RS NN R A

4 Y L e e S T O

GARES Nl KN K (3.16)

S e W Gl +lj,k)]$(i,1,k)
(i, k':?( 20Nl R T N K P
e am G

Psr =1-Rc R =R: (3.18)

Let Prs denote the probability that a full-rate serving FRUC is sub-rated before its
completion or preemption. From the memory-less property of Markov prdégsesan

be expressed as in Equation (3.19).

PFS = Ps + PFST PFS = Ps /(1_ PFSI') (3.19)

In the same way, we consider the first event that occurs to a serving sub-rate FRUC.
The FRUC may complete (with probabiliBs:), be full-rated (with probabilityg), be
preempted (with probabiliti’sp), or none of the aforementioned events occurs but a state
transition occurs (with probabilityPssr). The probabilities can be expressed in

(3.20)-(3.23).
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H
P.= Z R.ixE 2
i e Nl KR N, R+

(3.20)
A= AN =37 K =N, KT N )
(AN i N ) Tl - N K Eg +he A
S Te . P Y S e BT L T B
(15 Nl 10 e Neei ) e = Neef, . K E/rzi ik
Nl K8 Nl k=3 =N K] 1
+ Z R.ik3
(15 Ml 100 i N j ) e+ N, j,k)%wh/} 3.2
= Y A N K =N+ ) N
(&'!;?,1 i iae N, KO- Ned,  K) zg Iy
Noyeli ] kPN, k) (3 . 22)
P, =1-P.-P. =P, (3.23)

Let Peprm denote the probability that-a full-rate serving FRUC is preempted before
its completion, andPs, ‘denote that-of a sub-rated serving FRUC. From the

memory-less property of Markov process, they can be expressed in (3.24)-(3.25),

respectively.

Rom =R+ AR + R =(Re+ RRen) (1-Res) (3:24)

(3.25)

From equations (3.22-3.25), we can obtBip:m and Psrm; they can be expressed

in (3.26)-(3.27), respectively.

Repn =L R )R + RG] /[(1-Rr1-Rr) -RR] (3.26)

Rem=[1-Re)Re +RRA/[(1-Re)i-Rs) R (3.27)
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From the stationary state probabilities, we can obtain the average transmission rate

of serving FRUCs in (3.28)

- Y Ryj’kd\kp(i,j,k).[l.2&+N+F(.i,!',k)*64<
(i, k)05 k>0 MF('nyk)"'MF("J’k) (3.28)

3.3.3 Cost Function Scheme

In this chapter, we consider a mobile data operator’'s revenue that consists of the
transmission fee of normal users and the monthly fee of flat-rate users. Instead of
calculating the total revenue, we propose a cost function representing the revenue loss due
to blocked NUCs and due to the'loss of flat-rate users. Since NUCs are charged by the
volume of packets transmitted. In a fully utilized network, re-transmitting blocked NUCs
only leads to more NUCs blocked. Therefore, we assume that blocked NUCs in a fully
utilized network will not be re-transmitted, and thus represent revenue loss. The revenue
loss of blocked NUCs is proportional to the blocking probabikf) and the traffic load
of NUCs ('a“=)|n//1"). The monthly revenue loss due to blocked NUCs can be expressed
in (3.29), wherd denotes the transmission charge of a NUC per busy Bdhe number

of busy hours per month, and F the number of cells.

(3.29)

The revenue loss due to the loss of flat-rate users also depends on the blocking
probability. Since flat-rate users are not charged by the volume of packet transmission,
blocked FRUCs do not result in direct revenue loss. However, when the blocking

probability is above a departure threshgtd,flat-rate users may become discontent and
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start to switch to other operators. We assume that the number of flat-rate users lost per
month is proportional to the discrepancy of the blocking probabiligy) @oves. The
monthly revenue loss due to lost flat rate users can be expressed in (3.30)Xwhere
denotes the total number of flat-rate us&rthe percentage of flat-rate users lost due to
each percentage increase of blocking probability alghesdZ the monthly charge of a

flat-rate user.

c - XYZIR:-H100 if(R: >4
" 1q otherwise

(3.30)

The total monthly loss() is C,, plus G.. Dividing the monthly revenue loss by E,
and F, we obtain the caost function, as shown.in (3.31-3.33), whereepresents the

cost weighting factor of flat-rate connections.

DEFR By +XVZIR—400 ifR.>4

GG = DIEF(4 R, ‘otherwise (3.31)
oo {pn oy +alPy =), it (P > )

p, P, otherwise (3.32)
where

“ :%HOO (3.33)

When the cost weighting factor of FRUCs is less than that of NWGs ), the

scheduler should give priority to NUCs without considering the FRUC blocking

probability. On the other hand, whem is larger thanpg., the scheduler should give

priority to NUCs when the FRUC blocking probability is below the departure threshold
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(H), but it should give priority to FRUCs when FRUC blocking probability is a@ve
Note that £ should be chosen to reflect the beginning of user dissatisfaction as the
blocking probability increases; its proper value may be obtained from the past operation

data.

3.3.4 An lterative Algorithm

To minimize the cost function, an iterative algorithm as shown in Fig. 3.5, was
developed to obtain the stationary state probabilities, the optimum number of guard
channels, and the performance measures. The iterative algorithm first initializes system
input parameters, such as the power limit in a cell, the maximum numbers of serving
NUCs and FRUCs in a cell,.etc., in'Steps 1-3. The for loop in step 4 determines the
optimum number of guard channels. The while loop in Step 5 is iterations that obtain
the stationary probabilities of existing states. In Steps 10-11, based on the stationary
state probabilities, we can obtain the performance measures and the cost function. In

step 12, we obtain the minimum value of the.cost function.

1. Obtain Q(N:,N,)  from Equation (3.1), ad- (0)  angl(0) from Equation (3.2);

2.Setd .« =1for each existing state (i,j,k), i.e., (ilks defined in Equation (3.3);

3. Initialize old P.i. =Q , arhin =0 andGoy =0 ;

4. For G=0,G<=10;G++ ) { [* Find the optimum number of guard channels for NUCs*/
5. While (1) { [* Obtain the stationary probabilities of the analytic model*/
6 For all states (i,,j,k) , ne®; = Inflow(i,j k)/Outflow(i j k); * based on the balance equations (3.4-3.6)*/
7 If |newPijx-oldPijx| <1g?e forall states, break; [* If system is in equilibrium, go to 10*/

8. For all states (i, j,k) , oRljx = newPx;

9. }/ while

10. Calculate the Performance Measures Equations (7)-(28) basedzovedbe;

11. Calculate theg, Pen, Per and cost functionC in (3.32);

12, If {(Cwin=0) or C< Crin)} Ciin=C; Gou=G;

13. }// nextG

Fig. 3.5: An iterative algorithm minimizes the cost function
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3.4 Numerical results and Discussions

In the analysis below, we assume the spread spectrum bandwWiddf the WCDMA
network is 5 MHz, the uplink full-rate transmission is 128kbps and the half-rate 64kbps.
The size of the NUC WQ (Bs 4 and the size of FRUC WQ (Q) is 10. The mean service time
of NUCs (1/w) is assumed to be 2 minutes and the mean service time of FRUZ$% i€l/
assumed to be 10 minutes. The arrival rate of FRULCki§ fixed at 0.01 connections/sec.
and that of NUC f.) varies in the range of 0.005-0.03 connections/sec, je.yaries in the
range of 0.6-3.6 connections. We compare four connection sche@4lgiSira, Svprm andS
nwo- The iterative algorithm for each scheduler has been developed in C language. The
program was run on a laptop PC.with 1.6GHz Pentium CPU and 512MB RAM. For each
traffic load, the stationary state probabilities can converge in less than one minute.

To choose a suitabler “value for the cost function in (3.31), we use the operation data
from ChungHwa Telecom (CHT) in Taiwan, and make assumptions if operation information
is unavailable. In (3.29)) (the 128kbps transmission charge per hour) is NT$5&260
(i.e., the number of busy hours per day equals td-Athe number of cells) is 1000. The
number of flat-rate user¥ is 2 hundred thousandg,s assumed to be 0.001 (i.e., one out of
a thousand users would quit per month due to a percentage increase of blocking probability
above [ , andZ (the monthly fee of a flat-rate user) is NT$85@Q3 should be chosen to
reflect the level of user dissatisfaction; it was chosen to be 0.02, which is the target blocking
probability for flat-rate subscribers of CHT. Given that, we can obtain the facter 0.504.

Note that @ is less thano. (0.6-3.6) in our experiments, i.e., the cost weighting factor of
FRUCs is less than that of NUCs.

Fig. 3.6.a plots the cost function as NUC traffic increases. The FRUC traffic is fixed at

0.01 connections/sec. The cost function represent the revenue loss of the operator; the less the

better. The results indicatgra has the least amount of revenue loss among all schedulers.
35



When the NUC traffic less than 0.015 connections/sec, the revenue los3gsfvo, and

Swerm are as small as that &ra, but the losses rise rapidly as the NUC traffic increases
above 0.02 connections/sec, in particularSg:m. This indicates when the system traffic load

is high, waiting queues and preemption are necessary, but rate-adaptation is not. This is
because sub-rated connections are less "bandwidth efficient,” and results in system throughput
reduction and revenue l0s3prm suffers the biggest revenue loss when the NUC traffic load

is high. This indicates that preemption is essential in reducing the revenue loss.

010
009 |
| —#— Su.
007 |
0% —5— Sw
005 |
004 | g S\prn
003 |
002 | _&_SN_WQ
00L |
000 g =

0005 001l 0015 002 005 003

NUS arval rate (FRUS is fixed at 0.01 sessions/second)

Fig. 3.6.a: The cost function Y@ith a =0.504 and3=0.02, (B=4, Q=10)

Fig. 3.6.b presents the optimum number of guard channels for each scheduler under
different traffic loads.Syi, Swra, and Syerm do not need any guard channels. The results
indicate the NUC waiting queue plus either preemption or rate-adaptation are effective in
giving NUCs priority. Guard channels may reduce the system throughput and thus the
revenue. In contrasuwg needs one guard channel when the NUC traffic load is low
because it has no NUC waiting queue. However, when the traffic load is high, no guard

channel is needed because of the same reason that guard channels leads to system throughpu
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reduction and revenue loss.

12
l L
—— S
08+
—E= S
06
—r— S\lPrm
04 r
02 - Swio
0 f——f%— — A —— R —— A
0005 001 0015 002 0025 0.03
NUS armval rate (FRUS is fixed at 0.01 sessions/second)

Fig. 3.6.b: The numbers of guard channelGvith a =0.504 andg =0.02, (B4,

Q=10)

Fig. 3.7.a plots the blocking probabilities of NUCs as the NUC arrival rate increases. All
schedulers provide very low blocking probabilities for NUCs, ex8ept, the NUC blocking
probability of Syprm increases more rapidly as NUC traffic increases. This is because sub-rated
FRUCs are lessefficient in using spectrum. If FRUCs can only be sub-rated, but cannot be
preempted, there would be more sub-rated FRUCs when the system traffic load is high. As a
result, the overall system throughput decreases, and more NUCs are blocked. Therefore,
preempting FRUCSs is essential in reducing the blocking probability of NUCs. When the NUC
traffic is high and no NUC waiting queue is used (asSing), the blocking probability
slightly rises. This indicates the NUC waiting queue is necessary when the system load is

close to its capacity.
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Fig. 3.7.a: Average NUC blocking probabilitiess(fpwith B=4, Q=10

Fig. 3.7.b plots the blocking probabilities of FRUCs as the NUC arrival rate increases.
The results indicate that the FRUC blocking probabilitieSaf andSyerm are about the same;
S\ra OutperformsSyprm by a small margin. Even though FRUCs cannot be preemp&g: i
the blocking probability 08yerm IS still higher than that dira. This is also because sub-rated
FRUCs are less "bandwidth efficient".”In"addition, the FRUC blocking probabilities of SAll
and Sywo are higher and rise more rapidly as NUC traffic increases, because FRUCs are
impaired by both preemption and sub-rating. The fluctuations of FRUC blocking probabilities
in Swo, when the NUC traffic increases from 0.01 to 0.015 connections/sec, are caused by

the change in the number of guard channels
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Fig. 3.7.b: Average FRUC blocking probabilitiess¢Pwith B=4, Q=10

Fig. 3.8.a plots the average waiting times (i.e., queueing times) of NUCs as the NUC
traffic increases. The waiting times of NUCs in schedulrrsandSyra are very insignificant
under all traffic loads, i.e.,/NUCs are rarely queued. This is because serving FURCs can be
preempted to free radio resources. lf"FRUCs cannot be preempted, suclgas.inhe

average waiting time of NUCs.increases steadily as the traffic of NUCs increases.
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12 —— SALL
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== S
+ S\lPrm
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T T T T

0.005 0.01 0.015 0.02 0.025 0.03

NUS arrival rate (FRUS is fixed at 0.01 sessions/second)

Fig. 3.8.a: Average NUC waiting times W{y) with B=4, Q=10
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Fig. 3.8.b plots the average waiting times of FRUCs as the NUC traffic increases. The
waiting times of all schedulers show the same trend of rising as the NUC traffic increases.
Even when the system traffic is low, the average waiting time of FRUG& s as large as
60 seconds, which is unacceptable for real-time applicat®@s, provides the shortest
waiting time, whileSyra the longest. The difference can be as high as 100 seconds when the
NUC traffic is 0.03 connections/sec. Note that the fluctuations of FRUC waiting times in
Swo, when the NUC traffic increases from 0.01 to 0.015 connections/sec, are also caused by
the change in the number of guard channels. This change of guard channels also results in

fluctuations ofSwwo results in later figures.
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Fig. 3.8.b: Average FRUC waiting timesW4) with B=4, Q=10

Fig. 3.9.a depicts the probability that a NUC is queued. The results indicate that NUCs in
SAll andSra are very rarely put into the waiting queue because FRUCs can be preempted to
free radio resources. On the other hand, NUCS#}, are more likely to be queued. The
probability that a new NUC is queued increases steadily and rapidly as the traffic load

increases. The NUC queueing probabilitySim can be as high as 50%. This indicates that
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preempting FRUCSs is critically in reducing the queueing probability of NUCs. Fig. 3.9.b
depicts the queueing probabilities of FRUCs as the NUC traffic increases. In general, the
probability that a FRUC is queued increases as the traffic load incr&gsebas the largest

FRUC queueing probability, because FRUCs cannot be sub-rated. Other schedulers provide

about the same queueing probabilities under all traffic loads.
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Fig. 3.9.a: Average NUC queueing probabilitiBgy) with B=4, Q=10
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Fig. 3.9.b: Average FRUC queueing probabilitiegg)Rvith B=4, Q=10
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Figs. 3.10.a and 3.10.b present the probabilities that a serving full-rate and half-rate
FRUC would be preempted before completion. All schedulers display the same trend of rising
preemption probabilities as the traffic load increases. The preemption probabiBiy.as
lower than other schemes by a small margin. This is because sub-rated FRUCs are less

bandwidth efficient.
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Fig. 3.10.a: Average preempted probabilities.of a serving full-rate FRUGs{) ®vith
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Fig. 3.10.b: Average preempted probabilities of a serving half-rate FRU&g,[ Rith

B=4, Q=10
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Figs. 3.11 presents the probabilities that a serving full-rate FRUC would be sub-rated.
As the NUC traffic increases, the sub-rating probabilitieSspfand Suwo first rise and then
decline. The decline is because when the system traffic is high, FRUCs are more likely to be
preempted. On the other hand, the sub-rating probabilig®@f, increases more rapidly and
saturates later as the traffic load increases. This is because as the NUC traffic inGiaases,

cannot preempt FRUCSs; it can only sub-rate more FRUCs.
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Fig. 3.11 Average sub-rated probabilities of a serving full-rate FRU£gs (=4, Q=10)

Fig. 3.12 plots the average transmission rate of FRUCs. Since FRUCs may be sub-rated
and/or preempted, the average transmission rate of FRUCs is redufgg, im0 FRUCs are
sub-rated. Ir'By andSwo, @ FRUC can be sub-rated and preempted; the average transmission
rate is reduced to as much as 70% of the full rate transmission when the system traffic is

heavy.
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Fig. 3.12 Average transmission rate of serving FRUG} (B=4, Q=10)

3.5 Conclusions

This chapter, we investigate four combinations of scheduling techniques, queueing,
guard channels, preemption and rate-adaptation;, on. their effectiveness in scheduling UMTS
R99 uplink connections to reduce the revenue loss of the operators serving both normal and
flat-rate users. We proposed a cost function representing the revenue loss due to both blocked
normal user connections and lost flat-rate users. The optimum numbers of guard channels was
determined by an iterative algorithm. The analytic results indicate whenthe cost
weighting factor of flat-rate users, is less than, queueing and preemption are essential for
connection scheduling to maximize the revenue. Rate-adaptation is ineffective, because
half-rate connections are less bandwidth-efficient. Sub-rating FRUCs reduced the system
throughput and the operator revenue. In addition, no guard channel is needed, if queuing and
preemption are used, because guard channels increase the blocking probability of FRUCs and
reduces system throughput.

In this chapter, we consider uplink connection scheduling only. We did not study
downlink traffic scheduling, which can be done on packet level. In our study, the cost

weighting factor of flat-rate usersr(), is less than that of normal users ). Further study is
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needed for UMTS networks witle larger than o., which is possible when the number of
flat-rate users increases or the normal user traffic decreases. In this situation, a more
sophisticated scheduler is needed. The scheduler should give priority to NUCs when the
FRUC blocking probability is below the departure thresholg? . When FRUC blocking

probability is above the threshold, FRUCs should have priority.
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CHAPTER 4

Flate-Rate Packet Scheduling for the WCDMA
Systems with HSDPA

4.1 Introduction

A Universal Mobile Telecommunications Syst€rdMTS ) network consists of three
interacting domains: the Core Network (CN), the UMTS Terrestrial Radio Access Network
(UTRAN) and Mobile Stations (MSs). Fig. 4.1 depicts the network architecture of the UMTS
network. The CN includes Circuited-Switch (CS) domain (i.e., MSC/VLR and GMSC) and
Packet-Switched (PS) domain (i.e., SGSN and GGSN). The UTRAN includes multiple Radio
Network Controllers (RNCs), each of which connectsto multiple Node-Bs. The air interface
of UTRAN is based on Wideband CDMA (WCDMA) technology and the details can be
found in the 3GPP Release 99 specifications [27]. The peak transmission rate between a
Node-B and a stationary mobile station (MS) is 2 Mbps.

To provide a higher data transmission rate for packet data services, WCDMA has
evolved into High Speed Downlink Packet Access (HSDPA) described in 3GPP Release 5
specifications [28]. The HSDPA is expected to achieve a peak data rate over 10 Mbps, which
is a significant improvement over the peak data rate (2 Mbps) of the 3G WCDMA Release 99.
The idea behind HSDPA is that the network transmits the downlink packets to the MS with
maximum carrier-to-interference ratio (max. C/I) first at a high data rate. To enable HSDPA,

the radio packet scheduler is moved from the radio network controller (RNC) to Node-Bs.
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Fig. 4.1: The network architecture of the UMTS network

The packet scheduler in Node-B tracks the channel quality of each MS by measuring the
SIR (Signal to Interference Ratio) on the CPICH (Common Pilot Indicator Channel) and
allocates the High Speed Downlink-Shared Channel(HS-DSCH) to the MS with the best SIR
value [29-32]. As a result, the network can achieve the maximum throughput for downlink
packets. To prevent the MSs'with poor radio channel quality from starvation, traditional
Round Robin (RR) packet schedulers can be used to ensure service fairness [33-34], but RR
schedulers do not fully utilized the advantages of HSDPA. Proportionally Fair (PF) packet
schedulers realize a reasonable trade-off between radio efficiency and fairness [35]. The
network transmits downlink packets to the MS whose normalized instantaneous SIR value,
the instantaneous SIR value divided by the average SIR value of the on-line transmission
period, is the largest among all MSs. The numerical results show that both its system
throughput and its worst case user throughput are larger than those of RR schemes.

However, the packet schedulers described above did not consider the revenues of

mobile operators. When the mobile operators begins to provide flat-rate packet services to
users, revenue, instead of fairness or capacity, is the most important consideration in the

HSDPA network for the operators. Flat-rate users pay fixed monthly charge to access the
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HSDPA network without limiting the packet transmission. Since usage incurs no extra cost,
flat-rate users could occupy most of the network radio resources. Without special treatments
for different classes of user’s packets, users charged by usage may be blocked out from
accessing the HSDPA network and compromise the mobile operator’s revenues. Therefore, it
is important for a packet scheduler in a Node-B to fairly utilize the network resources for both
the users charged by volume and the flat-rate users.

In this chapter, we study how to use packet scheduling techniques to control data packet
transmission and guarantee the revenues of mobile operators without impairing flat-rate users
too much. We consider two types of downlink packets, Charged Packets (CPs) and Flat-Rate
Packets (FRPs). From the viewpoints of mobile operators, revenue and customer satisfaction
need to be well balanced. To garner more revenue, the packet scheduler needs to give CPs a
higher priority over FRPs. On'the other hand, to ensure customer satisfaction, the dropped
probability of FRPs needs to be kept below a certain threshold. In this paper, we present two
enhanced packet schedulers that.constantly monitor the dropped probabilities of both CPs and
FRPs, and schedule down-link packet transmission so that the dropped probability of CPs
could be below P1 and that of FRPs could be below P2. The scheduling techniques we used
include a Priority Queue (PQ) with dynamic guard slots for CPs, and a PQ with Discard
Timer (DT) for FRPs. Analytic models have been used to evaluate their performance in terms

of packet dropped probability and downlink radio utilization.

4.2 HSDPA Basic Principles

Instead of the Downlink Shared Channel (DSCH) used in the WCDMA, HSDPA
provides a new transport channel called High Speed DSCH (HS-DSCH) to transmit the
downlink packets to MSs [28, 31]. In HSDPA, a large amount of radio resources can be
assigned to a single MS on a Transmission Time Interval (TTI) basis. For each TTI (also

referred to as a frame, a 2 ms interval), the Node-B selects an adequate Modulation Coding
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Scheme (MCS), such as Quadrature Phase-Shift Keying (QPSK) or 16-Quadrature Amplitude
Modulation (QAM), for each served MS according to the quality of downlink radio signal and
the current system load. The better quality of downlink radio signal between the Node B and
the MS is, the higher data rate of MCS can be selected. Each MCS value chosen for a served
MS determines the data transmission rate for the served MS in the next TTI.

The High Speed Shared Control Channel (HS-SCCH) is a downlink control channel at
a fixed rate (e.g., 60 kbps) and carries downlink signaling directing the HS-DSCH
transmission. It provides packet transmission timing and coding information, so that each
served MS listens to the HS-DSCH at the correct time using the correct codes for its downlink
packets.

Fig. 4.2 depicts the downlink Spreading. Factor (SF) codes allocation tree for the
HS-DSCH and HS-SCCH in an HSDPA network. The SF codes for the HS-DSCH and
HS-SCCH with orthogonal character must be fixed at. 16 and 128, respectively. There are at
most 15 downlink SF codes for the HS-DSCH that can be assigned to one MS ina TTIl to
achieve an ideal peak rate of 14 Mbps when 16- QAM full rate MCS is used in a frequency
band of 5MHz. A downlink SF code for the HS-SCCH can instruct only one MS to receive
the downlink packets belonged to it, and there are at most four HS-SCCH codes can be used
to control downlink packet transmission for all MSs. Other SF codes, except those for the
HS-DSCH and HS-SCCH, can be assigned to transport voice calls in parallel with HS-DSCH
data transmission or for non-HSDPA data transmission. As a result, in a TTI at most four MSs
can be instructed by four HS-SCCH codes, and the selected MSs share 15 HS-DSCH codes to

receive their downlink packets.
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Fig. 4.3 depicts an example downlink packet scheduling for four MSs, MS1-MS4, in a

cel. Each

HS-SCCH code belong to it in-a TTI by a Node-B,; and then in the assigned HS-SCCH code,
the corresponding MS can be instructed to receive its downlink packets using the downlink
HS-DSCH codes assigned-to it. The time interval between the HS-SCCH instruction for a MS
and its correspondent HS-DSCH transmission for this MS is 4/3ms. In the example depicted

in Fig. 3, MS1 and MS2 are instructed-to-receive downlink packets in the first TTI, MS2 and

MS3 to re

\

ANANYANDANYAWANVANA

Codes far .15
HSDSCHs

VAN
ARER

Codes for 4

Codes for the voice calls HSSCCHs
or non-HSDPA data transmission

Fig. 4.2:Downlink SF codes allocation tree for HS-DSCH and HS-SCCH

MS can at most monitor four HS-SCCH codes and can only be assigned one

ceive downlink packets in the second TTI, and all MSs to receive downlink packets

in the third TTI.

Downlink
Code
Multiplex

HSDPA HS-SCCH Control

A MS 3 MS4 | MsS3 MS 4
HS-SCCH Code MS 3 M ceoe
(up to 4) .

14/3ms:
|

HS-DSCH Codes
(up to15)

' First TTI Second TTI' Third TTI ~ Fourth TTI' Fifth TTI ' e e ®
2ms 2ms 2ms 2ms 2ms

» Time

Fig. 4.3:An example downlink packet scheduling for MS1-MS4 in a cell
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4.3 System Models and Assumptions

According to the 3GPP specifications, when a MS creates a data session in the PS
Domain, a SGSN can send Radio Access Bearer (RAB) parameters in the RAB assignment
request message to the RNC to indicate the downlink packet priority [36-37]. In addition, a
RNC in a HSDPA network can send the downlink packet scheduling policy to a Node-B, such
as packet discard timer and scheduling priority, during the radio link setup procedure [38]. Fig.
4.4 depicts the parameters sent from a SGSN through the RNC to the Node-B during the RAB
assignment procedure and the radio link setup procedure. In this paper, these parameters will

be used in the Node-B for packet scheduling.

Discard Timer,

Packet scheduling Scheduling Priority

Packet Priority

Mobile / Node-B|*~—— | RNC|* SGSN
, Ack Ack

lu-b lu-PS

Fig. 4.4:The scheduling parameters sent from an SGSN through a RNC to a Node-B in HSDPA network

To simplify the analytic model, we assume that a cell is partitioned into two zones: a
good SIR zone where the MSs have better SIR values, and a poor SIR zone where the MSs
have poor SIR value (e.g., due to the distance from the Node-B or multipath signal fading).
Using the same number of HS-DSCH codes, an MS in the good SIR zone can receive
downlink data packets at twice the data rate of an MS in the poor SIR zone. Since a TTl is
only 2ms, we assume that MSs do not move from a zone to another when waiting to receive a

packet from the Node-B. Since downlink FRPs are given the lowest priority, in this paper we
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only consider three types of downlink packets : CP and FRP packets for the MSs in good SIR
zone will be refered to as CP_G and FRP_G; CP packets for the MSs in poor SIR zone will be
refered to as CP_P. The queueing models for the four downlink packet scheduling methods

we studied are described below.

4.3.1 M-PQ Method

To maximize radio network throughput, downlink packets for the MSs in good SIR
zone are transmited first, i.e., CP_G and FRP_G are given priority over CP_P. CP_G and
FRP_G are served on a FCFS basis. In implementation, CP_G, FRP_G and CP_P can be
put into a PQ when the network has no free HS-DSCH codes. We refer this scheduling
method as Max. C/I first in a PQ (M-PQ):

The queueing model for M-PQ scheme is depicted in Fig.4.5. When a new CP_G
(line a) or a new FRP_G (line b) request arrives, it is served immediately (line e) if there
are free HS-DSCH codes by assigning a HS-SCCH code to this packet and instructing the
correspondent MS to receive the packet. Otherwise, this new CP_G or FRP_G request can
be put into the PQ before the waiting CP_P. If the PQ is full, the request is rejected
(dotted line d). When a new CP_P (line c) request arrives, it is served immediately (line e)
if here are free HS-DSCH; otherwise, this new CP_P request can be put into the PQ after
the waiting CP_G and FRP_G. If the PQ is full, the request is rejected (dotted line d).

When a CP_G or FRP_G or CP_P finishes, it releases radio channels (line f).

4.3.2 P-PQ Method
To maximize the operator’s revenue, charging packets (CP_G and CP_P) are given
priority over flate rate packets (FRP_G). In addition, since CP_G can be transmitted at a

higher data rate, they have priority over CP_P. In implementation, CP_G, FRP_G
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Priority using SIR of packets HS-SCCH HS-DSCH

a. new CP_G request 1 1
b. new FRP_G request
_— 2 | — 2
CP_Gs,
c. new CP_P requestcP_Ps| o g5 | ————» -
- . .
' (Fcrs) | € Startto 3 f. Transmission
d.CP_G, FRP_G, or CP|P transmit — completes
is rejected
g e U
L_ 4 15
Priority Queue
(PQ)

Fig. 4.5: A queueing model for M-PQ scheme

and CP_P can be put into a PQ according to their priority when the network has no free
HS-DSCH codes. CP_G can be put before the waiting CP_P and FRP_G in the PQ and
are served with the highest priority by the Node_B. In addition, CP_P can be put before
the waiting FRP_G in the. PQ and are served with the second priority by the Node_B. We
refer this scheduling method as CPs firstin a PQ (P-PQ).

The queueing model for P-PQ-scheme is depicted in Fig. 4.6. The operation scenarios
are same as M-PQ method except how the downlink packets are put into the PQ. CPs are

always served first by the Node-B when they can be put into the PQ.

Priority order (CP_G, CP_P, FRP_GHS-SCCH  HS-DSCH

a. new CP_G request 1 1
CP_Gs
b. new FRP_G request 2 | — 2
- CP_Ps
. now CR_Prea®y e Startto 3 | . Transmission
d.CP_G, FRP_G, or CP [iB*-¢3 ransmit - completes
Jsrejected .
4 15
-«
Priority Queue
(PQ)

Fig. 4.6: A queueing model for P-PQ scheme

4.3.3 DDT-PQ Method
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The FRP_G could occupy most of queue resources in the P-PQ method to block the
new downlink charging packets (CP_G and CP_P). To maximize the operator’s revenue,
FRP_G can be dropped if they stay over a period of time in the PQ without being served.
Each downlink packet can have a Discard Timer (DT) value sent from the RNC to
Node-B. When the DT expires, the packet is discarded if it is not transmitted yet. In our
design, a Node-B can dynamically adjust the DT value, i.e., increase or decrease, for FRPs
depending on the traffic load. We refer this scheduling method as Dynamic Discard Timer
for FRPs in a PQ (DDT-PQ).

The queueing model for DDT-PQ scheme is depicted in Fig. 4.7. The operation
scenarios are same as P-PQ method except that a FRP is discarded if it is still in the PQ
when the DT expires (dotted line'g). In this scheme, the DT values of the FRPs have a
Lower Bound (DTLB) and'an Upper Bound (DTUB). A larger DT value increases the
probability that a FRP is served; a lower-one decreases the probability. By adjusting the
DT value based on the system load, we can control the dropped probability of FRP in the
PQ. When the DTLB is chosen, a Node-B can not decrease the DT value for the FRPs
lower than it. That means the worse case of dropped probability of FRP can be controlled.
When the DTUB is chosen, a Node-B can not increase the DT value for the FRPs higher

than it. That means the best case of dropped probability of FRP can be controlled.

Priority order (CP_G, CP_P, FRP_GJS-SCCH  HS-DSCH

a. new CP_G request 1 1
—_— CP_G

—

b. new FRP_G requeps
_—
CP_Ps >
CM s e.Start to f. Transmission
FRP_G transmit — completes
d. CP_G, FRP_G, or CP_|yop
is rejected Timer)
Pt bavde B

<I_:’riority Queuz’|
(PQ),

' g. FRP_Gs are dropped
\

Fig. 4.7: A queueing model for DDT-PQ scheme
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The proposed algorithm of dynamically adjusting DT implementation in Node-B can be
described as follows. In order to consider the system throughput and the fairness for both CP
and FRP, the acceptable Dropped Probability (DP) of CP (P1) and FRP (P2) can be defined in
a Node-B. When the DP of CP is larger than P1 and DT is larger than DTLB, then DT can be
decreased by a Discard Timer Step Value (DTSV). On the other hand, when the DP of FRP
and is larger than P2 and DT is lower than DTUB, then DT can be increased by DTSV. For
implementation consideration, a lower P1 or a lower DTLB value can gurantee the throughput
for CPs; on the other hand, a lower P2 or a higher DTUB value can gurantee the fairness for
FRPs. By dynamically adjusting the DT, we can gurantee the system throughput of CP even
when the arrival of FRP is heavy, and can gurantee the fairness of FRP when the arrival of CP
is low. The values of the P1,P2,DTSV,DTLB,DTUB and DT can be chosen by mobile

operators. The peudocode of the proposed algorithm.is described in Fig. 4.8.

Parameters:
DT : Current Discard timer for new FRPs arrive
SW (Slicing Window) : a piece of system processing time
P1: the acceptable Dropped Probability (DP) of CP
P2: the acceptable Dropped Probability (DP) of FRP
DTLB: Discard Timer Lower Bound
DTUB: Discard Timer Upper Bound
DTSV: Step Value of Discard Timer
Pseudocode
Initialize assigrDT value and renew a timer for curresw

Repeat
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(2)Any new downlink FRP do not need to be put into PQ goto (3)
(2)Each downlink FRP put into PQ assigns a timer equal to DT
(3) If current SW =0 goto (4)
(a) All timers for FRPs in PQ - = current SW
(b) Remove all FRPs in PQ with timer =0
(c) Upadte the number of FRPs which Discard in cur@t
(d) Recalculate the DP of CP and DP of FRP based on the number
of CPs and FRPs which accept or Discard in previous §ws)
and currenBwW
(e) If DP of CP >P1 and DT >DTLB, DT - =DTSV, goto Q)
(f) If DP of FRP > P2 and DT < DTUB , DT + =DTSV
(g) Renew a SW. timer, goto (1)
(4) Upadte the number of CPs and FRPs which accept or Discard in &ent
(5) Update Currer®W (decrease) angbto 1)
End Repeat

Fig. 4.8: A peudocode for DDT-PQ scheme

4.3.4 DGS-PQ Method

To maximize the operator’s revenue, a Node-B can reserve some capacities of the PQ
for CPs only when the network load is high. That means the CPs have more chance to be
served than FRPs when the system load is heavy. Let Guard Slots (GS) denote the number
of the reserved capacities of the PQ for the CPs. The concept of GS is similar to that of
guard channel used in cellular network [39-42]. In addition, a Node-B can dynamically
adjust the value of GS, i.e., increase or decrease, for CPs depending on the traffic load. In

our design, the value of GS can have a fraction part to represent the probability of new
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FRPs request can be put into PQ. For example, if GS is set to be 1.2, then all new CPs
request and 80% of new FRPs request will be allowed to be put into PQ whenever free
capacity of PQ is 2. We name this control admission policy as GS admission procedure.
We refer this scheduling methd as Dynamic Guard Slots in a PQ for CPs (DGS-PQ).

The queueing model for DGS-PQ scheme is depicted in Fig. 4.9. The working
scenario is same with P-PQ method except that an an adjustable portion of the PQ is
reserved for the new downlink CPs. In this scheme, the GS values of the CPs have a
Lower Bound (GSLB) and an Upper Bound (GSUB). A larger GS value increases the
probability that a CP is served; a lower one decreases the probability. By adjusting the GS
value based on the system load, we can control the dropped probability of CP in the PQ.
When the GSLB is chosen, a Node-B can.not decrease the GS value for the CPs lower
than it. That means the worse case of dropped probability of CP can be controlled. When
the GSUB is chosen, a Node=B can not increase the GS value for the CPs higher than it.

That means the best case of dropped probability of CP can be controlled.

Priority order (CP_G, CP_P, FRP_G)HS-SCCH HS-DSCH

1 1
a. new CP_G request CP_Gs
_—
b. new FRP_G requg8p 24mission, - CP_Ps 2 | — 2
—  » | procedure GS for
c. new CP_P requedt CP_G e. Start to 3 f. Transmission
CP_P) transmit — completes
T
' ERP_Gs
i 4 15
DR — —|
d. CP_G, FRP_G, or CP_P Priority Queue (PQ)
is rejected

Fig. 4.9: A queueing model for DGS-PQ scheme

The proposed algorithm of dynamically adjust®8implementation in Node-B can be

described as follows. The DP of GPLf and FRP R2) will also use in this method. When the
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DP of CP is larger thaR1 andGSis lower thanGSUB, thenGScan be increased §ySSV.
Otherwise, when the DP of FRP is larger tR2randGSis higher tharGSLB, thenGS can be
decreased by Guard Slots Step Val@83V). For implementation consideration, a loviadr

or a higheiGSUB value can gurantee the throughput for CPs; on the other hand, &Pbwer

a lowerGSLB value can gurantee the fairness for FRP. The effects of dynamically adjusting
the GS cangurantee the system throughput of CP even when the FRP traffic is heaegrand
gurantee the fairness for FRA$1e values of th@1,P2,GSSV,GSL.B,GSUB andGSvalue can be
chosen by mobile operators. The peudocode of the proposed algorithm is described in Fig.

4.10.

Parameters:
GS: Guard Slots of PQ for new CP arrives
SW (Slicing Window) : a'piece of system processing time
PQR: free capacity of PQ
P1: the acceptable Dropped Probability (DP) of CP
P2: the acceptable Dropped Probability (DP) of FRP
GSLB: Guard Slots Lower Bound
GSUB: Guard Slots Upper Bound
GSSV: Step Value of Guard Slots in a PQ
Pseudocode
Initialize assignGSvalue and renew a timer for curreSw
Repeat
(1) Any new downlink CP and FRP do not need to be put into PQ goto 3)
(2) GS Admission procedure

(@) if [PQR> =( \-GSJ +1) ], PQ accepts CP and FRP
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elseif PQR<= Gs) ), PQ rejects CP and FRP
elseif POR= |GS])
PQ accepts CP and {GS—| G9*100% FRPs in currer8w
(b) PQR - =1 if accept CP or FRP
(3) If current SW =0 goto (5)
(a) Recalculate the DP of CP and DP of FRP based on the numer of CPs and FRPs
which accept or Discard in previous (nQl/s and currenBW
(b) IfDP of CP >P1 andGS<GSUB , GS+ =GSSV, goto (d)
(c) fDPof FRP >P2and GS > GSLB, GS - =GSSV
d) Renew @N timer , goto (1)
4) Upadte the number of CPs and FRPswhich accept or Discard in 8ivrent
5) Update Currer8w and goto (1)

End Repeat

Fig. 4.10: A peudocode for DGS-PQ scheme

4.4 Analytic Models

In our analysis, The notation of the size of PG and the number of HS-SCCH in a cell

for all schemes i€. The arrivals of CP_G, CP_P and FRP_G form Poisson processes with

mean A« Ao and g , respectively. The service time of CP_G, CP_P and FRP_G is

assumed to be exponentially distributed with mekres :

1/ feo gng 17 Ha | respectively. We

can use the M/M/C/B Markov process to model the M-PQ, P-PQ, DDT-PQ and DGS-PQ

schemes, and they are described below.

441 M-PQ Method
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For M-PQ scheme, let state n,n) denote that there are in totalP_Gs and
FRP_Gs transmitting, andCP_Ps transmitting, in total CP_Gs and FRP_Gs waiting,
andn CP_Ps waiting in the PQ. Part of the state transition diagram of M-PQ scheme is
depicted in Fig. 4.11. Lef:, j, mndenote the steady-state probability of the network in
state (,j,m,n) and Su be the set of existing states for this proceSs. can be expressed

in (4.1).

s ={(i,j,mn)[osi<C0< j<C,m=0an=00s<(i+j)<C] (4.1)
orf(i +j)=C,0s m< B0<n<BO<(m+n)<B]

.\\\/// 7
Crmin 5 /// \\\\.

Fig. 4.11: The state transition diagram of M-PQ scheme

From the balance equations which are complicated, not shown here, and the

Z i,j,mn

constraint (MmN = 1, the steady-state probabilify-:™" can be obtained by an
iterative algorithm [43]. The dropped probability of CPs (CP_Gs and CP_Ps) and FRPs

(PeP_M and Pre_m) the network utilization of CPs (CP_Gs and CP_P#-*) can

be expressed in (4.2)-(4.4), respectively.
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A
Per v = ZPi,j,m,n x| 79
(i,j.mn)3sa [(i+])=C(m+n)=B] (/]cg + /]fg) (4.2)

+ Zpi,j,m,n

(i.j,mn)oss [(i+])=C(m+n)=B]

A (4.3)
Pfrp_M: Zpi,j,m,n * i
(i,j,mn)0Se [(i+] )=C(m+n)=B] (/]Cg + /]fg)

Uew= > (i* .,j,m,n)*{%}( S(j* Prjm) (4.4)

(i,j,mn)ds Aeg + Aty i,j mn)0Sy

4.4.2 P-PQ Method

For P-PQ scheme, let staig,k,x,y,2) denote that there are in totalP_Gs
transmitting] FRP_Gs transmitting, akdCP_ Ps-transmitting, in totalCP_Gs waitingy
FRP_Gs waiting, and CP_Ps waiting in the PQ. Part of the state transition diagram of
P-PQ scheme is depicted’in Fig. 4.12. it k. x v, -denote the steady-state probability of
the network in stata,{,k,x,y,2) and S ‘be the set of existing states for this proceSs.

can be expressed in (4.5).

(4.5)

- 0<i<CO<j<COs<ks<C,
S =4(i,j.k,xy,2) o
x=0y=02z=00<(+j+k)sC

o (+j+k)=C0sx<B0<y<BOs<z<B,
0<(x+y+z)<B
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Fig. 4.12: The state transition diagram of P-PQ scheme

From the balance equations whichare complicated, not shown here, and the

Z PIJ M,XY,Z

constraint (! mxy.2)5Se = 1, the steady-state probabilify:i-mxv.2 can be

obtained by an iterative algorithm. The dropped probability of CPs (CP_Gs and CP_Ps)

and FRP_Gs IfC‘J—Pand I:’ff"—P), the.netwaork utilization of CPs (CP_Gs and CP_Ps)

(UCP—F’) can be expressed in (4.6)-(4.8), respectively.

PCp_P: Zpl,j,k,x,y,z
(i,j kx,y,2)0S [(i+]+k)=C( x+y+z)=B]

+ Zpi,j,k,x,y,z
(i,j k.x,y,2)0S [(i+]+k)=C( x+y+2)=B]

(4.6)

Prp s = ZPi,j,k,x,y,z (4.7)

(i,j k.x,y,2)09[(i+]+k)=C (x+y+2)=B]

Uep_r = Z[(, +Kk)* Pi,j,k,x,y,z] (4.8)

(i,j k.x,y,2)0S
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4.4.3 DDT-PQ Method

For DDT-PQ scheme, let staig,k,x,y,2) denote that there are in totdlP_Gs
transmitting] FRP_Gs transmitting, arkdCP_Ps transmitting, in totalCP_Gs waitingy
FRP_Gs waiting, andCP_Ps waiting in the PQ. Part of the state transition diagram of
DDT-PQ scheme is depicted in Fig. 4.13. The difference of the state transition diagram
and that of P-PQ is that there are two extra dotted lines representing the operd&idns of
for FRP_Gs. For example, staig,k,x,y,2) may change to statgj(k,x,y-1,2) if there is a
FRP_G’sDT expires and the FRP_G is dropped from the PQ.O'hef FRP_G is
assumed to be exponentially distributed with médnu . Let Pi,j k. x y,zdenote the
steady-state probability of the network in stafigk(x,y,2) and Soor be the set of existing

states for this processSor can be expressed in (4.9)

- 0<i<C0< j<C0<k=C,
Ser=14(i,j.k,x,y,z i
x=Qy=0z=00<(i+j+k)<C

i+j+k)=C,0sx<B0<sy<B0<z<B,
r
Os(x+ y+ z)s B

(4.9)

ij+1,k-1,x,y-1,z

Fig. 4.13: The state transition diagram of DDT-PQ scheme
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From the balance equations which are complicated, not shown here, and the constraint

Z i,j.mxy,z

(1.3:mx.y.2)Spor = 1, the steady-state probabilify-i-m*v.2 can be obtained by an
iterative algorithm. The dropped probability of CPs (CP_Gs and CP_Ps) and FRP_Gs

(F’CP—DDT and Pre_oor ), the network utilization of CPs (CP_Gs and CP_H@)—PDT) can be

expressed in (4.10)-(4.12), respectively.

Pi,j,k,x,y,z

Pcp _DDT —
(i, kx,y,2)0%00r [(i+]+k)=C (x+y+2)=B] (4.10)

+ Zpi,j,k,x,y,z
(i,] k.x,y,z)0%0r [(i+j+K)=C (x+y+2)=B]

Pfrp_ DDT (4.11)

= ZPi,j,k,x,y,z +
(i,j k,x,y,2)0%0r [(i+]+k )=C( x+y+z)=B]

v
*Pi,', X, Y, 2
2 (v gt ¥+ etk )|

(i,j k,x,y,z)0S0r

UCp_DDT - Z[(' + k) Pi, i kxy, Z] (4.12)

(i,j k. x,y,z)0S0r

4.4.4 DGS-PQ Method
For DGS-PQ scheme, let staig K X,y,z) denote that there are in totalP_Gs

transmitting] FRP_Gs transmitting, akdCP_Ps transmitting, in totalCP_Gs waitingy
FRP_Gs waiting, andCP_Ps waiting in the PQ. Part of the state transition diagram of

DGS-PQ scheme is depicted in Fig. 4.14. The difference of the state transition diagram
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and that of P-PQ is that there are two extra dotted lines representing the oper&i®ns of
for CP_Gs. For example, statg,k,x,y,z2) may not change to statg k,x,y+1,2) because

the new FRP_G request can not be put into the PQ baggfi asimission procedure even

the PQ still has free capacity and should be droppedﬂhéﬁvwidenote the
steady-state probability of the network in stafigk(x,y,2) and <¢s be the set of existing

states for this process®cs can be expressed in (4.13).

. 0<i<C0<j<C0O<k<C,
Sest (i, ]k, X,y,2 .
x=Qy=0z=00<(i+j+k)sC

(i+j+k)=C0<x<B0<y<B0<z<B,
Os(x+y+z)s B

(4.13)

Fig. 4.14: The state transition diagram of DGS-PQ scheme
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From the balance equations which are complicated, not shown here, and the constraint

Z P|J mx,y,z

(himx,y.23Ses = 1, the steady-state probabilify:i-m*v.2 can be obtained by an
iterative algorithm. The dropped probability of CPs (CP_Gs and CP_Ps) and FRP_Gs

(Pe_pes gng Pro_bcs) the network utilization of CPs (CP_Gs and CP_P#)-£¢s) can

be expressed in (4.14)-(4.16), respectively.

PCp_DGS: Zpi,j,k,x,y,z
(i.j kX,y,2)0S0s [(i+]+k )=C (x+y+2)=B] (4.14)
+ Pi,j,k,x,y,z
(i,] k.x,y,2)0%es [(i+]+k)=C ( x+y+2)=B]

Pfrp _ DGS

— Z Pi,j,k,x,y,z + (4.15)
(i,] k.x,y,2)0Scs [(i+]+k )=C ( x+y+2)=B]

Zpi,j,k,x,y,z

(i,j kx,y,z)0es| Gadmissiorprocedurg

UCp_DGQ = Z[(l + k)* Pi,j,k,x, y,z] (4.16)

(i,j k.x,y,2)0Sc0

45 Cost Function Scheme

In this chapter, we consider a mobile data operator’s revenue that consists of the
transmission fee of normal users and the monthly fee of flat-rate users. Instead of calculating
the total revenue, we propose a cost function representing the revenue loss due to blocked CPs
and due to the loss of flat-rate users. Since CPs are charged by the volume of packets

transmitted. In a fully utilized network, re-transmitting blocked CPs only leads to more CPs
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blocked. Therefore, we assume that blocked CPs in a fully utilized network will not be
re-transmitted, and thus represent revenue loss. The revenue loss of blocked CPs is
proportional to the blocking probabilitie$¢ « and Pe_») and the traffic load of CPs

(Lr_c and Oe_r ). The monthly revenue loss due to blocked CPs can be expressed in

(4.17).
Cer :I&P_G[PCP_G +I&P_P|:PCP_P (4.17)

The revenue loss due to the loss of flat-rate users also depends on the blocking
probability. Since flat-rate users are not charged by the volume of packet transmission,
blocked FRPs do not result in direct revenue-loss. However, when the blocking probability is
above a departure threshofél, flat-rate users may become discontent and start to switch to
other operators. We assume that the number of flat-rate users lost per month is proportional to
the discrepancy of the blocking probability?4-_c ) above. The monthly revenue loss
due to lost flat rate users can be expressed-in (4.18), wiherepresents the cost weighting

factor of flat-rate users.

Cero = {a[GPFRP_G —ﬁ),if (PFRP_G >,3)
RP = 0,otherwise (4.18)

The total monthly lossQ) is Ccp plusCere . And we assume the the traffic load of CPs

(LPer_c and pOer_r ) are0. We obtain the cost function, as shown in (4.19).

- — e ctRepp pHalRre 6 —B)if(Rre >
C_CCP+CFRP_{p[tP  *Reep_p [ralRere o B)if (e 6>

p[tPcpp_G+PCPp_P),otherwiss (4.19)

When the cost weighting factor of FRPs is less than that of Rso(), the scheduler
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should give priority to CPs without considering the FRP blocking probability. On the other
hand, whena is larger than twice ofp, the scheduler should give priority to CPs when the
FRP blocking probability is below the departure threshg)d lfut it should give priority to
FRPs when FRP blocking probability is abg&eNote thatf should be chosen to reflect the
beginning of user dissatisfaction as the blocking probability increases; its proper value may be
obtained from the past operation data.

To minimize the cost function, a same iterative algorithm shall also be developed as
shown in Fig. 3.5. Based on the stationary state probabilities, we can obtain the performance

measures and the minimum value of the cost function.

4.6 Numreical Analysis
4.6.1 Casel:a<p

In the analysis below, we assume the the number of HS-SCCH in &)csli4 and

the size of the P(B]j is 20. We compare four packet scheduling methods: M-PQ, P-PQ

DDT-PQ and DGS-PQ schemes. The mean service time of a él’-”f@Xand aFRP_G

(1/ M3y are assumed to be 10 ms, the mean service time of a éﬁ’/ﬁb)(is assumed to

be 20ms. The session arrival rate of CPﬂ@Xand CP_P/ﬁcb) are fixed at 50 and 100
packets/second respectively, and that of FRP’E&) (varies in the range of 50-150
packets/second.

In case 1, we let the cost weighting factor of flat-rate ugerss 2500 and 8
should be chosen to be 0.08 to reflect the level of user dissatisfaction. Noje thsat
choosen to be 5000 in our experiments, i.e., the cost weighting factor of FRPs is less than
that of CPs.

Extra parameters are needed to be determined in DDT-PQ sdhtar&P2 are

set to be 2% and 3% TLB andDTUB are set between 0.2 and 0.6 seconds, imiflahnd
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DTSV value are set to be 0.4 seconds and 10ms. Extra parameters are also needed to be
assumed in DGS-PQ schernmd. andP2 are set to be 2% and 3% same with the DDT-PQ
scheme, the size GSLB andGSUB can be reserved for CPs are set between 1 and 3,
initial GSandGSSV value are set to be 2 and 0.1.

Fig. 4.15 plots the mean dropped probabilities of CPs (i.e. CP_G and CP_P) for four
schemes as the FRP arrival rates increases. With special treatment for FRPs in DDT-PQ
and DGS-PQ, these two schemes are trying to keep the dropped probability of CPs is
belowP1 when the arrival rate of FRP is high. The effects of DDT-PQ and DGS-PQ
schemes on the mean dropped probability of CPs are changed slowly when the FRP
arrival rate is higher than 125 packets/second. This is because in DDT-PQ scheme there is
a dynamidDT for every FRP to limit the waiting time for it in PQ and in DGS-PQ scheme
there is a dynamiGS of PQ can be reserved for CPs to let them have more chance to be
kept in PQ.

When the FRP arrival rate is 170 packets/secondThealue reach®TLB in
DDT-PQ scheme. That means there is no more adjustm®nit for FRPs even though
the dropped probability of CPs is higher thiin The effect is that the dropped probability
of CPs will be higher thaR1 when the FRP arrival rate is higher than 170 packets/second.
This indicates thdDTLB in DDT-PQ scheme can also be dynamically adjust in system
implementation consideration. When the FRP arrival rate is 170 packets/secd, the
value does not reacBSUB in DGS-PQ scheme. That means the adjustme@&dbr CPs
can still control the dropped probability of CPs higher thRanAccording to the results,
DDT-PQ and DGS-PQ schemes can have lower dropped probability of CPs comparing

with two other schemes.
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Fig. 4.15: The average dropped probability of CP for four packet scheduling methods

Fig.4.16 plots the mean dropped probabilities of FRPs (i.e. FRP_G) for four schemes
as the FRP arrival rates increases. With the special treatment for FRPs in DDT-PQ and
DGS-PQ, these two schemes will have higher blocking probabilities for FRUSs. The cost
becomes more significant as the traffic of FRPs increases. However, in these two
DDT-PQ and DGS-PQ schemes, they are also trying to keep the dropped probability of
FRPs is below2 when the FRP arrival rate is between 100 and 105 packets/second. But
after the FRP arrival rate icreases more, trying to keep the dropped probability of CPs

belowP1 is important than trying to keep the dropped probability of FRPs Helow
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Fig. 4.16: The average dropped probability of FRP for four packet scheduling methods

Fig. 4.17 plots the mean network utilization of CPs (i.e. CP_G and CP_P) for four
schemes as the FRP arrival rates increases. With the special treatment for FRPs in
DDT-PQ and DGS-PQ, these two schemes are trying to let CPs to have more changes to
be served even when the arrival rate of FRP _is high . When the FRP arrival rate is 170
packets/second, thgT value reach®TLB in DDT-PQ scheme. The effect in DDT-PQ
scheme is that the network utilization of CPs are almost the same and can be guranteed
when the FRP arrival rate is between 125 and 165 packets/second. When the FRP arrival
rate is 170 packets/second, B8 value does not reacbSUB in DGS-PQ scheme. The
effect in DGS-PQ scheme is that the network utilization of CPs are almost the same and
can be guranteed when the FRP arrival rate is between 125 and 170 packets/second.
Because we choose different simulation parameters assumptiori3TLB.andGSUB),
there is a little different result between these two methods. No matter what parameters we
choose, the result can implicitly indicate that these two methods are very effective to

gurantee the packet revenues for mobile operators.
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Fig. 4.17: The average network utilization of CP for four packet scheduling methods

Fig. 4.18 plots the result of dynamically adjusting Bievalue in DDT-PQ scheme
as the FRP arrival rates‘increases. We assume the hitiadlue is 400ms anDTLB ,
DTUB values are 200ms, 600ms. When the FRP arrival rate is 100 packets/second, the
dropped probabilities of FRPs read theDT needs to increase to keep the dropped
probability of FRP belowr2. When the FRP arrival rate is 105 packets/second)the
reachdDTUB and no more adjustment BT in DDT-PQ scheme. That means the dropped
probabilities of FRPs is higher th&2. When the FRP arrival rate is 130 packets/second,
the dropped probabilities of CPs reaélis theDT needs to decrease to keep the dropped
probability of CP belowrl. When the FRP arrival rate is 165 packets/second)the
reachdDTLB and no more adjustment BT in DDT-PQ scheme. That means the dropped
probabilities of CPs is higher th&1. Different analytic parameters assumptions, P#,,
P2, DT, DTLB andDTUB values in DDT-PQ scheme could be a little different numerical

results.
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Fig. 4.18: The results of dynamically adjusting the DT value in DDT-PQ scheme

Fig. 4.19 plots the results of dynamically-adjusting@svalue in DGS-PQ
scheme as the FRP arrival rates increases. We assume th&Bitadle is 2 andSLB ,
GSUB values are 1, 3. When the FRP arrival rateis 100 packets/second, the dropped
probabilities of FRPs reacli®2, theGSneedsto decrease to keep the dropped probability
of FRP belowP2. When the FRP arrival rate is 110 packets/second8reachsGSLB
and no more adjustment @S5in DGS-PQ scheme. That means the dropped probabilities
of FRPs is higher thalR2. When the FRP arrival rate is 130 packets/second, the dropped
probabilities of CPs reaclid, theGSneeds to increase to keep the dropped probability of
CP belowP1. When the FRP arrival rate is 170 packets/second)Théoes not reach
GSUB. That means the dropped probabilities of CPs is not highePthdbifferent
analytic parameters assumptions, P4,,P2, GS, GSL.B andGSUB values in DGS-PQ

scheme could be a little different numerical results.
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Fig. 4.19: The results of dynamically adjusting the GS value in DGS-PQ scheme

46.2Casell:a>p

In case 2, we let the cost weighting factor of flat-rate ugers- 20000 and .
should be chosen to be, 0.08 to reflect the level of user dissatisfaction. Noje thsat

choosen to be 5000 in our experiments, i.e., the cost weighting factor of FRPs is much

larger than that of CPs.

Fig. 4.20 plots the cost function as FRP traffic increases. The cost function
represent the revenue loss of the operator; the less the better. A more sophisticated
scheduler is developed in this cageX p). DGS-PQ and DDT-PQ scheduler give

priority to CPs when the FRP blocking probability is below the departure thresfold,

When FRP blocking probability is above the threshold, DGS-PQ and DDT-PQ scheduler

give priority to FRPs.
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Fig. 4.20: The cost function (C) whea > p

The results indicate DGS-PQ and DDT-PQ have the least amount of revenue loss
among all schedulers. When the FRP traffic less than 180 packets/sec, the revenue losses
of two other schedulers are as small as those of DGS-PQ and DDT-PQ, but the losses rise
rapidly as the FRP traffic increases above 180 packets/sec.

In DGS-PQ, the reserved GS is for CPs when the FRP blocking probability is below
the departure threshold3 when the FRP traffic less than 180 packets/sec. and the
reserved GS is for FRPs when the FRP blocking probability is higher the departure
threshold, f when the FRP traffic larger than 180 packets/sec.. The number of GS for
CPs and FRPs depend on the cost function value and is depicted at Fig. 4.21. We assume

the initial GSvalue is 4 and>9LB , GSUB values are 0, 4.
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Fig. 4.21: The number of GS for CPs and FRPs wheh p

In DDT-PQ, the drop timer will set for each packets of FRPs when the FRP

blocking probability is below the departure threshofsi, when the FRP traffic less than

180 packets/sec and the drop timer will set for each packets of CPs when the FRP
blocking probability is higher the departure thresholtl, when the FRP traffic less than

180 packets/sec. The number of DT for FRPs and CPs depend on the cost function value
and is depicted at Fig. 4.22. We assume the iffavalue is 500ms andTLB , DTUB

values are 500ms,5000ms.

Drop Timer (second) for CPs and FRPs
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FRPs arrival rate of f (packets/second)

Fig. 4.22: The value of DT for FRPs and CPs whe® o
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Fig. 4.23 plots the blocking probabilities of FRPs as the FRP arrival rate increases. The
results indicate DGS-PQ and DDT-PQ can keep the blocking probabilities of FRPs at the
same level(i.e., the departure thresholgl) because we adjust the value of GS or DT in
DGS-PQ and DDT-PQ for FRPs or CPs. In order to get the minimum value of cost function,

the value of GS and DT will be dynamically adjusted.

Average Drop Probabilty of FRPs
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Fig. 4.23: The 'blocking probabhilities of FRPs wher? p

4.7 Conclusions

Since usage does not incur cost, FRPs data packets may occupy most of the radio
channel resources in a HSDPA network. The effects of controlling downlink packet
scheduling parameters in HSDPA network, such as SIR, packet priority, Discard Difjer (
Guard Slots (GS) in a PQ for CPs and FRPs have been studied. The analytic models for four
packet scheduling schemes, M-PQ, P-PQ, DDT-PQ and DGS-PQ, have been presented and
numeric results have been discussed. In our study, M-PQ and P-PQ methods combining

downlink packet scheduling techniques studied in this paper, including queueing and priority,
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are not suitable for mobile operators to provide flat-rate packet services to users if they care of
revenue.

Moreover, DDT-PQ and DGS-PQ methods consider the balance between serving the

FRPs and CPs in different system loads no matte¥ p or a > p. They combine

downlink packet scheduling control techniques studied in this paper, including queueing,
priority and dynami®T for FRPs or dynamiGS of PQ for CPs, are effective in reducing the

blocking probability for CPs at the cost of increasing the blocking probability for FRPs when

a < p, andkeep the blocking probability at the same level for FRPs at the cost of increasing

the blocking probability for CPs wherr > p. These two methods are much effective to

guarantee the revenues for mobile.operators especially when system load is high.
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CHAPTER 5

Conclusions and Future Work

In this dissertation, we investigated design issues on the scheduling mechanisms for
priority transmission in PLMNs. This chapter summaries our study and contributions, and

briefly discusses the future directions.

5.1 Summary

In Chapter 2, channel allocation-methods for priority packets in the GPRS Network were
presented. We studied and described BCA and USFCA schemes that implement priority
queuesn the GPRS network. Both schemes provide shorter mean waiting time and system
time for priority packets than the simple FCES scheme at the cost of longer mean waiting
time and system time for non-priority packets. In addition, the transmission delay of priority
packets using USFCA can be better guaranteed than that of BCA especially when the GPRS
traffic is heavy.

In Chapter 3, uplink connection scheduling methods for flat-rate data services in the
UMTS network were investigated. We described four combinations of scheduling techniques,
gueueing, guard channels, preemption and rate-adaptation. Moreover, we analyzed their
effectiveness in reducing the revenue loss of the operators serving both normal and flat-rate
users. We proposed a cost function representing the revenue loss due to both blocked normal
user connections and lost flat-rate users. The optimum numbers of guard channels can be

determined by an iterative algorithm. The analytic results indicate whenthe cost
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weighting factor of flat-rate users, is less than, queueing and preemption are essential for
connection scheduling to maximize the revenue. Rate-adaptation is ineffective, because
half-rate connections are less bandwidth-efficient. Sub-rating FRUCs reduced the system
throughput and the operator revenue. In addition, no guard channel is needed, if queuing and
preemption are used, because guard channels increase the blocking probability of FRUCs and
reduces system throughput. We considered uplink connection scheduling only. We did not
study downlink traffic scheduling, which can be done on packet level. In our study, the cost
weighting factor of flat-rate user®r(), is less than that of normal useys ). Further study is
needed for UMTS networks witl@ larger than o., which is possible when the number of
flat-rate users increases or the normal user traffic decreases. In this situation, a more
sophisticated scheduler is needed: The scheduler should give priority to NUCs when the
FRUC blocking probability is below the departure threshg@d,When FRUC blocking
probability is above the threshold, FRUCs should have priority.

In Chapter 4, flate-rate packet scheduling techniques for the WCDMA systems with
HSDPA were presented. Since usage does not‘incur cost, FRPs data packets may occupy most
of the radio channel resources in a HSDPA network. The effects of controlling downlink
packet scheduling parameters in HSDPA network, such as SIR, packet priority, Discard Timer
(DT), Guard Slots (GS) in a PQ for CPs and FRPs have been studied. The analytic models for
four packet scheduling schemes, M-PQ, P-PQ, DDT-PQ and DGS-PQ, have been presented
and numeric results have been discussed. In our study, M-PQ and P-PQ methods combining
downlink packet scheduling techniques studied in this paper, including queueing and priority,
are not suitable for mobile operators to provide flat-rate packet services to users if they care of
revenue.

Moreover, DDT-PQ and DGS-PQ methods consider the balance between serving the
FRPs and CPs in different system loads no matter< p or a > p. They combine

downlink packet scheduling control techniques studied in this paper, including queueing,
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priority and dynamic DT for FRPs or dynamic GS of PQ for CPs, are effective in reducing the
blocking probability for CPs at the cost of increasing the blocking probability for FRPs when
a < p, and keep the blocking probability at the same level for FRPs at the cost of

increasing the blocking probability for CPs when > p. These two methods are much

effective to guarantee the revenues for mobile operators especially when system load is high.

5.2 Future Works
Based on the research results in this dissertation, the following design issues on the
scheduling mechanisms for priority transmissions in wireless network can be investigated

further.

(1) Integrated uplink and downlink scheduling mechanisms for priority transmission in
wireless networks

In this dissertation, we only:consider one way scheduling mechanisms (i.e., uplink or
downlink) to address the Qo0S issues of different customers and the revenues of wireless
operators. To provide a better service to the users, one should consider both uplink and

downlink scheduling mechanisms in providing priority services in wireless networks.

(2) To propose a new cost function in evaluating the performance of scheduling
mechanisms

In Chapter 3, we consider a mobile data operator’s revenue that consists of the
transmission fee of normal users and the monthly fee of flat-rate users. Instead of calculating
the total revenue, we propose a cost function representing the revenue loss due to blocked
NUCs and due to the loss of flat-rate users. In reality, multiple QoS requirements of users may
be provided by wireless operators. A new cost function considers multiple parameters is

needed in evaluation the performance of scheduling methods.
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Furthermore, there are strong demands from the customers for the operators to support
QoS in wireless networks. Different scheduling mechanisms should be provided by the

wireless operators in their business models.
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