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A CMOS Mismatch Model and Scaling Effects

Shyh-Chyi Wong, Kuo-Hua Pan, and Dye-Jyun Ma

Abstract—In this letter, a novel single-pair mismatch model [2]. Our results indicate that CMOS mismatch is induced by
for short-channel MOS devices is developed, and scaling effectshoth local edge roughness (following thi&L)=(/% law)
of mismatch distributions are investigated based on the model. 5. global variations (following theWL)—(l/Q) law) [6]. In

Mismatch effect is modeled with threshold voltage, current factor, dditi | del is d | df deli t
source resistance, and body factor mismatches. SPICE mismatch 24d1tion, ay/n-law model is developed for modeling gate-

simulation is defined with mismatch parameters extracted from finger dependence of mismatch.

the model for accurate offset estimation in circuit simulation.

Scaling effects with device size are investigated based on statistical

mismatch data, and the results indicate that CMOS mismatch is Il.' A MISMATCH EXTRACTION MODEL

induced by both local edge roughness and global variations. In - \\e assume that device mismatch is induced by four pa-
gddmon, a v/n-law model is developed for modeling gate-finger rameters: threshold voltage mismaig¥, current factor mis-
ependence of mismatch. . >
match 63, source resistance mismatélk;, and body factor
mismatchéos. The four mismatch parameters, which induce
. INTRODUCTION drain-current mismatchl,/I,, are decomposed into gate-bias
ATCHING property greatly influences analog circuitVzs-dependent and/g.-independent terms. This is different
offset. Thus, an accurate mismatch characterizatidigm traditional formulation wherél,/I, is assumed to be
is essential for analog circuit design. Pelgroeh al [1] induced only byéV; and 63. Geometry mismatch which is
and Lakshmikumaret al [2] used a direct measurementVgs-independent is attributed t63//3, and V-dependence
approach for their mismatch characterization. Gregor [3] usé contained in velocity saturation parameterand source
a differential technique with short-channel effects ignoreggsistance mismatchR,, which will yield V,,-dependence
For submicron MOS devices, short-channel effects affect mig- the final 61;/1;. This decomposition process is meant
match properties. Bastast al. [4] thus incorporated partial to provide a simple and physically meaningful mismatch
short-channel effects in their mismatch study. extraction model.

Here, our goal is twofold: 1) to develop an accurate single- Our mismatch extraction model is based on a simplified
pair mismatch model which can give voltage-bias depender@@in current formula [5], [7], which is similar to the-law
to allow for accurate offset prediction, and 2) to develop @odel [8] in spirit. That is
statistical (scaling analysis) model which can give device- , ,
size dependence of mismatch to ensure accurate simulation Lo = Bl(Vgs = Vi) = 0.5(1 + o) Ve[ Vas
of circuit offset distribution. A single-pair mismatch model isind
the foundation of statistical scaling analysis.

Our single-pair mismatch model aims to extract accurate
mismatch parameters, which will in turn be used for defining
SPICE mismatch simulation (see Section Il). The accuraf§f linear and saturation regions, respectively. In (I, =
of SPICE mismatch simulation is validated with measurelds —lafs andV, = Va, — 214 R, which model voltage drops
data, and it can thus be reliably used for circuit offset voltag¥ source and drain resistances, respectively. Also

PVes — Vi)*

I, =
‘T Tl +0)

1)

prediction. The mismatch model is similar to thdaw model s
[8] in spirit, including major short-channel effects, and is o= 2¢qNa
simple for easy extraction. 2v/2¢F + [Vis|Cox

_Toward our second goal, we collect a high volume qrf7 V. is drain bias Vi, is back bias
mismatch data on two test patterns (cross-coupled and fingered
layouts) based on the mismatch model to analyze scaling g uWCoy
effects in terms of standard deviations of mismatch parameters. p= L1+ 6(Vgs — W2))’
It is observed that mismatch means are comparably negligible
because of properly symmetric layouts in our test patterns [£]iS dielectric constant of silicory is unit charge N, is bulk
doping concentratior(’, is unit-area gate-oxide capacitance,
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F TABLE |
4.0% [ ’;QZVMZOV, Vg=1V,8V=-2.6TmV MISMATCH‘DISTRIBUTIONS FOR CROSSCOUPLED
- 5p/B=0.464%,5Rs=2.34Q2 NMOS E( ): MEAN; o( ): STANDARD DEVIATION
2= 0% L L_Z“m Device size|Voltage bias |ESV),o(6V)mV)|E(GH/B), s@B/B) |G/, 061/
= : W/L Vi Vie (V) (%) @V,,=V,+0.26V
2 r (%)
g 0.0% | ’ 50/0.5 [2.5,0 -0.259, 3.05 0.0634, 0.535  |0.254, 1.89
é C L:0-65“I.n quasaeaRatasEes 50008 [2.5,0 0.0795, 1.94 -0.182, 0.389 ot available
B 0% [ 50/1 2.5,0 -0.0748, 1.51  [0.0584, 0.348  [not available
£ [ A 5012 2.5,0 0.172, 0.861 -0.0199, 0.297  |0.0829, 0.829
E aov (@ : Vo= 0V, Vo= 1V,8V,~1 85mV 50005 l0.1,0 0.120,2.98 - [0.0212,0.367  |0.254, 1.850
5 v L 3P/B=1.11%,8Rs=1.13Q 5072 0.1, 0 0.388, 1.114 0.0329, 0.137  |-0.0894, 0.839
A I B Ve= -1V, V=1V,3V=1.06mV, 5005  [2.5,-1 -0.353, 3.41 0.0705, 0.575  [-0.323,2.05
-6.0% I _ OB/B=LA7%,8Rs=1.20Q 50/2 2.5, -1 0.229, 1.06 0.0232, 0.267  ]0.0661, 0.929
r A V= 0V, V=01V, 8V,=2.01mV,
r 3(/B=-0.172%, 5Rs=0.298Q)
8.0% —— Fig. 1 compares HPICE simulation with measured data, and
0.0 1.0 2.0 3.0 shows the accuracy of our mismatch extraction model for

various biases and channel lengths. This is important, since the
accuracy of single-pair mismatch is the foundation of a preci-
Fig. 1. Verification of voltage dependence of single-pair mismatcGiON Circuit offset simulation. Note that considerable difference
e)Etractio_n model. Lines: HSPICE simulations; Symbols: msasqred dagsf mismatch parameters betwegp, = 0.1 VandVy =1V
LA 10(;{/{5“(“14/"""95)97 '(,pjfg‘fgfgjflj‘;%’;, D Eor ;fjﬂ; suggests that linear region mismatch parameters should not be
a=1.93,8=219x1073(A/V?), 6 = 0.0218(1/V), V; = 0.802 V. used for most analog circuit designs. Dependence of mismatch
parameters of}, (for V4, =0V and V;,; = —1 V) is shown

in Fig. 1 for single-pair mismatch and in Table | for standard
Heviations. The values of extracted mismatch parameters used
in the simulation are also listed in Fig. 1 for easy reference;
here 60 is negligible and is thus omitted.

61
{1+ 3R Vi + 20V = Ve - L+ VRIS "

Gate voltage bias V (V)

The mismatch extraction model is derived by differentiatin
(1) with respect to the mismatch parameters (given &3
is a constant with respect td,). That is

. SCALING EFFECTS

_ -1 5V, + op Two structures are used in our mismatch study: 1) cross-
ViV, — 1+ Ty &) coupled pair and 2) stripe pair with fingers (see Figs. 2 and
& 2 & 3). Statistical mismatch data are collected from a twin-well
— {Vis +2[Vs = Vi = A + o)V ]} CMOS technology with polycide gate, gate-oxide thickness of
B8R, — Vis 5o @ 90 A, field oxide of 0.35um, and LDD with spacer of 0.2 _
(1+0),, pm. Mismatch parameters are measured and extracted using
2[‘@% -Vi- 2 Vds:| a test program based on (2) and (3) on a Hewlett-Packard-
4062 machine in a class-ten environment, on 22 lots of 6-inch
and wafers with 24 wafers per lot produced within six months.
af R, , a1 01y A total of 32 dies are measured per wafer to cover sufficient
1+ m(vgs — Vi) _r_d} intra-wafer random errors for a meaningful statistical analysis.

a 83 af ) - Means E() and standard deviations() of mismatch pa-
= —V,—_thWt + s m(vgs - W) rameters for a cross-coupled NMOS pair are listed in Table I.
& 5 Observe that the means are negligible compared to the standard
_ %9 (3) deviations, as symmetric layouts eliminate most systematic
lto errors in our mismatch data. Standard deviations are mainly
for linear and saturation regions, respectively. With (2) and (3pduced by random errors, and can be used for our mismatch
we can easily extract the mismatch parametdrs 63, 6Rs, scaling study.
and 6o by solving them directly using (2) and (3) based on Fig. 2 shows device-size dependence of mismatch stan-
measurement data ¢b1,/14, Vgs). dard deviations in cross-coupled NMOS pairs, exhibiting that
The extracted mismatch parameters are used in HSPIGBYV;) is proportional tol W L)~G/%) ando(63/73) is propor-
for mismatch simulation as follows. Two Level-28 [9] modetional to (W L)~(1/2), with root-mean-square (RMS) errors
files are generated for a mismatch pair, with mismatch b@n log scale) of 0.0494 and 0.0465, respectively. Moreover, a
ing modeled using HSPICE parametefslvto (for §V;) and 0.102 RMS error (in log scale) is calculated fof1& L)~ (1/2)
DXL/L (for 68/03). For éRs andéc, there are no direct cor- fit for o(6V;), which is apparently not suitable. This result
responding HSPICE parameters, and therefore we use differdistagrees with the one in [2], but agrees with the general model
HSPICE parameterBS and K 1 in the two models to generateof [6], suggesting thatV; is caused by local-edge roughness
equivalenté R, and 6o, respectively. andé/3/73 by global distortions. The relatively large periphery-

-6R,
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and this gives a standard deviation of mismatch

> 08 2.0

S 0.6 —:(WL)'OSmodel _

= WL P model |} 2.1 & PN o 0’(5Vt)|1-finger-pair

% 04 A m : measured data @ O'( t)|n-f|nger—pa|r— Ts = \/7_1 = \/7_1 .

g 0.2 R 22 2 (4)

S 0 T 23 E The v/n-law model, as shown in Fig. 3, agrees well with
1:3-02 % 04 5 measured data. Note that thign model now agrees with
£ 0'4 . T - the traditional (W L)~(1/2) dependence [1], [2], but differs
E 25 & from the previous(W L)~(/4 model of threshold-voltage
&-06 I' z—;? 26 2 mismatch in cross-coupled pairs. We suggest that this deviation
S -08 ﬂ. = ' £ is due to smaller periphery-to-area ratio of diffusion-layer
E -1 | | cross-coupled pair _ii 27 § in the n-finger layout than that in the cross-coupled layout,
£ 1, 23 “ resulting in negligible local-edge-roughness effect [6] and
= s 5 ’s eliminating the(W L)~(/%) dependence. Thus, usingingers

Width-length product Log[(WL)] (um?)

in fingered layout is different from using a device sizewd¥ L
in cross-coupled layout, although their overall device sizes are

Fig. 2. Scaling of mismatch standard deviations in cross-coupled NMQBe same.

pairs. Symbols: measured data. Lingd? )~ (1/2) and(1W Z)~(3/4) model.

S: common source; D1, D2: drain nodes for first and second MOS in the pair.

All diffusions are with identical size.

IV. CONCLUSIONS
An accurate single-pair mismatch model has been developed

s 90 Sl 3.0% for .circuit simulation., and .scaling effects of mismatch distr?—
S 80 _;_'SSV:(pmos): _— butions have peen investigated. SPI_CE mismatch simulation
= 70 F 5% a has been defined based on the mismatch model, and can
E 60 1 1 2 0% © be used for accurate circuit offset prediction. In specific,
2 ks {77 ¢ we have obtained a newWV L)~(/% dependence result of

‘g 3.0 3 1 15% § threshold voltage mismatch in the cross-coupled pairs, and
g 40t i deyeloped a/n-law model for mismatch in multifinger device

% 30 F . 1.0%3:3 pairs.
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