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An Integrated Quality of Service Scheme
for Digital Home Applications in IEEE
802.11e Wireless LANSs

Student : Ping-Chi Wang Advisor : Dr. Kuochen Wang

Department of Computer and Information Science

National Chiao Tung University

Abstract

The wireless local area network (WLAN) is now one of most promising
technologies to provide network connectivity_for digital home applications with easy
installation, and both technical."and matket mattrity. Since legacy IEEE 802.11
standards offer inadequate QoS-support, IEEE 802.11e was proposed to provide QoS
support for multimedia applications. ‘However; for the Enhanced Distributed Channel
Access (EDCA) of IEEE 802.11e, when a‘channel is occupied with high priority
traffic, low priority traffic may suffer starvation due to its little chance contending for
the channel. The starvation prevention is crucial to digital home applications such as
http, telnet, ftp, and home appliance control applications. The starvation of low
priority traffic may result in these digital home applications in failure, which is
unacceptable. DDRR was proposed to achieve this goal; however, it cannot be
adapted to traffic condition dynamically. It also provides few parameters for QoS
guarantee. In this thesis, we propose a QoS scheme, called Starvation Prevention for
Low-Priority Traffic (SPLPT), for digital home applications in IEEE 802.11e WLANS.
SPLPT prevents starvation of low priority traffic by providing adequate

contention-free channel access in its compensation procedure for starving traffic
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(CPST) when starvation is about to occur; and it has the same behavior as EDCA
when the CPST is not activated. SPLPT integrates both EDCA and HCCA to provide
high throughput performance as well as starvation prevention, and it is fully
compatible to IEEE 802.11e. Simulation results have shown that when the WLAN is
heavily loaded with high priority traffic, SPLPT shortens the MAC delay of low
priority traffic by 3.9 and 5.1 times, respectively, compared to EDCA and DDRR. In
addition, the throughput of low priority traffic is raised up from 0 % to 5 % of the

maximum throughput to avoid starvation.

Keywords : digital home, IEEE 802.11e, QoS, starvation prevention.
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Chapter 1

Introduction

Home networks and their applications are now growing in popularity and are
expected to provide family entertainment, security, contents, and e-commerce services.
For example, consumers are getting interested in the integration of information
appliances (IA) and consumer electronics (CE) that provides communication, control,
security (such as monitoring or intrusion detection), and sharing of digital contents
in home domain.

There are several network Options ifor digital -home, such as the wireless local
area network (WLAN), HoméPlug [33],-and HomePNA [34]. Among them, the
WLAN is advantageous for ‘easy= mnstatlation,  diminishing cost, and technical
improvements, especially enhanced datarates [2][30]. As shown in Fig. 1, a WLAN
integrates information appliances and digital home applications, such as video
streaming from DVD players and remote control of air conditioners over WLAN. It is
simultaneous the bridge between these home applications and the internet in a digital
home environment. According to market surveys, users are more likely to adopt

WLAN than Ethernet for constructing digital home environments [31].
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Fig. 1: The integration of digital home appliances using WLAN.

Video, audio, voice over IPs (VoIP) and: other multimedia applications are
possible digital home applications and how: to carry‘them over the WLAN becomes a
key issue for WLAN-based home networks. However, real-time applications requires
better performance with low mean.packet delay; small misses of packet deadline, and
low packet collisions; therefore it is ‘crucial for the WLAN to provide sufficient
quality of service (QoS) for real-time data in digital home environments [31].

There are diverse protocols and/or mechanisms in different layers to ensure QoS.
These protocols include Session Initiation Protocol (SIP) in the application layer,
RTP/RTCP in the transport layer, and MPLS, InterServ, and DiffServ in the network
(IP) layer [30]. However, due to the characteristics of WLANSs (high bit error rate,
fading, etc.), they may still be confined by the underlying WLAN (data link and
physical layer) and the QoS performance may be limited. Accordingly, it is important
for WLANSs to be equipped with appropriate QoS mechanisms for digital home
applications.

In this thesis, an integrated QoS solution for preventing the starvation problem,



which may cause undesirable impact on digital home applications such as Attp, telnet,

and home appliance control applications, in IEEE 802.11e WLANSs is proposed.




Chapter 2

Preliminary

To improve the QoS capabilities for WLANs, the IEEE 802.11 committee
proposed the IEEE 802.11e specification [3], which provides QoS enhancements to
the MAC layer and enables 802.11 WLAN:S to efficiently stream audio and video data.
The IEEE 802.11e provides QoS functions by the following elements:

B Hybrid Coordination Function (HCF)
B Transmission Opportunity (TXOP)
B Traffic Specification (TSPEC)

In the following, we give a briefintroduction to each:

2.1 Hybrid Coordination.Function (HCF) [3]

As shown in Fig. 2, 802.11e is an extension to the legacy 802.11 standards to
support diverse applications, including real-time applications, by MAC enhancements
for QoS [3]. IEEE 802.11e introduces Hybrid Coordination Function (HCF) as the
MAC scheme. While being compatible to legacy DCF and PCF, HCF combines both
contention-free and contention-based channel access mechanisms and introduce
traffic differentiation to provide QoS guarantees. The contention-based channel access
mechanism in HCF is called Enhanced Distributed Channel Access (EDCA) while the
counterpart is HCF Controlled Channel Access (HCCA), which is contention-free.
These enhancements distinguish QoS enhanced stations (QSTASs) from non-QoS STAs

(STAs), and QoS enhanced access point (QAP) from non-QoS AP (AP).



EDCA || HCCA Legacy PCF
HCF
Legacy DCF

Fig. 2: Protocol hierarchy of 802.11e [30].

2.2 Transmission Opportunity (TXOP) [3]

The fundamental concept of 802.11e channel access function is based on
transmission opportunity (TXOP). A TXOP grants a particular QSTA the access to a
channel at a defined point in time,for a defined maximum duration. In IEEE 802.11e,
the HCF allocates the right to- transmit through, TXOPs granted to QSTAs. More
specifically, a TXOP is a bounded time-interval in° which the QSTA is allowed to
transmit a series of frames and a TXOP-can only be assigned by HC. The TXOP value
of a QSTA can be obtained in two ways. The first way is from a QoS+CF-Poll QoS
frame during the CP or CFP (a “polled” TXOP); the other way is by a QSTA winning
an instance of EDCA contention during the CP. In the first way, the entire TXOP is
protected by the NAV set by the duration of the frame that contained the
QoS+CF-Poll function. Meanwhile, TXOP is confined within 7XOPLimit to prevent
channel from being monopolized. Generally speaking, TXOP maximum shall not
extend across TBTT (target beacon transmission time), dot1/ CFPMaxDuration (if in
CFP), dotliMaxDwellTime (if using an FH PHY), dotlICAPLimit, or any other
restrictions [30]. Any QoS data type frame of a subclass that includes CF-Poll
contains a TXOP limit in its QoS control field. For the TXOP that comes from EDCA

contention, the TXOP limit value shall be from the QoS parameter set in the most

5



recent Beacon frame. On the other hand, in the case of a polled TXOP a QSTA may
initiate the transmission of one or more frame exchange sequences, with all such
sequences nominally separated by a SIFS interval. The QSTA shall not initiate
transmission of a frame unless the transmission, and any acknowledgement, or other
immediate response expected from the peer MAC entity, are able to complete prior to
the end of the remaining TXOP duration. As shown in Fig. 3, an 802.11e superframe
is composed of CFP and CP, separated by a CF-End frame. It is initialized with a
Beacon frame and CFP begins afterward. During CFP, a polled QSTA or STA may
transmit frames within TXOP or any other constraints, such as CFPMaxDuration, as
in the legacy 802.11. HC then terminates CFP by issuing CF-End and then a CP
begins. During CP, a QSTA or STA may transmit frames by contenting for channel
access after waiting for a backoffinterval. Unlike the legacy 802.11, HC may also
take over the channel in the -control access phase (CAP), which is a temporary

contention-free period during CP.

+ CFP i CP with CAP: >
Beaco, QoS CF-Poll /— CF-End QoS CF-Poll
A L A -~ LY .
] ) >—p
(Q)STAs T ~_ 1 4 _ S—_—=ad d=—-—7T
I‘ TXOP > TXOP—» [—v-TX0

RTS/CTS/
RTS/CTS/fragmented . " fragmented
DATA/ACK (polled : :sti(é]KS."’“:\ DATA/ACK
by HC) e (polled by
HC)

Fig. 3: A 802.11e superframe [3][30].

The enhanced mechanism in 802.11e relies on a set of new QoS frame types that

allow the HC to send any combination of data, poll, and acknowledgement to a station



in a single frame. When the HC sends a poll to a QSTA, the QoS control field

contains a TXOP limit value that specifies the duration of the granted TXOP [25][30].

2.3 Traffic Specification (TSPEC) [3][30]

To provide QAP the information of service requirements, QSTAs quantify their
QoS requirements in the form of TSPEC (Traffic Specification) parameters. However,
parameter values in TSPEC are objectives, not guarantees, and it may be unachievable
for the MAC layer to provide the request bandwidth and/or service quality. A traffic
specification always includes a user priority value, and optionally include quantitative
objectives for, or limits on, traffic attributes such as MSDU (MAC service data unit)
sizes and arrival rates, traffic charaeteristics such as constant vs. variable data rate,
maximum delivery delay, and/or other|;MAC link options like acknowledgement
policy. For the relationship between applications and' these parameters, for a realistic
instance, an AV service in SDTV (standard definition television) quality, the mean
data rate is approximately 6 Mbps; while in HDTV (high definition television) quality,

24 Mbps is required [35].

2.3.1 TSPEC frame format [3]

Same as IEEE 802.11, there are three frame types in IEEE 802.11e: control,
management, and data. In 802.11e, the format of a management frame is completely
redefined to provide QoS functionalities. It contains fixed fields and extendable
information fields. Information fields carry QoS parameters of different categories
and are distinguished by Element ID, as shown in Fig. 4 For example, the information
element with Element ID 12 is QoS parameter set element, containing EDCA

TXOPLimit, CW,,[UP], and CW,.[UP] values; the information element with

7



Element ID 13 is TSPEC element specifying all TSPEC QoS parameters, as shown in

Fig. 5.

+1 octet—»t+1 octet—>+——Multiple octets—»

Element
ID

Length information

Fig. 4: Information element format in management frame body in IEEE 802.11e [3].

Element Length Nominal MSDU Size Inactivity Inter-arrival

ID (13) (16) (2 octets) Interval (1 octet) | Interval (1 octet

? TS Info (2 octets) Nominal MSDU Size | Minimum Data Rate | Nominal MSDU Size l
9 \* Ot (2 octets) (2 octets) (2 octets)

? Nominal MSDU Size | Maximum Burst Size | Minimum TX Delay Bound Jitter Bound
(2 octets) (2 octets) Rate (1 octet) (1 octet) (1 octet)

Fig. 5: TSPEC element format in IEEE 802.11e [3].

As shown in Fig. 5, TSPEC element includes the following fields [3][25]:

B The Inter-Arrival Interval field specifies the -nominal inter-arrival interval, in
units of TU (time unit), of MSDUs belonging to this traffic steam at the MAC
SAP. Actual inter-arrival interval may differ from the value of this field and may
not be a constant. This field provides a reference traffic specification.

B The Nominal MSDU size field specifies the nominal size, in octets, of MSDUs
belonging to the TS (traffic stream) under this traffic specification.

B The Minimum Data Rate field specifies the lowest data rate, in units of 1 Kb/s,
that is acceptable for transport of MSDUs belonging to this TS within the delay
and jitter bounds under this traffic specification.

B The Mean Data Rate field specifies the nominal sustained data rate, in units of 1
Kb/s, for transport of MSDUs belonging to the TS within the delay and jitter

bounds under this traffic specification.



The Maximum Burst Size field specifies the maximum data burst that may occur,
in units of eight octets, for transport of MSDUs belonging to this TS within the
delay and jitter bounds under this traffic specification.

The Minimum TX Rate field specifies the minimum PHY rate, in units of 0.5
Mbit/s that is necessary for successful transport of this TS. A value of 0 indicates
that any support rate is acceptable. This rate information is intended to ensure
that TSPEC parameter values resulting from an admission control negotiation are
sufficient to provide the required throughput for the traffic stream. In a typical
implementation, an RS is admitted only if the defined traffic volumn can be
accommodated at the specificaed rate within an amount of WM (wireless
medium) occupancy time that the admissions control entity is willing to allocate
to this TS.

The Delay Bound field specifies the maximum -amount of time in units of eight
ms allowed to transport an- MSDU.belonging to this TS, measured between the
time marking the arrival of the-MSDU. atthe local MAC sublayer from the local
MAC SAP and the time starting the successful transmission or transmission of
the MSDU to the destination. A value of 0 indicates the maximum amount of
time allowed to transport MSDUs belonging to this TS is
dotl IMaxTransmissionMSDULifetime, measured from the attempt to transmit
the first fragment of the MSDU.

The Jitter Bound field specifies the acceptable maximum delay difference in
units of TU in the transport of MSDUs belonging to this TS, with the delay in the
transport of an MSDU measured between the time marking the arrival of the
MSDU at the local MAC sublayer from the local MAC SAP and the time starting
the successful transmission or retransmission of the MSDU to the destincation. A

value of 0 indicates unspecified jitter bound.
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As mentioned previously, in 802.11e, the HC is responsible for controlling the
allocation of time on the medium through the use of polled TXOPs. The HC makes its
decisions on TXOP allocation from TSPECs. TSPECs are sent by the QSTA, and the

QAP may grant or deny a TSPEC request according to its algorithm.

2.3.2 TSPEC mechanism [3][30]

The TSPEC is the primary mechanism for communication of QoS parameters.
QSTAs send TSPEC requests to the QAP in the form of an ADDTS QoS action
frames. The QSTA requests TSPEC for both upstream (from QSTA to QAP) and
downstream (QAP to QSTA) flows. The QAP then evaluates if there are available
resources to meet the requested TSPEC.

The QAP can respond by offering the!QSTA an alternate TSPEC (probably with
lower performance QoS paraméters), or it may deny.the TSPEC request completely.
Even a TSPEC is established, it ‘may=still“be-deleted by the QSTA itself when its
requirements have been changed or“deleted by the QAP. Also, the QAP may
unilaterally delete a QSTA's TSPEC if there are changes in the channel resources.
Eventually, a TSPEC will time out if corresponding traffic does not take place within

the timeout defined during the setup.
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Chapter 3
Existing Approaches

In this chapter, we review several classical 802.11-based MAC protocols that
provide QoS mechanisms. Issues, including their basic access methods, QoS

capabilities, advantages, and drawbacks, are presented.

3.1 EDCA [3]

The Enhanced Distributed Channel Access (EDCA) of the IEEE 802.11e is a
component of HCF in IEEE 802.11¢. It isjacontention-based channel access scheme
and provides soft QoS guarantee, which means it may still fail, by categorizing traffic
into access categories (ACs), as'shown.in Fable 1,/and each AC has its corresponding

MAC parameters, which prioritize the ¢hannel accessing opportunity statistically.
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Table 1: Mappings between priority and IEEE 802.11e AC [4].

Priority Access Designation
Category (AC) |(informative)

1 0 Background
2 0 Background
0 0 Best Effort
3 1 Video
4 2 Video
5 2 Video
6 3 Voice
7 3 Voice

EDCA enhances the original ‘DCF by, providing prioritized QoS, which supports
priority based best-effort servicesymsuch as DiffServ. EDCA has been designed for
support of prioritized traffic. similar-tto=DiffServ, whereas HCCA supports
parameterized traffic similar to IntServ-[30]. ‘Multicast and broadcast frames are
delivered by the QAP during either CP or CFP under EDCA or PCEF, respectively.

To provide traffic differentiation, 802.11e EDCA introduces the concept of traffic
categories and is designed to provide traffic differentiation with 8 (from 0 to 7)
different traffic categories (TCs), in distributed and contention-based mode. This
mapping is rooted from IEEE 802.1d bridge specification. Compared to the 8 TCs,
however, an 802.11e STA shall implement four access categories (ACs), from O to 3.
Each queue of the AC corresponds to an individual prioritized transmission queue. In
addition, there are contentions and virtual collision among ACs in 802.11e while
contention always occur among STAs in the legacy 802.11, as illustrated in Fig. 6.

Each AC queue has its own priority by different AIFS length, persistence factor (PF),

12



CWyin and CW,a. Each AC contends for channel inside the STA. When collisions
occur, only one of the contending ACs is capable of obtaining the channel access
opportunity. In the IEEE 802.11e, such collisions among the contending AC is called
“virtual collision” since it does not happen in physical channels. Meanwhile, even an
AC wins its channel access opportunity, a collision in the physical channel with other

(Q)STAs may still occur.

Mapping to access
category

Yy VY Y Y

AC3 AC2 AC1 ACO

AR

Transmission Queues

LT
v

| 1 1 | 1 |
Per-queue channel access functions with

virtual collision resolution
L ] L ] L ] L ]

l I I |

channel

Fig. 6: EDCA queues.

The differentiation in priority between ACs is realized by setting different values

for the AC parameters. The most important of which are listed below [30]:

B Arbitrary Inter-Frame Space (AIFS): The minimum time interval between the
wireless medium becoming idle and the start of transmission of a frame. Each of
the AC has its own AIFS[AC], CW i [AC], and CW,,,,[AC] instead of a unified
DIFS, CW i, and CW 4, in the legacy 802.11. Compared to DIFS, AIFSNJAC] is

an integer larger than zero and differs from one AC to another. As a result, a

13



AC’s AIFS (AIFS) is determined by the following:
AIFS[AC] = SIFS + AIFSN[ AC] x Slot _Time (3.1)
For each AC, the minimum value of AIFS is DIFS.

B Contention Window (CW): A random number is drawn from this interval, or
window, for the backoff mechanism. In DCF, for each STA backoff time is one
slot time multiplied by a random integer, drawn between CW,,;, and CW,,,.. By
contrast, in EDCA for each AC of one QSTA, the random integer is drawn in [0,
CW;] while CW; is in the range from CW,;, [i] and CW,.[i]. Once a collision is
detected, CW is increased in the following pattern:

cw , [AC]=(CW ,[AC]+ 1) x PF[AC] -1 (3.2)
, where PF is a traffic category dependent parameter, determining the “degree of
increase” of the CW when a collision occuts.. Binary backoff is one of the cases
where PF equals 2.

B TXOP Limit: It is the maximum-dutation, for which a QSTA can transmit after
obtaining a TXOP. In 802.11¢, 1t is.an 8-bit field that is present in QoS data type
frames with subtypes that include CF-Poll and specifies the time limit on a
TXOP granted by a QoS(+)CF-Poll from an HC within a QBSS. In QoS data
type frames with subtypes that include CF-Poll, the addressed QSTA is granted a

TXOP that begins a SIFS period after this frame and lasts no longer than the

number of 32-microsecond periods specified by the TXOP limit value.

When data arrives at the service access point (SAP), the 802.11e MAC first
classifies the data with the appropriate AC, and then pushes the newly arrived MSDU
into the appropriate AC transmit queue. MSDUs from different ACs contend for
EDCA-TXOP internally within the QSTA.

The internal contention algorithm calculates the backoff, independently for each

14



AC, based on AIFS, contention window, and a random number. The backoff
procedure is similar to that in DCF, and the AC with the smallest backoff wins the
internal contention.

As illustrated in Fig. 7, the winning AC would then contend externally for the
wireless medium. The external contention algorithm has not changed significantly
compared to DCF, except that in DCF the deferral and backoff are constant for a
particular PHY. 802.11¢ has changed the deferral and backoff to be variable, and the

values are set according to the appropriate AC.

ATFS[K]

A
Y

AIFS[j]

Y

_—
-

DIFS/AIFSi]

DIFS PIFS Contention Window

- -
- -

4
Y
A
Y

Ckoff Slotp Next Frame

Busy—| _ SIFS +a
Medium | -

\J

pt [Time
Defer Access

yyYy®
\

A

Fig. 7: External contention and backoff in EDCA [3].

However, according to [8][14], even EDCA provides significant traffic
differentiation for QoS, a problem called “low priority traffic starvation” accompanies
with traffic differentiation. This problem occurs when the number of high priority
traffic increases, traffic in low priority AC is starved, meaning unable to access

channels and throughput drops to zero, rather fast.
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3.2 HCCA [3]

HCF Controlled Channel Access (HCCA) is another component of HCF in IEEE
802.11e and intends to increase efficiency by reducing the contention on the medium.
HCCA inherits some of the rules of legacy PCF and provides support for
parameterized QoS. Similar to PCF, HCCA provides QoS polled access to the
wireless medium and a hybrid coordinator (HC), which locates within a QAP and is
responsible for traffic scheduling based on admitted TSPECs. Same as PCF, HCCA
controls the iteration of CFP and CP by using Beacon and CF-End frames. The HC is
responsible for controlling the allocation of time on the medium through the use of
polled TXOPs. However, while PCF can only take effect in the contention-free period
(CFP) between Beacon and CF-End frames; . HCCA QoS polling, issued by an HC,
can take place during both CFP and contention period (CP). Another difference is
while TXOP does not exist in the legacy 802.11, HCCA TXOP is assigned to a QSTA
by polling a QoS+CF-Poll frame:

Accordingly, IEEE 802.11e defines new QoS frame types that allow the HC to
send any combination of data, poll, and acknowledgement to a station in a single
frame. When the HC sends a poll to a QSTA, the QoS control field contains a TXOP
limit value that specifies the duration of the granted TXOP.

In the HCCA mechanism, all QSTAs shall be able to respond to QoS+CF-Polls
received from an HC. All STAs and QSTAs inherently obey the medium access
rules of the HCF because these rules are based on the DCF. The central concept of
HCCA is the controlled access phase (CAP), which is a bounded time interval and
formed by concatenating a series of HCCA (polled) TXOPs. Scheduling of HCCA
(polled) TXOP and formation of CAP are performed by the HC. As mentioned

previously, by contrast with PCF, HCCA can theoretically operate during both CFP
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and CP. However the 802.11e standard recommends using HCCA during CP only, and
discourages its use during CFP. This is mainly due to the complexity in implementing

polling used CF-Poll and QoS CF-Poll at the same time.

SIFS SIFS SIFS  SIFS SIFS SIFS SIFS SIFS SIFS
—PIFSje— — | fe— —] | | = | = ] |a— —] ] | — | je— —] | j— —] | ja—

QoS Data Qo3 Qo3 ACK ACK
QAP Data CF-Poll N
STA QoS QoS QoS
Q e e Null Data Data

—————TXOP | * e TXOP 2

“ontrolled Access Phase (CAPY

Fig. 8: An example CAP activity [3][30].

An example CAP activity is shown in Fig. 8. A QoS-Data frame is
transferred between QAP and QSTA in both EDCA and HCCA. An HCCA-TXOP of
a QSTA is granted by QoS CF-Poll.or QoS Data+(QoS-Poll frame. When a QSTA has
nothing to transmit or in the dast frame-of-its TXOP, QSTA issues a QoS-Null,
indicating no more data to send. Meanwhile; a- QSTA may request a TXOP, QAP
responses with QoS CF-Ack or QoS-Data+CF-ACK.

For scheduling in HCCA, HC has to decide which QSTA to allocate polled
TXOPs. This involves the following considerations: [30]
B Priority of the TS
B Required QoS for the TS
B Queue length for each AC
B Queue length per station
B Duration of TXOP available to be allocated
B Past QoS seen by the TS
In addition, when a wireless station gets a TXOP by polling from the HC, the HC

does not specify a particular AC for the TXOP. Each QSTA makes its own decision to
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allocate the polled TXOP to an AC.

3.3 Distributed Deficit Round Robin (DDRR) [12]

DDRR [12][24] is an MAC protocol that addressed starvation prevention for low
priority traffic. It attempts to resolve unfair allocation of bandwidth between high and
low priority traffic, as well as variance of throughput and delay, that are resulted from
the unfairness of transmission opportunities and bandwidth allocations. The DDRR is
based on Deficit Round Robin scheduling [13], which is a fair bandwidth allocation
mechanism.

In DDRR, traffic at each MS is categorized into classes with different QoS
requirements. A traffic class i is allotted,a service quantum Q bits every T; seconds,
depending on the throughput requirement, Thercof.traffic classes requiring a higher
throughput receive the serviceé quantum -at a faster rate. DDRR determines an
appropriate IFS in order to balance both traffic-differentiation and potential starvation.

In short, DDRR employs a deficit counter and'service quantum to determine IFS:

DC/)

IFS/ (t) = DIFS — o x T x Random(1,B) (3.4
DC/(1) = DC/(t’)+%><(t—t') (3.5)
DC/(t)= DC/(t) — Frame_Size(t) (3.6)

, and the deficit counter of traffic class 7 at station ;j at any given time is donated by

DC/ , and it is proportional to the bandwidth available to this traffic class at that time.

The value of DC/ is increased continuously with time at a rate of Q bits every T;

seconds and is decreased by the size of the frame whenever a frame is transmitted.

The value of DC/ is bounded between zero and MXQ such that the

a
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value of [FS; is bounded between PIFS and DIFS. Accordingly, the largest value of

IFS in DDRR is equal to DIFS, which makes DDRR backward compatible to the

legacy IEEE 802.11. If DC/ of traffic class i falls below a minimum requirement,

this traffic class have to wait until its DC/ becomes higher than the minimum

requirement before the next transmission. In addition, as shown in (3.4), the backoff

process is eliminated and replaced by random(1.0, ), where > 1.

3.4 Comparison

To sum up, the legacy IEEE 802.11 contention-based DCF provides inadequate
QoS functions for supports of real time traffic and traffic differentiation. The
contention-free PCF is anticipated providing MAC service for real time applications
by offering reduced collision rate and a central traffic’scheduler that is responsible for
traffic coordination within a BSS. However, according to the evaluations in
[14][15][16], it still has relatively poor throughput, channel capacity, and high traffic
overhead with the increasing number of high priority nodes. In addition, PCF has
neither a specification for transforming an application’s QoS requirements into MAC
parameters, nor how to carry and exchange these QoS requirements among stations.
As a result, any solutions based on PCF have to provide scheduling functions or
traffic differentiation algorithms for real time applications; therefore it lacks of
compatibility.

In contrast, the IEEE 802.11e EDCA provides traffic differentiation, traffic
specification, and mechanisms to carry TSPEC. However, as described in section 3.1,
EDCA suffers from the starvation problem of low-priority traffic while the channel is

occupied by a large mount of high-priority traffic. Due to the characteristics of digital
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home applications, such as carrying mixed traffic, this starvation prevention is critical

when deploying WLAN as a home networking infrastructure.

Table 2: Comparison of various WLAN MAC mechanisms.

Parameter DCF PCF EDCA HCCA DDRR

Medium Distributed | Centralized Distributed | Centralized | Distributed

access type

IFS length DIFS PIFS AIFS[AC] PIFS PIFS <IFS <
DIFS

Backoff [CW pins None [CWin(AC), | None [CWiny CWinax]

length CWpax) CWina(AC)]

PF 2 None 2 None None

Throughput Medium Low High Medium High

Traffic No Neo, but Yes Yes Yes

differentiation implementable

Traffic Low Low to high Medium High Low

overhead

Complexity Low Low to high Medium Medium to | Medium

high

Table 2 compares various MAC mechanisms [1][3][12][15][24][25][30]. For the

IFS length, DDRR provides a variable IFS to achieve channel access prioritization.

For the same reason, EDCA provides different (CW,,;,(AC), CW,ux(AC)) value for

each AC while the other MAC mechanisms offer a constant (CWyi, CWyay). In

addition, both EDCA and HCCA provide by-traffic traffic differentiation while DDRR

can only offer by-station traffic differentiation. PCF, however, does not provide any

traffic differentiation in its specification; it can be achieved by external scheduling

mechanisms.
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Also as shown in Table 2, the traffic can be coordinated by a centralized
coordinator, such as PCF and HCCA; or a distributed approach, like DCF, EDCA, and
DDRR. The centralized approach is more effective but suffers higher algorithm
complexity and traffic overhead. By contrast, the distributed approaches provide
traffic coordination using adjustment for IFS or C/W. However, they are usually static

approaches, or have difficulty making optimization dynamically.

21



Chapter 4

Proposed Starvation Prevention for
Low Priority Traffic Scheme

4.1 SPLPT Overview

To improve the starvation problem of low priority traffic and to provide a QoS
mechanism for digital home applications in WLANSs, we propose an integrated
802.11e-based QoS scheme, namely Starvation Prevention for Low-Priority Traffic
(SPLPT), which is an integration of EDCA rand HCCA. SPLPT adopts the
contention-based EDCA in notmal cases; but it can also provide a compensation
procedure for traffic that is ‘about: to-starve by. using a contention-free MAC
mechanism, HCCA. SPLPT includes two-parts: a QoS request procedure, which is
identical to that in IEEE 802.11e, and a compensation procedure for starving traffic
(CPST). Once EDCA allocates most of the channel resources for high priority traffic
when the load is high, the CPST will be activated to avoid sacrificing the performance
of low priority traffic when starvation is about to occur.

Compared to the legacy IEEE 802.11 PCF, which was anticipated to provide
contention-free MAC access for high priority (real time) traffic, SPLPT takes a
different way to adopt contention-free MAC access for starving low priority traffic.
The compensation procedure becomes particularly important when applications like
telnet, ftp, and http come under low priority (AC 0) in EDCA; and starvation may

result in these applications in failure due to timeout when the WLAN is heavily
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loaded by high priority streaming applications. In this situation, SPLPT offers
contention-free channel access opportunity for low priority traffic and prevents these
applications from failure while minimizing the impact on high priority traffic. Note
that the compensation procedure in SPLPT will not be activated if EDCA provides

sufficient access opportunities for all traffic.

VEAN
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Submit TSPEC
parameters to HC

+ A 4
(Failed TS Setup) ( TS Setup )

Y

»{ TS active )«

A 4

(FS Reneogotiation

A A
Failed TS
Renegotiation

Y 4

( TS Timeout ) ( TS Deletion )

Fig. 9: Traffic stream life cycle in SPLPT [3]
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Fig. 10: SPLPTopération flow.

4.2 QoS Request Procedure of SPLPT

We adopted IEEE 802.11e HCCA as the contention-free MAC protocol for
compensating low priority traffic in SPLPT. It is because SPLPT can be benefited
from the IEEE 802.11e HCCA mechanism by its QoS information exchange
specification based on TSPEC parameters. Another reason for adopting HCCA rather
than 802.11 PCF is that HCCA can also operate during CP, which reduces complexity
from implementing CF-Poll and QoS CF-Poll at the same time. Finally, HCCA is a
must in 802.11e while PCF is only optional in the legacy 802.11. By using HCCA
ensures that SPLPT is compatible to the IEEE 802.11e specifications. As shown in Fig.
9, low priority traffic nodes submit their QoS requirements in TSPEC format using
ADDTS QoS action request [4] to the HC. According to [3], it is always the

responsibility of the QSTA to initiate the creation of a TS, regardless of the direction
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of each traffic. Initially a TS is inactive and a QSTA cannot transmit any QoS Data
MPDUs using an inactive TS. While a successful TS setup is initiated, the TS
becomes active, the parameters of the TSPEC characterizing the TS can be
re-negotiated, initiated by the QSTA; and the result can be successful or failed. Also,
when an active TS becomes inactive, a TS deletion is then initiated at the HC. It also
becomes inactive following a TS timeout deleted at the HC [3].

While Fig. 9 is the traffic stream (TS) life cycle for a QSTA in SPLPT [3], Fig.
10 is the flowchart of a HC that implements SPLPT. When the HC receives the QoS
request, it verifies the contents according to the status at that time. In our SPLPT
implementation, HC takes the following considerations into the decision whether
accepts the request or not:

B Number of about to starve low: priority traffic.it is serving.

B The inter-arrival interval specified in the TSPEC: format.

If there has been too much starving ttaffic-such.that the HC cannot handle anymore or
the contents in traffic specification: (TS) is.a “greedy request,” for instance, a very
short inter-arrival time, the HC will responsed with status code 4, as shown in Table 3
[3], indicating the TS has been rejected. Otherwise, a status code 0 is returned and the
TS has been created.

The starving traffic is modeled into TSPEC QoS parameters and feed them back
to the HC through 802.11e MAC specifications. The HC is therefore capable of
performing the compensation mechanism with reference to these QoS parameters.
However, same as 802.11e specifications, the TSPEC parameters are objectives, not
guarantees, and the HC may only give a permit of a minimum QoS for the low
priority traffic in order not to cause obvious side-effects on the overall throughput or

high priority traffic.
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Table 3: The TS action-specific status codes defined in [3].

Status Code Result Code Definition

0 Action completed successfully The TS has been created with
the parameters contained in

the action request frame.

1 Unrecognized action This should not occur.

2 INVALID PARAMTERS No TS has been created
because one or more
parameters have invalid

values.

3 ALTERNATIVE The TS has been created with
the parameters contained in
the response frame. These are
hot the same as the parameters

in the request frame.

4 REFUSED The TS has not been created
because the request cannot be

honored at this time due to

other QoS commitments.

As mentioned previously, the QSTA, which is collocated with an HC, may
unilaterally delete a QSTA's TS if there are changes in the channel condition that
reduces available bandwidth. Also, a TS will time out if corresponding traffic does

not take place within the timeout defined during the setup.
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4.3 Compensation Procedure for Starving Traffic

(CPST)

As shown in Fig. 10, when the inter-arrival time exceeds the threshold specified,
indicating low priority traffic is about to starve, the low priority traffic is introduced
into the HCCA compensation procedure for starving traffic (CPST) by the HC. Then,
the HC calculates an appropriate TXOP for the traffic according to the specified TS
and the HC’s current status. However, if the load of CPST exceeds a predefined
threshold, the HC may still delete the TS previously granted in order to serve the
starving traffic which has been granted. In our SPLPT implementation, the length of a
HCCA queue is a constant. When the queue is full, meaning that HC is serving too
many starving nodes, all of TS requests will be suspended until the compensation
queue is available again. In this case, these nodes.may still fall into starvation.

The determination of a TXOP depends on both-T'S and the current traffic status.
Due to the traffic status may subject to change, the HC may still fail to allocate a
TXOP for a starving traffic even when its QoS requirement has just been accepted but
the calculated TXOP is less than 0. In this case, the HC will not assign a TXOP in this
iteration but adds a proper weight for this traffic and allocate another TXOP in the
next iteration with higher priority. As shown in Fig. 10, this is a weighted queue
procedure.

Once the TXOP is decided, it should be passed to the corresponding QSTA by
QoS+CF-Poll frames in the beginning of a CAP. When receiving the polled TXOP, a
starving station begins to run CPST. The compensation procedure stays active until
the TXOP reaches or be reset to zero. The HC may reset all low priority nodes’
TXOPs to zero when the load of high priority traffic is reduced; or the termination of

the low priority traffic. As a result, these stations are forbidden to access channels and
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can only transmit MAC frames by contenting for channels in EDCA.
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Chapter 5

Evaluation and Discussion

In this chapter, the simulation environment is first described. Then, simulation
results are evaluated and discussed. We compare SPLPT with the IEEE 802.11e

EDCA and DDRR for the evaluation of starvation prevention.

5.1 Simulation Environment

In the simulation, we used Network Simulator 2 (ns-2) [20] with 802.11e
extension developed by [21] as the simulation tool. In addition, to analyze ns-2 trace
files, we used the tool developed by Jaroslaw. Malek [22]. In order to simplify the
analysis, we had only one high-and one lowACs,; as in [14], and the numbers of high
and/or low priority nodes weré- based on-the analysis for wireless home network
applications in [27] . Parameters used in our'simulation are referred from [5], and are

shown in Table 4.
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Table 4: Simulation parameters [5]

IEEE 802.11 DIFS 50 ps
Configuration | PIFS 30 ps
SIFS 10 ps
aSlotTime 20 ps
PF 2
PSDU bit rate 11 Mbps
PLCP preamble and 1 Mbps
header bit rate
EDCA AIFSN 2 (High) / 7 (Low)
Configuration | CWyy, 15 (High) / 31 (Low)
CWinax 31 (High) /1023 (Low)
TXOP Limit 5 msec (High) / 0 msec (Low)
HCCA CAP timer update time | 5120 ps
Configuration | dotl1CAPRate 21 ps
dotl 1ICAPMax 5040 ps
Medium BER 1.3.E-5
Configuration
Traffic Average inter-arrival 0.001 (High) / 0.012 (Low)
Configuration | time
Average frame size 1464 (High) / 1500 (Low)

5.2 Simulation Results and Discussion

SPLPT starts its compensation procedure when the inter-arrival time falls behind

the requirement specified in TSPEC and the compensation procedure is expected to

allocate 5% of the maximum throughput for all low priority traffic.

5.2.1 Case 1: Six low priority nodes

In the case of six low priority nodes, the SPLPT compensation procedure
activates when there are more than 8 high priority nodes, as shown in Fig. 11 and Fig.

12,. Before the compensation procedure takes action, SPLPT has the same behavior as
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EDCA. During the activation of the compensation procedure, the throughput of
SPLPT then drops from 3% to 7%, compared to that of EDCA. In comparison with
DDRR, the throughput of SPLPT drops from 6% to 12%. Meanwhile we can observe
that DDRR has better throughput than EDCA (3% ~ 5% improvement) but with
higher variation. Though SPLPT reduces the throughput of high priority traffic, it has
significant performance in starvation prevention. As shown in Fig. 12, compared to
EDCA, the normailized throughput of low priority traffic has been enhanced from 0
% to 5 %. This is significant because digital home applications of low priority which

can hereby escape from starvation and service failure.

—&—EDCA (H)

—&— SPLPT (H)
(577 it e et ©)) 4 3 €51 i

Normailized throughput

12 3 4 5 6 7 8 9 10 11 12 13 14 15

Number of high priority nodes

Fig. 11: Normalized throughout of high priority traffic for the case of 6 low priority

nodes.
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5.2.2 Case 2: Twelve low priorityinodes

In the twelve low priority nodes case, the SPLPT compensation procedure is
activated when there are 7 high priority nodes, as shown in Fig. 13 and Fig. 14. Fig.
13 is the throughput variation for high priority nodes. During the compensation
procedure, the throughput of SPLPT drops from 4% to 12%, compared to that of
EDCA. Compared to DDRR, the throughput of SPLPT drops from 6% to 14%.
Likewise, we can observe that DDRR has better throughput than EDCA but with
higher throughput variation than the case 1.

SPLPT has indeed prevented starvation in this case as well. As shown in Fig. 14,
compared to EDCA, the normalized throughput of low priority traffic has been

enhanced from 0 % to 5 %. Again, low priority traffic can hereby escape from
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starvation and service failure.
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Fig. 13: Normalized throughput of high prioﬁty traffic for the case of 12 low priority

nodes.
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As demonstrated in the simulation-for-throughput, EDCA provides efficient
MAC service and traffic differentiation with significantly distinct throughput between
high and low priority traffic. With a small number of high priority nodes, low priority
traffic holds sufficient throughput. However, with the increasing number of high
priority traffic nodes, we observed that the low priority traffic of EDCA began to
starve rather fast and eventually all low priority traffic nodes were starved with almost
zero throughput. In the simulation, low priority traffic was starved when there were
more than 7 high priority nodes. This simulation result agrees with that in [14].

In the simulation we found DDRR provided better throughput and lower average
MAC delay for high priority traffic than 802.11e and SPLPT. However, it had
comparatively lower throughput and higher MAC delay than 802.11¢ and SPLPT. It is

also noticeable that DDRR had significant variation in throughput and MAC access
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delay. In addition DDRR could not achieve “starvation prevention” in our simulation.
To sum up, according to Fig. 12 and Fig. 14, SPLPT is capable of providing a
static throughput for low priority when it is about to starve. In both simulated cases,
compared to EDCA, the normalized throughput of low priority traffic was enhanced
from 0 % to 5 %. This is important because applications of low priority can hereby

escape from starvation and service failure.

5.2.3 MAC delay at the starving point

Fig. 15 and Fig. 16 illustrate the MAC delay among SPLPT, EDCA, and DDRR
while they reach the starving point. The starving point is the numbers of high and low
priority nodes when the traffic is about to be starve. Before reaching the starving point,
SPLPT has the same performancg-as EDCA: In.contrast, EDCA and DDRR may have
a very high MAC delay due to starvation when exceeding the starving point. As
shown in Table 5 and 6, SPLPT(H). (high prierity traffic in SPLPT) has slightly longer
MAC delay due to the delay resulted from the compensation procedure which serves
the starving low priority traffic. However, SPLPT significantly reduces the MAC
delay of low priority traffic. SPLPT(L) (low priority traffic in SPLPT) has the shortest
average MAC access delay among three low priority traffic MACs because it
guarantees HCCA contention-free access for low priority traffic when it is about to
starve. However, with the increasing number of starving low priority traffic nodes,
MAC delay rises significantly because SPLPT needs to allocate limited controlled
access phases (CAPs). The length of CPST is limited in order to reduce the
side-effects in high priority traffic performance. For high priority nodes, SPLPT(H)
has higher MAC delay than DDRR(H) and EDCA(H) due to CAPs, while DDRR(H)

has shorter average MAC delay than EDCA(H), but the difference between DDRR
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and EDCA is not much.
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Fig. 15: MAC delay for the case of H=8 and L = 6.

Table 5: Average MAC delay statistics of /=8 and L =6

MAC Mechanism Average MAC Delay (ms)
EDCA(H) 0.67
EDCA(L) 8.54
SPLPT(H) 0.93
SPLPT(L) 2.19
DDRR(H) 0.63
DDRR(L) 11.17
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Fig. 16: MAC delay for the case of H=8 and L = 12.

Table 6: Average MAC delay statistics of H =8 and L = 12

MAC Mechanism Average MAC Delay (ms)
EDCA(H) 1.53
EDCA(L) 16.88
SPLPT(H) 2.07
SPLPT(L) 7.25
DDRR(H) 1.21
DDRR(L) 18.52

To sum up, as shown in Table 7, SPLPT provides an efficient starvation prevention
mechanism than DDRR. In addition, it preserves both of the advantages of EDCA and
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HCCA, including support for real time traffic and design flexibility.

Table 7: Comparison of SPLPT with classical WLAN MAC mechanisms.

Parameter EDCA HCCA DDRR SPLPT (proposed)

Throughput High Medium High Medium to high

Traffic Yes, by Yes, by traffic | Yes, by traffic | Yes, by traffic

differentiation | traffic

Traffic Medium High Low High

overhead

QoS support | High High Medium High

for real-time

traffic

QoS None All parameters | Throughput All parameters

specifications specified in only specified in
TSPEC TSPEC

Starvation No No, but Yes Yes and more

prevention implementable efficient

Complexity Medium Medium to Medium Medium to high
high
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Chapter 6
Conclusions and Future Work

6.1 Concluding Remarks

QoS management is one of the most important issues for WLAN digital home
applications. The simulation has shown that SPLPT efficiently resolves the starvation
problem of low priority traffic by slightly reducing the throughput of high priority
traffic. Since digital home applications consist of a variety of traffic, starvation of low
priority traffic may result in some applications in failure, which is unacceptable.
Simulation results have also shown SPLPT shortens the MAC delay of low priority
traffic by 3.9 and 5.1 times, respectively, compared to EDCA and DDRR. In addition,
the throughput of low priority traffi¢.israrsedup from 0 % to 5 % of the maximum
throughput to avoid starvation. Therefore;-SPLPT can be effectively incorporated to
an IEEE 802.11e-based MAC protocol for starvation prevention in digital home

applications.

6.2 Future Work

In the SPLPT implementation, we assumed TSPEC was static and would not
change after the ADDTS QoS Action frame was sent in order to simplify the
simulation. Although such simplification did not affect the correctness of the
performance evaluation, we will implement a complete traffic stream operation
specified in [3] in order to further study a cross-layer QoS request solution that is an

important issue worth studying.
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