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A Study on Automatic Construction of Virtual Talking Faces

and Applications

Student: Cheng-Jyun Lai  Advisor: Dr. Wen-Hsiang Tsai

Institute of Computer and Information Science
National Chiao Tung University

ABSTRACT

In this study, a system for automatic creation of virtual talking faces is proposed.
The system is based on the use of 2D facial images and includes three processes:
video recording, feature learning, and animation generation. In the video recording
process, a transcript containing all classes of Mandarin syllables is proposed, so that a
model can read sentences on itinstead of reading all the syllables separately. In the
feature learning process, audio features, facial features, and base image sequences are
all learned automatically. A sentence segmentationalgorithm is proposed to help the
learning of syllables. Base image sequences that can exhibit natural head shaking
actions are generated. An image matching method is proposed to learn the positions of
facial features in a face image with sub-pixel precision. The method also can be
applied to shaking faces. In the animation generation process, several methods are
proposed to improve the quality of animations. A method is proposed to synchronize a
speech and image frames. To create smoother animations, the number of proper
transition frames between successive visemes is analyzed. Also proposed is method to
find the best way for integration of a mouth image and a base image. To create more
natural virtual faces, a method is proposed to simulate the behaviors of real talking
persons and singing persons. Three kinds of interesting applications are implemented.

Good experimental results show the feasibility of the proposed methods.
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Chapter 1
Introduction

1.1 Motivation

In recent years, communication technologies have been improved a lot, inspired
by the exploding amount of communication activities on the Internet. Much more
information can be transmitted through networks, and so promotes improvement of
multimedia technologies. People are now used to watching high-quality films and
playing computer games with pretty appearances. However, these technologies do not
make computers friendlier. More and_more people feel unsatisfied and want their
computers to have more human natures.

Due to this expectation, more-and mare researchers start to invest their efforts in
improvements of interfaces between humans-and-computers. One of the research
topics, called virtual talking faces, concentrates on reconstructions of human faces on
computer screens. With the technologies of virtual talking faces, people can watch,
listen, or even speak to virtual humans on their computer screens. Since people are
used to interacting with others with their faces being seen, this research topic is of
great use.

The first famous character created by the technologies of virtual talking faces is
Ananova, a television announcer. She is able to report news in fluent English, just like
she were a real television announcer. Although her face is not real and pretty enough,
she still attracts much attention on the Internet. Before the appearance of Ananova,
news reports on the Internet were written in texts. It is unprecedented for people to

listen and watch real-time news reporting by a virtual announcer on the Internet.



Encouraged by the success of Ananova, the technologies of virtual talking faces
are being applied to more areas. For example, navigation software uses virtual
characters to help illustrate tour maps and give traveling suggestions. Web masters use
virtual characters to help illustrate their web sites, goods, and services. Corporations
use virtual characters to help handle calls on telephone exchanges.

Besides improvements on interaction between computers and humans, virtual
talking faces have other functions. One of them is to save required bandwidth while
transmitting videos of talking persons by networks, for example, video conferencing.
Since videos of virtual talking faces can be transmitted by networks with only a small
data amount and then be reconstructed by receivers without the need of transmitting
all image frames of animations, the requirement of the bandwidth is much lower than
those required for transmissions .of normal maevies. Virtual faces are also used in
Rickel and Marsella [1] as tutors.

In order to achieve the above-mentioned-goals; virtual faces at least must have
two properties, namely, realistic appearances and fluent speaking capabilities. To
create virtual faces with realistic appearances, there are two main approaches. The
first is to create virtual faces using 3D head models. One advantage of this approach is
that created virtual faces have fewer limits on head movements. However, they bear
the disadvantage of yielding rougher facial appearances, which is usually not
acceptable. In the second approach, virtual faces are constructed using 2D image
samples. Though producing better facial appearances, they have the disadvantage of
imposing more limits on possible applications.

Speaking fluently is another important and essential property of a good virtual
talking face. This property relies on the help of many technologies, such as speech
recognition and synthesis. Language is another important issue. Virtual faces that are

able to speak various kinds of languages are preferred, however, hard to implement.
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In this study, we want to design an effective system for automatic creation of
virtual talking faces for the Mandarin speech, which possesses the above-mentioned
good properties. First, we want to establish a database of essential features. Users can
then input their speech, and the system will create an animated virtual face with

moving lips uttering the input Mandarin speech synchronously.

1.2 Survey of Related Studies

As mentioned above, there are two main approaches to creation of virtual faces.
In the first, virtual faces are created by the use of 3D head models. For example, a
generic 3D face is used in Zhang and Cohen [2]. Multiple image views of a human
face are utilized to morph the generic face'into specific face structures. In Goto,
Kshirsagar, and Thalmann [3], two orthogonal pictures of a human are taken, and a
generic 3D face model is then modified to fit the pictures.

In the second approach, virtual faces are created by the use of 2D image samples.
In Ezzat, Geiger, and Poggio [4], images are processed to synthesize new and
previously unseen mouth configurations with the help of a multidimensional
morphable model. Trajectories corresponding to desired utterances are synthesized.
Then these mouth configurations are pasted onto background images to synthesize
animations. In Cossato and Graf [5], trajectories of lips of recorded videos are
analyzed to select best mouth images for the utterances. In Lin and Tsai [6],
animations are created by rearrangements of recorded image frames. Image sequences
of syllables are stretched to fit in the final animations.

In order to let virtual faces be able to sing songs, differences between speech and
songs must be analyzed. In [7], King and Parent believed that the motion between the

visemes become extremely important while singing songs. In this study, we also



investigate the topic of virtual singers, but with emphasis on Mandarin song

synchronization that is less studied in the past.

1.3 Overview of Proposed Methods

Overviews of the proposed methods are described in this section. First, some
terms used in this study are defined in Section 1.3.1. And some assumptions made for
this study are listed in Section 1.3.2. And at last, some brief descriptions of the

proposed methods are described in Section 1.3.3.

1.3.1 Definitions of Terms

The definitions of some terms used. in this study are listed as follows.

1) Animation: An animation is a video created by a system as a final result. In the
video, a realistic virtual face-Speaks some sentences or sings some songs.

2 Base Image Sequence: A base image sequence is a sequence of images
containing faces onto which some variable facial features may be pasted to form
final animations.

3) Facial Feature: A facial feature is a particular region on a face, which can be
used as a mark, such as an eye, a nose, a mouth, etc.

4) Hidden Markov Model (HMM): The HMM s used to characterize the spectral
properties of the frames of a speech pattern.

(5) Mandarin Speech Database across Taiwan (MAT): The MAT is a database that
collects voices through telephone networks from Mandarin speakers of different
genders and ages in Taiwan.

(6) Model: A model is a person, either male or female, whose actions are recorded



in the learning stage. Faces of the model are used to create final animations.

(7 Phoneme: A phoneme is a basic enunciation of a language, like %7, &, A,
74 in Mandarin.

(8) Speech Analyzer: A speech analyzer accepts a speech and a script as input, and
utilizes speech recognition techniques to get the timing information of every
syllable.

9) Syllable: A syllable consists of one or more phonemes like 7 X, 77 % in
Mandarin.

(10)  Transcript: A transcript is a text file that contains the corresponding content of
a speech.

(11)  Viseme: A viseme is the visual counterpart of a syllable.

1.3.2 Assumptions

In the proposed system, video and audio data-are acquired from a single camera.
The properties of these data may be influenced by many factors. For example, noise in
the audio might affect the result of syllable segmentation severely. And variations in
lighting sometimes will cause complicated changes in the images.

In order to reduce the complexity of processing works in the proposed system,
some assumptions are made in this study, which are described as follows.

(1) The environment is noiseless.

(2) The speech is spoken at a steady speed and in a loud voice.

(3) The lighting of the environment is constant.

(4) The face of the model always faces the camera and is located on the center

of the recorded frame.

(5) The motions of the model are slight and slow.



1.3.3 Brief Descriptions of Proposed Methods

The proposed system consists of three main processes: video recording, feature
learning, and animation generation.

First, a model is asked to read aloud a pre-designed transcript with all Mandarin
syllables on it, and the process is recorded into a video. Secondly, the video is
analyzed to extract necessary feature information. At last, the feature information and
the speech data together are used to generate the final animation. The animation may
have many forms, such as a virtual announcer, a virtual singer, a virtual teacher, etc.
The proposed methods make efforts in simplifying the video recording process,
automating the feature learning process, enhancing the qualities of the resulting
animation generation process, and.expanding possible applications.

A brief flowchart of the proposed system is illustrated in Fig. 1.1. The details of

the principle behind the system and its-configuration will be explained in Chapter 2.

1.4 Contributions

Some major contributions of this study are listed as follows.
(1) A-complete system for creating virtual talking faces automatically is proposed.
(2) Atranscript containing all Mandarin syllables is proposed.
(3) Some methods for gathering audio features automatically are proposed.
(4) Some methods for gathering facial features automatically are proposed.
(5) A method for gathering base image sequences is proposed.
(6) Several methods for improving the qualities of the final animations are proposed.

(7) Several new applications are proposed of the proposed system and implemented.
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Fig. 1.1 Flowchart of proposed system.

1.5 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 describes an
overview of the proposed system and processes. Chapter 3 presents the proposed
methods for learning audio features automatically. Chapter 4 presents the proposed
methods to locate base regions automatically and precisely. Chapter 5 describes the

proposed methods to locate other facial features automatically. Chapter 6 presents the



proposed methods to generate smooth animations. In Chapter 7, some applications
using the proposed methods are presented. Finally, conclusions and some suggestions
for future research are included in Chapter 8. Experimental results and discussions are

given in each chapter.



Chapter 2
System Overview

2.1 System Organization and Processes

As illustrated in Fig 1.1, the proposed system consists of three main processes:
video recording, feature learning, and animation generation. In this section, relations
between those processes are described.

For the video recording process, an output of a video containing a speaking
model (a person) is desired. The process must be designed carefully, so that following
processes can gather enough information from the video for creation of virtual talking
faces. The process must also be simple andireasonable. Otherwise, the model may feel
uncomfortable. Fig 2.1(a) illustrates the proposed video recording process.

For the feature learning process;-an output of facial feature information is desired.
The output of the video recording process is used as the only input. In order to reduce
artificial interferences, several methods for automatic extraction of different kinds of
features are proposed. Fig 2.1(b) illustrates the feature learning process.

For the animation creation process, outputs of animations containing virtual
talking faces are desired. Sound tracks of speech are used as inputs, which control
timing information of spoken syllables. Feature information from the feature learning
process is also used as an input to help generate final animations. The generated
animations must be smooth and realistic. Otherwise, viewers will not be satisfied. The
animations may have different forms, such as virtual announcers, virtual singers,

virtual teachers, etc. Fig 2.1(c) illustrates the animation creation process.
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Fig. 2.1 Flowcharts of three main processes. (a) Video recording process. (b) Feature
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In the following sections, contents of these processes will be described in detail.

2.2 Video Recording.Process

In the following sections; matters-needing /attention in the video recording
process are described in detail. In Section 2.2.1, setups of recording environments are
discussed. In Section 2.2.2, a transcript for learning of Mandarin syllables is proposed.

In Section 2.2.3, a detailed recording process is proposed.

2.2.1 Environment Setup

The arrangement of the recording environment affects impressions of models
severely. Since the models may not be familiar friends of system operators, the
recording process should be as simple as possible, so that they will not feel confused
or impatient. A too lengthy or complicated recording process is not acceptable.

A scene of our environment setup is shown in Fig 2.2. The proposed recording

environment setup is rather simple. The model is seated in front of a camera. A
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pre-designed transcript is shown on a screen right behind the camera, and its position
is adjusted so that the model can read the transcript without obstacles. As we can see

in Chapter 8, the process takes about 2 minutes only, which is quite short.

P

e 7 N
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2 Verrn K (c)
. B | M R ¥ )

T

Fig. 2.2 Scene of proposed envirogﬁ‘hje?ﬁg&sex%:ﬂaj The model. (b) The transcript. (c)
el L3 L

The recorded scene.

In order to capture videos of better qualities, some extra devices are adopted in
our environment setup. Introducing these devices doesn’t affect the simplicity of the
process, but only add a little workload on system operators. For example, instead of
normal webcams, a DigitalVideo device, which is capable of grabbing frames of
720x480 dimensions on a frame rate of 29.97/sec, is used to record videos. Two
spotlights are also used. They not only brighten the model, but also reduce blinking
effects of fluorescent lamps. Since final animations are generated from recorded
frames, an environment with steadier lighting makes the resulting animations look

smoother.
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2.2.2 Transcript Reading

In this study, we make efforts to create virtual faces that are capable of speaking
Chinese words. In [6], Lin and Tsai classified the 411 kinds of Mandarin syllables into
115 classes according to mouth shape similarities. For virtual faces that are able to
speak all Mandarin words, learning of these 115 classes of Mandarin syllables is
necessary. However, speaking these syllables one by one singly is a somewhat boring
work for models. Therefore, we propose a transcript that contains the 115 classes of
syllables by 17 sentences, which is shown in Table 2.1. These sentences are designed
to be meaningful and short, so models can speak them easily. Efforts are also made to

minimize repetitions of syllables in this transcript.

Table 2.1 The proposed transcript that contains 115 classes of Mandarin syllables.

Number Sentence Used syllable classes
1 A s 35-63-84-2-108-51-23
2 Bfed s 39625981
3 A s 66 ~ 103 - 46 ~ 86
4 Al I e 76~ 27 ~ 57~ 44~ 53~ 97 ~ 115
5 Ry ‘[‘J{_F]IH@@_J' 38-39-99-102-15-69~9-18
6 B e S R 49~ 1664 ~109 -~ 101 - 71
7 TE}TL"_: E| 53R 105 ~ 100 ~ 47 ~ 107 ~ 58 ~ 31
8 ?FF,FIE'%&?I 85-89-24-67-~70~68
9 AR 5 e 22-50-54-94-61-83-90
10 Z“[;ﬁf\r’ﬁﬁ%'\lﬁﬁ_?f 82+32-72~42-~14~77~104 ~ 87
11 N H[E%[Eﬁ 95-20-29-65-91-28-45
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Table 2.1 The proposed transcript that contains 115 classes of Mandarin syllables.

(Continue)
Number Sentence Used syllable classes

12 H S5 YR 3610648312174
13 I T R 78+21~79~73-5+96- 111
14 EEE T % NP e 55-98-75-8-19-1-56- 34
15 ['%E'JJF’F&# - 93-115-6-30~43-53~41-40
16 ﬁﬁéﬁlﬁ[@ﬁfﬁ?'}iﬁ 26~80-33-92-88~13-7
17 Zﬁb‘ﬂﬁ?i@kﬁ'@ 37~110-60-~69 ~37~52-10

2.2.3 Recording Process

After the environment is 'set up and :the transcript is prepared, the recording
process can begin. For the convenience of feature learning, some extra works must be
done in the recording process. However, these works add only a little workload to
system operators and models, which are acceptable.

Firstly, the model should keep his/her head straight to the camera, and then the
recording process can begin. Since the first frame of the recorded video is used as a
reference frame in the feature learning process, a “straight” face with a normal
expression is required. Otherwise, poorer information may be learned in the
subsequent feature learning process.

Secondly, after the recording begins, the system operator should instruct the
model to shake his/her head for a predefined period of time while keeping silent. The
recorded video of this period of time is used as an assist for learning of audio features
and base image sequences, which will be described in the following section.

Thirdly, the model is instructed to read aloud the sentences on the transcript one
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by one, each followed by a predefined period of silent pause. These pauses are used to
help learn audio features. The model should read these sentences loudly, clearly, and
slowly, so that syllables can be learned correctly.

A flowchart of the video recording process is illustrated in Fig 2.3. A diagram of

the content of the recorded video and the corresponding actions taken is shown in Fig

2.4,
v \
Keep head Start Shake Read next Stop
. > . > B » Pause > .
straight recording head sentence recording
Fig. 2.3 A flowchart of the video recording process.
. Shake head Read Pause Read Pause Read
Actions sentence 1 sentence 2 sentence 3
Audios

o mﬁm

Fig. 2.4 A diagram showing the audios and images of the recorded video, and the

corresponding actions taken.

2.3 Feature Learning Process

After the video recording process is done, features can be learned from the
recorded video. Section 2.3.1 lists required features in the proposed system, and

Section 2.3.2 illustrates the learning process for these different features.

14



2.3.1 Feature Classification

Features required for creation of virtual talking faces can be classified into four
types: audio features, base image sequences, facial features, and base regions.

Audio features are timing information of spoken syllables in the recorded video.
Timing information of the total speech, timing information of each sentence, and
timing information of each syllable are examples of audio features. These features are
used to help synchronize audios and images.

Base image sequences are sequences of facial images, which are used as
background images. Mutable facial parts such as mouths can be pasted onto these
images to form faces that speak different words. Base image sequences also control
ways of shaking heads.

Facial features are special parts of faces,which ean be used as natural marks. For
example, noses, lips, and jaws are facial features adopted in this study.

Base regions are special facial-features.that can be used to orient faces. With the
help of base regions, the positions and gradients of faces can be calculated. In this

study, noses are adopted as the base regions to locate faces.

2.3.2 Learning Process

Fig 2.5 illustrates a flowchart of the feature learning process. First, the recorded
video is split into audio data and image frames. With the help of the transcript, audio
features can be learned from the audio data. Facial features can be learned directly
from image frames. Learning of base image sequences requires the information of
both audio data and image frames.

Since these learning processes require dealing with a lot of audio data and image
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frames, manual processes are not acceptable. Several methods for learning these

features automatically are proposed and explained in Chapters 3 and 4.

Recorded
Video
|
4 v
Audio Image
Data Frames
, v v ,
Learning of Learning of Learning of
Transcript > Audio Base Image Facial
Features Sequence Features
Audio Ia{’:i Facial
Features 9 Features
Sequence

Feature ‘ ‘ ‘

Database

Fig. 2.5 A flowchart of the feature learning process.

2.4 Animation Generation Process

After features have been collected, animations of virtual faces can be created. In
Section 2.4.1, some essential properties for animations are described. The animation

generation process is illustrated in Section 2.4.2.

2.4.1 Properties of Animations

To create virtual faces that are capable of improving interfaces between humans
and computers, created animations should possess several properties. Firstly, they

should have realistic appearances. Interacting with faces that are not realistic is a very
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strange and unnatural thing. Secondly, lip movements should be smooth. Since people
are familiar with watching others’ lip movements while talking to each other,
unnatural movements of lips will be discovered easily. Thirdly, fluent speaking
abilities are required. And fourthly, speech and lip movements should be synchronized.
Humans are conscious of asynchronous problems between speech and lip movements.

In this study, created animations by the proposed system possess all of these
properties. Firstly, animations are generated from 2D image frames. With good
techniques for integration of facial parts, animations look realistic and natural.
Secondly, several methods are proposed to smooth the lip movements. Thirdly,
original sound tracks of real people are adopted in final animations, which avoid the
problem of unnatural voices. Fourthly, a method is proposed to synchronize speech

and lip movements.

2.4.2 Animation Generation Process

The animation generation process requires two inputs: a transcript and its
corresponding speech data. First, a person is asked to read a transcript, and the speech
is recorded. The process of syllable alignment then extracts the timing information of
the syllables in the speech. With the help of timing information of syllables and
feature data, proper image frames that are synchronized with speech can be generated.
Finally, animations are generated by composition of images frames and speech data.

Fig 2.6 illustrates a flowchart of the animation generation process.
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Fig. 2.6 A flowchart of the animation generation process.
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Chapter 3
Automatic Learning of Audio
Features and Base Image Sequences

3.1 Learning of Audio Features

In Section 2.3 in the last chapter, four types of features that must be learned in
the feature learning process have been described. In the following sections,
concentration is put on the learning of audio features. In Section 3.1.1, the audio
features used in this study are described in detail. In Section 3.1.2, a method for
segmentation of sentences is proposed.-And-in:Section 3.1.3, the process of syllable

alignment is reviewed.

3.1.1 Descriptions of Audio Features

In the video recording process, a video of the face of a model containing a
speech of a pre-designed transcript is recorded. The speech includes the timing
information, namely the duration, of every syllable that must be learned. Without the
information, the work of assigning syllable labels to image frames cannot be done,
and this makes it impossible to know which syllable an image frame belongs to.

Since the pre-designed transcript is composed of seventeen sentences designed in
this study, the speech of every sentence must be learned first, before the learning of
the syllables. It is possible to learn the timing information of the syllables directly
from the speech of the entire transcript without segmentation of the sentences.

However, the work will take much more time while the length of the input audio
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increases. By segmenting sentences in advance, shorter audio parts are used in the
learning process, which accelerates the processing speed.

Audio features mentioned above are listed in Table 3.1.

Table 3.1 Descriptions of audio features.

Feature Description Example

Speech of |A speech that contains the audio data of the
Transcript |entire transcript including seventeen sentences.

Speech of |A speech that contains the audio data of a single|,_
Sentence |sentence including several syllables.

T4 ~%L~—X~
P~-U3-TALY
7

Speech of |A speech that contains the audio data of a single
Syllable |syllable.

3.1.2 Segmentation of Sentences by Silence Features

In the preceding section, the reason for sentence segmentation was explained. In
the following sections, a method for sentence segmentation is proposed. A new kind
of audio feature called “silence feature” used in the proposed method is introduced

first.

3.1.2.1 Idea of Segmentation

In order to segment speeches of sentences automatically, the video recording
process is designed to let the model keep silent for predefined periods of time in two
situations as defined in the following:

(1) Initial silence: A period of time when the model keeps silent while shaking
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his/her head, such as the red part in Fig 3.1.
(2) Intermediate silence: A period of time when the model keeps silent in
pauses between sentences, such as the blue parts in Fig 3.1.

If the above-mentioned silence features can be learned, periods of silence can be
detected, which means that periods of sentences can be detected, too. After that, the
segmentation of speeches of sentences will become an easy job. In the following
section, a method is proposed to detect the silence features, along with a sentence

segmentation algorithm.

. Shake head REEE Pause e Pause e
Actions sentence 1 sentence 2 sentence 3

— =

Audios
Fig. 3.1 A diagram that shows-the audios,-the.corresponding actions taken, and the

silence periods in a recorded video.

3.1.2.2 Segmentation Process

Before the segmentation can begin, the silence features must be learned first. To
achieve this goal, the problem of the determination of “silence” must be solved.
Silence here means audio parts recorded while the model does not speak. However,
the volume of these parts usually is not zero due to the noise in the environment, so
that they cannot be detected by simply searching zero-volume zones.

To decide a volume threshold for distinguishing silent parts from sound ones, the

period when the model is shaking his/her head is utilized. Since the model is asked to
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keep silent in this period, the recorded volume originates from the noise in the
environment. The maximum volume appeared in this period can be viewed as the
threshold value. The duration of this period can be known easily because the system
operator controls it.

After the threshold value is determined, the silent parts can be found by
searching for the ones whose volumes are always smaller than the threshold value.
However, short pauses between syllables in a sentence may be viewed as silences. To
solve this problem, lengths of audio parts should be put into consideration, that is, the
ones that are not long enough should be discarded. The duration of pauses between
sentences are designed to be much longer than that of natural ones between syllables
to avoid erroneous detections.

Finally, the silent audio partsiean be found. Then, the sound parts can be found
and segmented. The entire process.of sentence segmentation is described as follows,

and a flowchart of this process is shown-in.Fig.-3.2.

Algorithm 1. Sentence segmentation by silence features.
Input: an audio Atanscript OF the entire transcript, a predefined duration Dghake for
shaking head, and a predefined duration Dyause fOr pausing between sentences.
Output: several audio parts of sentences Asentence1, Asentence2, ELC.
Steps:
Step 1: Find the maximum volume V appearing in the audio parts within
Dshake-
Step 2:  Find a continuous audio part Asiience Whose volume is always smaller
than V and lasts longer than Dpause.
Step 3:  Repeat Step 2 until all silent parts are collected.

Step 4: Find a continuous audio part Aseneence that are not occupied by any
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Asilence-

Step 5:  Repeat Step 4 until all sound parts are collected.

Step 6:  Break Atranscript iNt0 audio parts of sentences.

Fig. 3.3 illustrates an example of the experimental results of the proposed
segmentation method. The blue and green parts represent odd and even sentences,

respectively. It is shown that the sound parts of the audio are learned correctly.

Audio of
transcript
Predefined . .
f Find maximum
head-shaking I
- silence volume
duration
Maximum
silence volume
A
Predef_med : : Silent Find speaking Speaking
pausing » Find silent parts » »
duration / parts parts ; parts

Fig. 3.2 Flowchart of the sentence segmentation process.

S S S
OO000BE1 39 213287360434 5075831654 728801 8759481034 11,32 1230 1328 1427 15251623 17.21 18191917 2015

Fig. 3.3 An example of sentence segmentation results. The time of head shaking is 5

seconds, and the time of pausing between sentences is 1 second.

3.1.3 Review of Alignments of Mandarin Syllables
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After the segmentation of sentences is done, the timing information of each
syllable in a sentence can be learned by speech recognition or alignment techniques.
The alignment ones are also kinds of speech recognition techniques, however, they
need to know the syllables spoken in input speeches. Therefore, they produce
recognition results with higher accuracy. In this study, a speech alignment technique
using the Hidden Markov Model is utilized to learn the timing information of
syllables.

The Hidden Markov Model, which can be abbreviated as HMM, is a model for
speech recognition and alignment using statistical methods. It is used to characterize
the spectral properties of the frames of a speech pattern. In [6], Lin and Tsai adopted a
sub-syllable model together with the HMM for recognition of Mandarin syllables.
After the sub-syllable model is constructed, the Viterbi search is used to segment the
utterance. Finally, the timing information of every-syllable in the input speech is

produced.

3.2 Learning of Base Image Sequences

As mentioned in Section 3.1, the silence period for the model to shake his/her
head in the video recording process is used to help segment sentences. However, this
period is designed to have another function, that is, to help learn base image
sequences. In Section 3.2.1, the meaning and use of base image sequences is
described. And in Section 3.2.2, a process that utilizes the silence period to learn base

image sequences is proposed.

3.2.1 Descriptions

24



Base image sequences are sequences of base images, while a base image is a
facial image onto which some mutable facial features may be pasted to form new
images with different facial expressions. For instance, Fig. 3.4(a) shows an example
of a base image. After pasting a new mouth image onto the correct position, a new
face is produced, as illustrated by Fig. 3.4(b). In the same way, after pasting several
new mouth images onto a sequence of base images, an animation of a talking face is

produced.

._,_./
-'j. :

Fig. 3.4 Example of base imagé‘éé:,;;‘@'_"' base image. (b) A base image with a new

L . ¥ ] I'lnﬁl' "

mouth pasted on.

As mentioned above, base images provide places for variable facial features to
be pasted on. These variable ones normally include eyebrows, eyes, mouths, etc.
However, the mouths are the only kinds of features adopted as variable ones in this
study. The eyebrows and eyes are not pasted onto base images; instead, the eyebrows
and eyes on the base images are retained to produce animations with more natural
eye-blinking actions.

The motion of a head is another kind of feature controlled by the base images.
By inserting several images of a shaking head into the base image sequence, the

produced animation can exhibit a speaking person with his/her head shaking. In the
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same way, other kinds of head movements such as nodding can be integrated.
Base images control more things in the generated animation. For example, the

background, the body, and the hand are all controlled by the base images.

3.2.2 Learning Process

To produce base image sequences, the initial silence period in the video
recording process is utilized. The model is asked to shake his/her head during this
period to simulate natural shaking of heads while speaking, and the image frames
recorded during this period are used as base images. Certainly, all image frames of the
recorded video can be used as base images. However, there are some drawbacks.

Firstly, since the actions of eyes‘and eyebrows originate from the base images,
namely, all the image frames ofthe recaorded video, the model must keep his/her eyes
“natural” during the entire recording process, which/is a very tiring job. And secondly,
since the model is asked to pause awhile between sentences, generated base image
sequences will exhibit this behavior, which is somewhat unacceptable. To avoid these
drawbacks, only the image frames recorded during the head-shaking period are used
as base images in this study. The period is short and no pause exists in it.

To generate a sequence of base images, an initial frame is selected first. And then,
a traverse direction, either forward or backward, is selected. Starting from the initial
frame, the frames met along the traverse direction are added to the sequence. In order
to create animations with changeful head motions, the initial frame and the traverse
direction is randomly selected for every session of animation. Besides, since desired
animations may require more image frames than the number of total base images, the
images must be used repeatedly. One way to solve this problem is to reverse the

traverse direction when reaching the first or the last base image. Fig. 3.5 illustrates
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this situation.

backward forward

Fig. 3.5 A diagram that shows the generation process of base image sequences.

The entire process of generating base image sequences is described as follows,
and a flowchart of this process is shown in Fig. 3.6.
Algorithm 2. Learning process of base image sequences.
Input: a sequence of image frames | = {I1,13;...., I} of the recorded video in the
head-shaking period, and the ameunt.of desired base images N.
Output: a sequence of base images B =4B;, Bz, ..., By}
Steps:
Step 1: Randomly select an initial frame lijgia in 1.
Step 2: Randomly select an initial direction, either forward or backward.
Step 3: Add the current frame to B.
Step 4: Stop learning, if the number of frames in B equals to N.
Step 5: Reverse the direction if the current frame is I, or Iy.
Step 6: Advance to the next frame along the selected direction.

Step 7: Repeat Steps 3 through 6.

3.3 Experimental Results

In this section, some experimental results of the proposed methods described in
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this chapter are shown. Firstly, Fig. 3.7 shows the entire audio of a transcript, and Fig.

3.8 shows the sentence segmentation result. The 17 speaking parts of the audio, which

are represented in blue and green colors, are detected successfully.

Select initial
frame

!

Select initial
direction

Base Image Sequence

I

Add frame to
sequence

}

Advance to
next frame

s

Enough Yes
frames?
No 3 .
Is first/last | ;
No Yes.t 5
’ ]

Reverse
direction

Fig. 3.6 Flowchart of the Iearriing prbcess of base image sequences.

t t t t t t + + t t t + + t t t + t t t + +
000264 555 §.53 1196 1588 19.561 2373 27 66 31 .58 35591 39435 43.36 4725 51.21 5513 59.06 6295 6691 7053 7476 75.658 52.61

Fig. 3.7 An example of entire audio data of a transcript. The duration of head shaking

is 5 seconds, and the duration of pausing between sentences is 1 second.

t t t t t t + + t t t + + t t t + t t t + +
000264 555 §.53 1196 1588 19.561 2373 27 66 31 .58 35591 39435 43.36 4725 51.21 5513 59.06 6295 6691 7053 7476 75.658 52.61

Fig. 3.8 The audio data in Fig. 3.7 is segmented into 17 parts.
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Secondly, Fig. 3.9 shows an audio containing a Mandarin sentence, and Fig. 3.10
shows the result of syllable alignment. Durations of syllables are shown in blue and
green colors. In Fig. 3.11 and 3.12, another Mandarin sentence and its corresponding

result of syllable alignment are shown.

+ + + + + + T + } } } } } + + + + + + + + } } } } } + +
000009019029040 030 060070080091 1001111211311 1521821 72182182202213223233243253264 274 284

Fig. 3.9 An audio that contains a Mandarin sentence “f+ 4% F 135t ;%"

L I I I I I B I I L I I I I B I I I I I I L L Ll Al e
000009019029040050 060070080091 4.0 4411211311 411521621 721821822022132232332432583264 274 284

Fig. 3.10 The result oflsyllablé!ﬂli:ghment'b_f the audio in Fig. 3.9.

L I I I I I L I I I I I B B B I I I I UL L L R Ll Ll L
0O0006013020027 034041 047 054061 065 0750820890961 031.091161.231.301.37 1441511581 641711781.585192

Fig. 3.11 An audio that contains a Mandarin sentence “Eff&ﬁ‘:;i BATE

+ + + + + + + + } T } } } + + + + + + T + } } } } } + +
Q0000013020027 034041 047054061 0680730820890961031.091161.231.301.371.441.511.581641.711781.85192

Fig. 3.12 The result of syllable alignment of the audio in Fig. 3.11.

Thirdly, Fig. 3.13 shows a base image sequence produced with the proposed

method.
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Fig. 3.13 A base image sequence produced with the proposed method.
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3.4 Summary and Discussions

In this chapter, an automatic method for sentence segmentation is proposed. The
method works well in silent environments. The method is also workable in
environments with constant noise, such as the noise of fans and cooling systems. The
segmentation helps accelerate the subsequent work of syllable alignment. Besides, a
method for generating base image sequences by utilizing the period of head shaking is
proposed. The sequences generated are different for every session, which helps

prepare varied background images for animations.
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Chapter 4
Automatic Learning of Facial
Features

4.1 Introduction

To create an animation of a speaking person, syllables spoken are collected first,
and then visemes corresponding to the syllables must be “pasted” onto the base image
sequence. The visemes, namely, the mouth images, should be pasted onto correct

positions of faces; otherwise the generated animation will look strange. As shown in

Fig. 4.1, pasting on incorrect positions leads t6:unacceptable results.

Fig. 4.1 Example of base images. (a) A base image. (b) The base image with a new
mouth pasted onto the correct position. (c) The base image with a new mouth

pasted onto an incorrect position.

In order to decide the correct positions for the mouth images to be pasted on,
three types of methods have been tried in this study. The first one is to measure the
positions manually. Obviously, the positions obtained may be very precise. However,
it is not suitable to perform this work on many frames. The second is to plaster the

face with some marks, and then the positions can be detected easily and automatically.
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However, this method bears the disadvantage of plastering extra marks on the face.
The third method is to measure the positions by face recognition techniques on every
frame. This method is fully automatic, however, results of recognition are often not
stable enough due to slight variations in lighting. The slight movements of muscles
under the skin also may affect the recognition results significantly, though human eyes
may not notice them.

In this study, a method that integrates the second and the third method mentioned
above is proposed. A face recognition technique using a knowledge-based approach is
used to learn the positions of facial features for the first frame. The technique is
reviewed in Section 4.2. Spatial relations between these features, which keep
invariable for an identical face, are noted. Then, a kind of facial feature is used as a
sort of mark, and this “natural” mark, which is called the base region in this study, can
be detected by image-matching techniques.- Finally, the positions of other facial
features excluding the mark can be calculated-according to the spatial relations. The
process is illustrated in Fig. 4.2.

One advantage of this method is that the results of matching are more stable
while the mark keeps unchanged for every frame. Another advantage is that the image
matching techniques can even be applied to rotated faces, which is discussed in
Section 4.3.2.

To select a proper facial feature to be used as the base region, its invariance is
important. Among those facial features listed in Fig. 4.3, the nose is the only one that
keeps an invariant shape while the face is speaking. The eyebrows may move slightly
due to expressions and the eyes may blink casually. The shapes of the mouth and the
jaw change obviously on a speaking face. Therefore, the nose is selected as the base

region in this study.
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Fig. 4.2 Flowchartof the learning process of facial features.

(a) (b) (C) (d) (e)

Fig. 4.3 Facial features. (a) The eyebrows. (b) The eyes. (c) The nose. (d) The mouth.

(e) The jaw.

4.2 Review of Knowledge-Based Face
Recognition Techniques

Knowledge-based face recognition techniques use the common knowledge of
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facial features to detect their positions. An example of the knowledge is that eyes on a
face have similar shapes. Another example is that eyebrows have similar shapes while
they are always above the eyes.

In this study, relations and shapes of facial feature are used as the knowledge to
learn their positions. First, the skin part of a facial image is found by color
thresholding. Facial features are filtered according to the feature properties and
relations. Edges of the image are used to find the positions of the facial features more

precisely.

4.3 Learning of Base Regions

In this section, the proposed learning process of base regions is described in
detail. After the position of the base region.of. the first frame is determined using the
technique described in Section 4.2, the process is performed on other frames to learn
the positions of the base regions of them. The positions of facial features can then be

determined easily.

4.3.1 Review of Image Matching Techniques

In Section 4.1, it is mentioned that the base region positions of the frames other
than the first one can be determined using image matching techniques. These
techniques are used to find the position of a pattern image inside a base image. Fig.
4.4 shows the block diagram of common image matching techniques. By shifting the
position of the pattern image (or the base image on the contrary), several measures
can be calculated according to a pre-designed formula. At last, the position

corresponding to the best measure is adopted.
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Fig. 4.4 Block diagram of common image matching techniques.

It is obvious that the formula affect the results severely. In an environment with
controlled lighting, a formula that calculates the “Euclidean distance” of two images
is sufficient. For example, Equation (4.1) below is used in this study to calculate the

Euclidean distance between the colors QI'}-W’Q mages:

i .£-:r
D=Y X (R(x )R ) ﬂcegﬁgﬁ ‘ﬁ tky»+(8 (6 Y)=B,(x ) (4.1)
i =4l :ﬂ‘.’i” ___, l

ﬂ{:] Equation (4.1) is illustrated in
Fig. 4.5. Fig. 4.5(a) shows the first fr}ﬁ%ﬁa ‘Ecorded video, and the blue block on it
is the base region detected using the techniques described in Section 4.2. Fig. 4.5(b)
shows the 2617" frame of the video, and the base region position of it is calculated

using the image matching technique mentioned above.
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Fig. 4.5 Example of image matching results. (a) The first frame of a video. The base
region position is (346, 280). (b) The 2617" frame of the video. The base

region position is (353, 283).

4.3.2 Learning by Image Matching with Sub-Pixel

Precision

The image matching technique used in Section 4.3.1 is proper for finding the
base region positions of a face, even if the face is shaking. Table 4.1 shows an
example of base region positions of a sequence of images. It is shown that the
minimum unit of a base region pasition is a pixel. However, the face normally does
not shake in the way of shifting.its position by ene pixel for successive frames
suddenly, instead, smoothly. Therefore, to find-the positions with sub-pixel precision
is useful for high-quality animations. Examples.of positions with sub-pixel precision
are (346.5, 280.5) and (353.3, 283.6).

To find a position with sub-pixel precision, a pattern image needs to be shifted
by a distance shorter than a pixel, and then the image matching technique can be
performed on the shifted pattern image. To accomplish the job of shifting, the
continuous properties of facial images are utilized.

In [8], Gonzalez and Woods illustrated the process of acquiring digital images
from sensors. The image acquired from the sensors is continuous with respect to the
x- and y-coordinates, and also in amplitude. The coordinate values and amplitude
values are sampled and quantized into digital forms, respectively. The situation is
shown in Fig. 4.6. Pink arrows in Fig. 4.6 indicate positions between pixels. If the

amplitude values of these positions can be known, the image matching technique can
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be performed on these values, just like the image is shifted within a pixel.

i fb

quantization

____________________________________________________

_______________________________________________________

_____________________________________________________________

sampling

Fig. 4.6 A diagram of converting a continuous image into a digitized form.

Since the face images are continuous, it is reasonable to assume that the
amplitude values, namely, the color values, between two adjacent pixels approximate
the values of these two pixels. In this'study, the technique of bilinear interpolation is
used to generate these values. Fig. 4.7 illustrates.this technique. The color value of P’
is determined in proposition to:the colorvalues of the nearest four pixels Py through
P4 using following equations:

Ar= | (XK= x) (Y - y) [ A= (X x) (Y - y2) |

As=| (X~ xa) (Y — ya) | A= | (X~ Xa) (" ~ Va) | ; (4.2)

pP’= (A1P4 + AoP3+ APy + A4P1) / (Al + A+ Azt A4). (43)

P(x, ¥y

P(x, )

Py(x3¥3) ! Py(xy ¥

Fig. 4.7 A diagram of the adopted bilinear interpolation technique.
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A method that performs image matching with sub-pixel precision using
above-mentioned ideas and techniques is proposed and described as follows. Firstly,
the pattern image, namely, the image of the base region, and the base image are
enlarged with a predefined ratio using the bilinear interpolation technique. The color
values of pixels that have no corresponding pixels in the original image are filled with
interpolated values. Secondly, the image matching technique described in Section
4.3.1 is applied on the enlarged pattern and the base image to find the best position of
the base region. Finally, the position is shrunk back according to the predefined ratio.

The algorithm of the image matching with sub-pixel precision is described as

follows.

Algorithm 3. Image matching with Sub-Pixel.precision.
Input: a pattern image lpatern,-& base image lpase;;and a predefined ratio r.
Output: the position P(X, ¥) Of lpattern-i-Ipase.
Steps:
Step 1:  Enlarge lpatern I times larger to get a new image lpatternt.
Step 2:  Enlarge Ipase 1 times larger to get a new image lpasel .
Step 3: Use the image matching technique to find the position P’(x’,
y")Of lpatternt 1N Ibaset -
Step 4: Divide X’ by r to get x.

Step 5: Dividey’ by r to gety.

An example of results of the proposed method is shown in Fig. 4.8. The ratio

value is 2 in this example.

4.3.3 Handling Rotated Faces
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In the video recording process, a model is asked to shake his/her head for a
period of time, so that generated base image sequences can exhibit a speaking face
with natural shaking. Besides, the face of the model may not always be straight due to
his/her speaking habit. However, the image matching technique cannot be applied
effectively on those shaking faces because the base regions are “rotated”. In Section
4.3.3.1, problems caused by rotated faces are described. In Section 4.3.3.2, a modified

image matching method that is suitable to be applied to the rotated faces is proposed.

i

® K Qo 3 (b)

n
o

Fig. 4.8 Example of results of imagérr’iiﬁtfﬁﬁ*i% with sub-pixel precision. (a) The
2597™ frame of a video. The base region position is (354.5, 284.0). (b) The

2598™ frame of the video. The base region position is (354.5, 284.5).

4.3.3.1 Problems of Rotated Faces

The image matching technique described in Section 4.3.1 is effective to find the
position of a pattern image in a base image. However, this is true only under the
assumption that the pattern part of the base image is very similar to the pattern image.
For rotated faces, the pattern parts, namely, the base regions in this study, are rather

different from the base region of the first frame. Therefore, results of image matching
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are often not quite precise.

Another problem arises when the rotated angle of a rotated face is not known
even if the position of the base region is detected correctly. Fig. 4.9 shows the
problem. As described in Section 4.1, positions of facial features are calculated
according to the base region position and spatial relations. For a straight face like Fig.
4.9(a), the positions of facial features can be calculated correctly. However, for a
rotated face like Fig. 4.9(c), the positions of facial features cannot be calculated
correctly only with the help of the spatial relations even if the base region position is
right. To determine the positions of facial features correctly on a rotated face, the

rotated angle must be found.

(a) (b) (©
Fig. 4.9 A diagram that shows the problem of rotated faces. (a) A straight face with its
mouth position determined correctly by the spatial relation. (b) A rotated
face. (c) A rotated face with its mouth position determined incorrectly by the

spatial relation.

4.3.3.2 Image Matching on Rotated Faces

To find the rotated angle of a rotated face, some extra work is added to the

41



original image matching method. As shown in Fig. 4.10, the base region image is
rotated first to generate several rotated versions. All of these rotated images as used as
pattern images. And then, the image matching technique is applied. Finally, the best
position and rotated angle of the base region is learned. The algorithm of this process
is described as follows.
Algorithm 3. Image matching on rotated faces.
Input: a pattern image lpatern, and a base image lpase.
Output: the position and rotated angle of lyattern IN Ipase.
Steps:
Step 1: Rotate lpaern With an incremental series of degrees and get a set of
new images lpatternr-= {Ipatternr1, Ipatternr2, ---, IpatternkN }-
Step 2:  Select an image lpaternr IN lpaternr as the pattern image.
Step 3:  Perform image.matching.-on . lpatiernrs and lpase and record the
measurement-value.
Step 4:  Repeat steps 2 through 3 until all images in lparernr are used ever.
Step 5: Output the position and rotated angle corresponding to the

minimum measure value.

1* rotated Base
base region image

" .
Base Rotation _/ 2* rotated Image _/ Best position

region / base region "I Matching / and angle

N* rotated .
: means degree.
base region

Fig. 4.10 Flowchart of the proposed image matching method on rotated faces.

A 4

An example of results of image matching on rotated faces is shown in Fig. 4.11.
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(a) (b)
Fig. 4.11 Example of results of image matching on rotated faces. (a) The rotated

angle is 6 degrees clockwise. (b) The rotated angle is —1 degree clockwise.

UL TN

4.3.4 Learning by Im&g _,?ff&,lalng with Sub-Pixel

)
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The techniques mentioned in Sec%mﬁﬁ?‘.% and 4.3.3 can be combined together
to learn the positions and rotated angles on rotated faces with sub-pixel precision. Fig.
4.12 illustrates the combined process, in which green blocks represent the work of

matching on rotated faces, and blue blocks represent the work of matching with

sub-pixel precision.

4.3.5 Correcting Erroneous Matching Results

Although the results of the image matching technique are stable, however, some
errors still exist due to unavoidable changes in lighting. The variations of shadows on

faces also affect the accuracy of the results.
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base region

Base : 2* rotated
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N* rotated
: » Enlargement
base region
Y
Base Enlargement Image
image 7 9 Matching

!

Best enlarged
N d Divide position and
means degree. angle

Best position
and angle

Fig. 4.12 Flowchart of image matching with sub-pixel precision on rotated faces.

For instance, Fig. 4.13(a).shows an example of the result obtained using the
proposed method in Section 4.3.4. Corresponding trajectories of the x-axis, the y-axis
and the rotated angle are shown in Fig. 4.13(b). Red parts of the trajectories represent
situations that the position of the base region suddenly moves forward along a
direction and then back. For example, the x-axis of the base region of frame 2 is 344.0,
and then it moves right to 344.5 on frame 3, and then it moves left to 344.0 on frame 4.
This kind of situation is not normal since the face often shakes smoothly.

To solve this problem, a method is proposed to correct the erroneous values. It
simply deals with the following situation: the position of the base region suddenly
moves forward along a direction and then back in three frames. In this situation, the
base region position of the 2" frame is corrected with the center of the base regions

positions of the 1 and the 3" frame.
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Frame| X Y | Angle

1 344.0 | 280.0 0

2 344.0 | 280.5 0

3 | 3445 | 280.5 0

4 344.0 | 281.0 1

5 |3440|28L5| 0 N ! Angle

(a) (b)

Fig. 4.13 Example of erroneous matching results. (a) The x- and y-axis and rotated

angle detected by image matching techniques. (b) The trajectories of the

x-axis, the y-axis, and the rotated angle.

The entire algorithm of correcting,_erroneous. matching results is described as

follows:

Algorithm 4. Correcting erroneous-matching results.

Input: a sequence of triples (Xi, ¥i, Ai) = { (X1, Y1, A1), (X2, V2, A2), ..., (Xny YN,
An)}, where Xx;, yi, and A; represent the x-axis, the y-axis and the rotated angle of the
base region of frame i, respectively.

Output: a sequence of corrected triples (i, i, Ai) = { (X1, y1, A1), (X2, Y2, A2), ...,
(X, Yn, An)}-

Steps:

Step 1:  Setcurrent to 1.
Step 2: Set Xcurrent t0 (Xcurrent-1 1+ Xcurrent+1)/2, 1F (Xcurrent— Xcurrent-1) ( Xcurrent—
Xeurrent+1) > 0.

Step 3: Set ycurrent to (ycurrent-l+ycurrent+1)/2, |f (YCurrem_ycurrent-l)(ycurrent_
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YCurrent+1) > 0-

Step 4: Set Acurrent to (Acurrent-l‘|’Acurrent+1)/2, |f (Acurrent_Acurrent-l)( Acurrent_

Acurrent+1) > 0.
Step 5: Add current by 1.

Step 6: Repeat Steps 1 through 5 until current is larger than N.

Fig. 4.14 shows the result of Fig. 4.13(a) after correcting erroneous matching

results. The trajectories shown in Fig. 4.14(b) are smoother and more natural.

Frame| X Y Angle

1 |3440|2800| 0

2 |3440|2805| 0

3 |3440|2805| <0

4 |3440|2810| 0

5 |3440|28L5| 0 X Y Angle
@ (b)

Fig. 4.14 Example of corrected matching results. (a) The values in Fig. 4.13(a) are
corrected. (b) The corrected trajectories of the x-axis, the y-axis, and the

rotated angle.

4.4 Experimental Results

In this section, some experimental results of the proposed methods described in
this chapter are shown. Fig. 4.15 shows a sequence of image frames in a recorded

video. Positions and rotated angles of base regions detected using the method
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proposed in Section 4.3.4 are listed in Table 4.1(a), and the corrected values using the

method proposed in Section 4.3.5 are listed in Table 4.1(b).

Fig. 4.15 A sequence of image frames in a recorded video.
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Table 4.1 Positions and rotated angles of base regions of frames in Fig. 4.15. (a)

Uncorrected values. (b) Corrected values.

Frame| X Y | Angle Frame| X Y | Angle
1 3475 | 279.5 5 1 3475 | 279.5 5
2 3475 | 279.5 5 2 3475 | 279.5 5
3 347.0 | 279.5 5) 3 347.0 | 279.5 5)
4 346.5 | 279.0 4 4 346.5 | 279.0 4
5 346.0 | 279.0 4 5 346.0 | 279.0 4
6 345.5 | 279.0 4 6 345.5 | 279.0 4
7 345.0 | 279.0 4 7 345.0 | 279.0 4
8 3445 | 279.0 4 8 3445 | 279.0 4
9 343.5 | 279.5 3 9 343.5 | 279.5 3
10 | 343.0 2795 | =3 100 | 343.0 | 2795 | 3
11 | 343.0 | 279.5 2 11 | 343.0 | 279.5 2
12 | 3425 | 279.5 2 12 | 3425 | 279.5 2
13 | 3425 | 279.5 2 13 | 3425 279.5 2
14 | 342.0 | 279.5 1 14 | 3425 | 279.5 1
15 |3425(2800| O 15 |3425(2800| O
16 | 342.5 | 280.0 0 16 | 342.5 | 280.0 0
17 | 342.0 | 279.5 0 17 | 342.0 | 279.5 0
18 | 341.0 | 278.5 -1 18 [341.75(279.25| O
19 | 3415 279.0 0 19 | 3415 279.0 0
20 | 340.5 | 278.0 -1 20 |340.25|278.75| O
21 | 341.0 | 2785 0 21 | 341.0 | 2785 0

(a) (b)
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4.5 Summary and Discussions

In this chapter, the automation of facial feature learning was emphasized. Since
the positions of these features can be calculated according to the position of the base
region, detection of the base region automatically becomes very important. The image
matching technique may be used to do this job. Proposed methods modify the
technique so that it can be performed on rotated faces with sub-pixel accuracy. A

method is also proposed to correct erroneous matching results.
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Chapter 5
Virtual Talking Face Animation
Generation

5.1 Introduction

In Chapters 3 and 4, the audio features, the base image sequences, and the facial
features are collected using the proposed methods. With the help of these features,
virtual talking face animations with synchronized utterances can be generated. Fig.
5.1 shows a block diagram for the proposed animation generation process. “Proper”
frames are generated according to the timing information of the input audio and the
feature information in the viseme database..Finally the input audio and the generated
frames are combined together to produce an animation. It is obvious that generating
“proper” frames is a very important work. Badly generated frames may lead to

asynchronous problems between the audio and the frames, or unnatural animations.

Viseme Database

h 4

Input Audio »| Frame Generation = Frames

> Animation [ —

Fig. 5.1 Block diagram of proposed animation generation process.

Fig. 5.2 illustrates the frame generation process proposed by Lin and Tsai [6].
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Firstly the timing information of the syllables of an input speech is obtained. This
timing information is used to decide the number of frames to preserve every syllable
and the pauses between syllables. The starting frame for every syllable is calculated
by accumulating the number of frames of preceding syllables and pauses. Secondly,
the corresponding visemes of syllables are prepared. Since the number of frames of a
syllable in the viseme database may not equal the number of frames preserved, an
algorithm for frame increase and decrease is used. Thirdly, the mouth images of
visemes are pasted onto the base images. Finally, transition frames between syllables

are replaced with several middle frames to produce smoother animations.

Input audio

Q@Q @

--.

f '\ / \ -

n\
— - - - - "'——.—-"

- — —— -

Fig. 5.2 Diagram of frame generation process proposed by Lin and Tsai [6].

The above-mentioned process is effective in generating proper frames for
synchronized and smooth animations. However, some problems still exist. In the
following sections of this chapter, the problems are illustrated, and some methods are

proposed to solve these problems in order to produce higher-quality animations.
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5.2 Synchronization Between Frames
And Speeches

In Lin and Tsai [6], the starting frame for every syllable is calculated by
accumulating the number of frames of the preceding syllables and pauses. To obtain
the number of frames of a syllable or pause, the length of it is multiplied by a
frames-per-second constant. The constant controls the number of frames appearing
within a second. For a standard NTSC video, the constant is set to 29.97.

Since the length of a syllable or a pause is a floating-point number, the calculated
number of frames is also a floating-point number. However, the number of frames can
only be an integer. Discarding the fraction part leads to a small error. Errors are
accumulated and affect the synchronization between.the audio and the frames.

To solve this problem, a method of re-synchronization on every syllable is
proposed. Firstly, the starting frame-of every-syllable is calculated in floating-point
number, like Fo through F4 in Fig. 5.3: Then the fraction part of these floating-point
frames are discarded, therefore results in starting frames of the integer type, like Io
through l4. The starting frames in the integer type are used as the starting frames of
syllables. The number of frames of a syllable is obtained by subtracting the nearest
successive starting frames of the integer type. For example, the number of the first
syllable (the first green part) is I;—1lo, and the number of frames for the first pause
between syllables (the first blue part) is I,— 1.

The final result of duration of the integer type can be used to generate animations

synchronized with the input audio, with at most an error of a frame.

5.3 Frame Generation by Interpolation
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In the following two sections, two processes of frame generation for two
applications are proposed. In Section 5.3.1, a frame generation process that is suitable
for creating virtual talking faces is proposed. And in Section 5.3.2, a frame generation

process that is suitable for creating virtual singing faces is described.

IO I1 Il I3 I—I
, 1y Ll

Floating-point frames LJ *

Integer frames 1 H

|
]
| [ oL
: 1o 1o
| | 11
F, F, F F, F,

Fig. 5.3 Diagram of re-synchronization on every syllable.

5.3.1 Speaking Case

In Section 5.2, the number of frames for every syllable in an input audio is
determined. The number of frames cannot be altered, or the asynchronous problem
between the audio and image frames will arise. However, the number of frames for an
identical syllable in the viseme database may not equal the one desired due to
different speaking speeds and must be altered.

In [6], Lin and Tsai proposed an algorithm for frame increase and decrease to
complete this job. The algorithm inserts frames at positions where adjacent frames are
mostly unlike, and deletes frames at positions where adjacent frames are mostly alike,
until the number of frames is equal to the desired one. However, results produced by
this algorithm are not reasonable. It is noticed that when a person speaks faster, the

shape of his/her mouth changes more violent. On the contrary, when a person speaks
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slower, the shape of his/her mouth changes slighter. However, the motion of the
mouth retains the same when speaking an identical syllable.

To simulate the motion mentioned above, the idea of interpolation is used. As
shown in Fig. 5.4, the original frames are divided into N parts, where N is the number
of desired frames. And then, a frame of each part is selected to represent the part.
Finally, the content of the desired frames are replaced with the content of the

representative frames one by one.

e | == 001D

== 1111 E=— it

Fig. 5.4 Idea of frame interpolation. i(a)-The-number of original frames is larger than

that of desired frames. (b) The.number of original frames is smaller than that

of desired frames.

The process of frame generation of the speaking case is illustrated in Fig. 5.5.
Firstly, the visemes, namely, the mouth images, of syllables are determined using the
frame interpolation technique. Secondly, the visemes of pauses between syllables
need be decided. When the duration of a pause is long, it is considered that the person
would close his/her mouth; otherwise, the person would keep his/her mouth open and
unchanged just if the pause does not exist. Thirdly, the visemes of the first or the last
pause should be a closed mouth, because the person does not start speaking during the
first pause, and he/she closes his/her mouth after the last syllable. Finally, the

determined visemes are integrated into the base images.
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First Short Last
Pause Syllable Pausd Syllable2-8yllable3 Pause

} }

Closed Last viseme Closed Closed
mouth of Syllable1 mouth mouth

Determine by Determine by Determine by
Interpolation Interpolation Interpolation

Fig. 5.5 Frame generation of speaking cases.

5.3.2 Singing Case

Due to certain properties of songs, a singing person often has to utter syllables
for longer times, especially ‘when he/she Is ‘singing a slow song. The frame
interpolation technique proposed:in. Section 5.3.1 is not suitable to determine the
visemes of a lengthy syllable because it would make a mouth change its shape in slow
motion, which is not natural.

To solve this problem, several facts are noticed. The first is that a mouth always
keeps open while singing songs even during long pauses. The second fact is that after
the sound of a syllable is uttered, the mouth would hold its shape unchanged and
continue uttering the sound. Before the mouth holds its shape, we call that it is in a
“mouth-opening” phase. When the mouth begins to hold its shape, we call that it is in
a “mouth-holding” phase. Fig. 5.6 shows a diagram of these two phases.

The third noticed fact is that the duration of the mouth-opening phase is related
to the total duration of a syllable. When the duration of a syllable is longer, the

duration of the mouth-opening phase is longer. In Fig. 5.7, experimental results prove

55



this fact. The duration of the mouth-opening phase using different numbers of beats in
a measure is observed. It is shown that when the duration of a syllable is longer, the

duration of the mouth-opening phase becomes longer.

Duration of a long syllable

_/k

o

Fig. 5.6 The two phases while singing a long syllable.
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Fig. 5.7 The duration of the mouth-opening phase of syllables of a same sentence
using different beats. () The sentence is “5" 5~ [V {-f ﬁ;] AR (b) The

sentence is = F1Z T ﬁ ‘3’?’3,{&%“”“‘ (e
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Therefore, the process of frame generation of the speaking case needs to be
modified to fit these observed facts. The first modification is that the mouth does not
close during pauses. That is, visemes of a pause is the same as the last viseme of the
preceding syllable. Orange parts in Fig. 5.8 shows this modification.

The second modification is that the mouth should go through a mouth-opening
phase and a mouth-holding phase while singing a long syllable. Suppose the duration
of a syllable S in the database is Dq, and that in an input audio of singing is D,. When
Da is larger than Dg, the mouth should utter the sound in a duration of Dgpening, and
then keep its shape unchanged for a duration of Da— Dopening. Dopening 1S defined as

follows:
Dopening =Dy + Da/ Dy

Fig. 5.6 shows the entire frame generation process of singing cases.

First | Syllabled Paus Pause Syllable3| Last
Pause | (short) (short) | Pause

Closed Last viseme Last viseme Closed
mouth of Syllable1 of Syllable2 mouth
Determine by Consider Mouth Determine by

Interpolation  Opening and Holding Interpolation

Fig. 5.8 Frame generation of singing cases.

5.4 Smoothing Between Visemes

To create smooth animations, transitions between two successive syllables need
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to be taken care. When the mouth shape of the last viseme of the preceding syllable is
not quite similar to the one of the first viseme of the rear syllable, some transition
visemes should be inserted to smooth the articulation.

Fig. 5.8 shows an experimental result concerning the relationship between the
distance of two visemes and the number of required transition frames. It is observed
that there is no proportional relationship between the distance and the number of
transition frames. However, it is noticed that the average number of transition frames
is 2. Besides, we notice that while a person is speaking slower, more transition frames
can be inserted because the mouth changes its shape slowly. While a person is
speaking faster, fewer transition frames needs to be inserted because the mouth
changes its shape rapidly.

Therefore, an algorithm for deciding the ‘number of transition frames between

two successive syllables is defined.as follows:

Algorithm 5. Deciding the number.of transition frames between two syllables.
Input: a preceding syllable S; and a rear syllable S; a viseme database D, and an
input audio A.
Output: the number of required transition frames N.
Steps:
Step 1: Calculate the number of frames Nip of S; in D.
Step 2: Calculate the number of frames Nyp of S, in D.
Step 3: Calculate the number of frames Ny of S; in A.
Step 4: Calculate the number of frames Nya 0f Sy in A.
Step 5:  Set N to 3 and stop, if Nya > Nip and Naa > Nop.
Step 6:  Set N to 1 and stop, if Nia < Nip and Naa < Nap.

Step7: SetNto 2.
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Table 5.1 Relationship between the distance of two visemes and the number of

required transition frames.

Distance |[Number of Distance |[Number of
Transition |of Mouth | Transition Transition |of Mouth | Transition
Shapes | Frames Shapes | Frames
Fl—s>|! 18 5 ﬁwﬁa‘ 6 0
Fl—i# 4 0 #g—>-- 6 1
Eandili 6 1 T —=Fl 4 3
[ 0 2 El=fT 12 2
(el 10 5 Ri—F 4 1
=" 12 0 e 4 1
| 26 2 - =gt 4 1
il 4 1 (i 0 4

5.5 Integration of Mouth Images and
Base Images

After all visemes are determined according to the methods proposed in the
previous sections, the mouth image of a viseme needs to be integrated into a base
image using the alpha-blending technique, as shown in Fig. 5.9. Here a mouth image
represents a region on a facial image that contains lips and a jaw. However, the
determination of the region is not easy. In [6], Lin and Tsai used a fixed rectangle

surrounding the mouth to represent the region. The approach is simple to implement;
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however, the determination of the size of the rectangle is not an easy job because it
affects integrated results severely. A too wide rectangle that overlaps the background
such as the walls may cause the background to be “integrated” into the face. A too

short rectangle may cause the jaw to “drop down” while opening the mouth because

only part of the jaw is moving.

()

1L i,

Fig. 5.9 Integration of a base |mage and a meuth image. (a) A base image. (b) A

A method is proposed to detemﬁne.tfneu Eagtbn of a mouth image. Suppose that
there are two images I, and I,, and the mouth region of 1, is to be integrated into I,.
Then the method goes as follows.

Firstly, since the position and size of the base region are known already using the
methods proposed in Chapter 4, we can determine the skin color by averaging the
colors in the base region. Secondly, skin regions of I; and I, are determined as S; and
Sy, respectively. Finally, the intersection region Sinersect OF S and S, is found and a
region growing method is utilized to discard noise. Sintersect IS Used as the mouth
region.

Besides using Sintersect @S the mouth region, a trapezoid inside it can also be used

as another choice of the mouth region. Fig. 5.10 shows examples of these two kinds of

mouth regions.
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Fig. 5.10 Example of mouth regions found using the proposed method. (a) The
intersection region of skin parts. (b) A trapezoid inside the intersection

region.

5.6 Experimental Resu

2 proposed methods are shown. In

.
i

In this section, some expe
Fig. 5.11, the model is o AN 5.12, the model is singing a

song.

Fig. 5.11 Result of frame generation of a speaking case. The person is speaking the

sentence “ “[i”.

61



Fig. 5.11 Result of frame generation of a speaking case. The person is speaking the

sentence “ ~[}f}”. (Continued)
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Fig. 5.11 Result of frame generation of a speaking case. The person is speaking the

sentence “ ~[}f}”. (Continued)

Fig. 5.12 Result of frame generation of a singing case. The person is speaking the

sentence “Y[H Z413F1”. The frames shown are part of “{13i”.
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Fig. 5.12 Result of frame generation of a singing case. The person is speaking the

sentence “J[HN 4131, The frames shown are part of “*I31”. (Continued)

5.7 Summary and Discussions

In this chapter, the concentration has been put on improving the quality of
generated animations. The first issue was synchronization between a speech and

image frames because people can notice the asynchronous problem easily. The
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proposed method reduced the synchronization error down to be shorter in time than
the period of a frame. To make the animations natural, the behaviors of real talking
persons and singing persons were discussed so that generated virtual faces can act in
the same way as real human beings. The articulation effect of transitions was also
noticed and solved. Finally, mouth regions found by the proposed method were proper

to be integrated into base images.
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Chapter 6
Examples of Applications

6.1 Introduction

Virtual talking faces can be applied to many areas. For example, they can be used
as agents or assistants to help people do their jobs. They can also be used as tutors to
help students study.

In this chapter, some examples of applications are described. Section 6.2 shows
how virtual announcers that are able to report news are created. Section 6.3 presents
virtual singers that can sing songs. In Section 6.4, virtual talking faces are integrated
into emails, so that people can watch their friends.reading the contents of received

emails. In Section 6.5, some other possible applications are listed.

6.2 Virtual Announcers

6.2.1 Description

Virtual announcers are virtual talking faces that can report news. As shown in Fig.
6.1, real news reporters appear on television screens with their faces and part of their
bodies seen. Since real news reporters may sometimes get sick or be occupied by
other tasks, virtual announcers can take the place of them who shall record news
releases in advance. Moreover, they can even replace real news reporters as the

techniques are exquisitely applied and they exhibit very realistic appearances.
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Fig. 6.1 Examples of real news reporters.

6.2.2 Process of Creation

The process of creating a virtual announcer is shown in Fig. 6.2. Firstly, the
video of a speaking person needs to be recorded. Secondly, the feature learning
process extracts all required features"ffdm"'the video These two jobs follow the

processes proposed in Chapters 2 througﬁ 4, Then any audio of news can be sent to

the animation generatlon process tO create anlmatttpns of virtual announcers. It is
HE b

noticeable that the frame generatlon method for Ihe speaklng case proposed in Section

L 1Lk

5.3.1 is utilized at this stage.
An example of a virtual announcer is shown in Fig. 6.3. The background may be

changed dynamically to fit the news that is being reported.

6.3 Virtual Singers

6.3.1 Description

Similar to virtual announcers, virtual singers make use of virtual faces that are

able to sing songs. They can be used for entertainment.
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Video Recording

h

Feature Learning

A 4

Feature Database

h 4

Frame Generation

(Speaking Case) Frames

v

Input Audio

> Animation R

Fig. 6.2 Block diagram of creation of virtual announcers.

A B EEREE =
ARLEERE S

o e

Fig. 6.3 Example of a virtual announcer.

6.3.2 Process of Creation

The process of creating a virtual singer is shown in Fig. 6.4. The process is
mostly the same as the one of creating a virtual announcer. The only difference is that
that the frame generation method for the singing case proposed in Section 5.3.2,

instead of that of the speaking case, is utilized.
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Video Recording
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Feature Database
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Fig. 6.4 Block diagram of creation of virtual singers.

6.4 Emails with Virtual Talking Faces

6.4.1 Description

The use of emails is a very common way to transmit messages nowadays. People
send and receive emails almost everyday. When a person receives an email, he/she
needs to read the content of the email to know what the sender wants to express. A
virtual talking face can be integrated into an email to enable the receiver to understand
the content of the email by watching and listening to the animation of the sender’s
face without reading the content.

Fig. 6.5 shows comparisons between normal emails and emails with embedded
virtual talking faces. Fig. 6.5(a) shows that a text email is sent through the Internet

and then received. The receiver needs to read the text message. Fig. 6.5(b) shows the
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process of sending and receiving an email with virtual talking faces. An email text and
its corresponding speech read by the sender are sent through the Internet. The receiver
can generate a virtual talking face that reads the text and then watch it.

Fig. 6.5(c) shows a way to produce a similar result of (b). The sender records a
video while he/she is reading the text, and then the video along with the text is sent
through the Internet. The receiver can watch the video directly. However, this method
has some disadvantages. First, the sender needs to record the scene while he/she is
reading, that means a camera is required. Second, the video size is often much larger
than that of the speech. Sending large videos through the Internet is slow, and the

receiver gets annoyed while receiving big emails.

(a) Text - . =) Text
Text
Text
(b) -> = | Speech
Speech

Animation

Text Text
(c) e -
Video Video

Fig. 6.5 Comparisons among three kinds of emails.

6.4.2 Process of Sending Emails

As shown in Fig. 6.5(b), the speech needs to be sent along with the email content.
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The speech can be wrapped as an attachment file of an email. Some extra information
can be added to the attachment file, such as the name of the sender. Fig. 6.6 shows the
structure of the attachment file.

Fig. 6.7 shows the entire process of sending emails with virtual talking faces.
Firstly, the sender writes a text and then reads it. The speech is recorded as an audio
file. Then the information of the name of the sender, the size of the text, and the
speech are combined together with the text and the speech to form an attachment file.

Finally, the attachment file is sent through the Internet.

Sender Text Speech
Name Size Size
Text
Speech

Fig. 6.6-Structure of-an attachment file.

Text
Size |™*
Speech
Size |
Sender L
Attachment
Name —» | Combination |—p» .l —
Text |=—»
Speech |—»

Fig. 6.7 Process of sending emails with a virtual talking face.

6.4.3 Process of Receiving Emails

After receiving an email mentioned in the above section, the receiver can
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construct an animation of the sender’s face. The process is illustrated in Fig. 6.8.
Firstly the text size and the speech size are extracted to help segment the text and the
speech out. The sender name is used to select the face to generate. Then, the text and
the speech are sent to the animation generation process as inputs to produce an

animation.

Text

™ Size
Speech

> Size

Attachment Sender
=] Text Generation Animationl

®| Speech

Animation

Fig. 6.8 Process of receiving an-email with'a virtual talking face.

6.5 Other Applications

Besides the applications mentioned in the previous sections of this chapter, there
are still many possible applications of virtual talking faces. Some of them are listed as
follows.

1. Virtual tutors: Virtual talking faces can be used to help students study. It is
interesting and useful for the students to have tutors teaching rather than to
study by themselves.

2. Virtual guides: Virtual talking faces can be used in libraries and museums

to guide visitors. Visitors can roam around in the buildings and listen to the
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illustration by a virtual guide.

3. Virtual babysitters: Virtual talking faces can read stories for children as
babysitters.

4. Software agents: Virtual talking faces can be used in the software to help
users operate the software.

5. Videoconferences: The amount of data required for virtual talking faces to
be transmitted through networks is much less than that for transmitting

image frames.

6.6 Experimental Results

In this section, some experimental results of creating emails with virtual talking
faces are shown. The experimental results ‘of.virtual announcers and singers are
shown in Section 5.6 in Chapter.5 already:.

Fig. 6.9 shows the program‘interface of animation generation. Firstly, the email
sender inputs a text and a speech, and then presses the button marked in red to create
an attachment file, as shown in Fig. 6.10. The red circle indicates the attachment file.

As shown in Fig. 6.11, after receiving the email, the sender also receives the
attachment. It is noticed that the size of the attachment file is only 120 KB, which is
very small.

The receiver then opens the attachment file, and the file relationship will cause
the program to start the proposed animation generation process, as shown in Fig. 6.12
and 6.13. The final animation generated is shown in Fig. 6.14(a). Fig. 6.14(b) shows
that the size of the animation is 3.67 MB, which is much larger than that of the
attachment file. Therefore, it is obvious that transmitting the virtual talking faces

using the method proposed in Section 6.4 is preferred to transmitting the videos
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directly.
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Fig. 6.9 The program interface-of animation generation.
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Fig. 6.10 The email attachment is created.
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Fig. 6.11 The attachment is received along with the email text.

T EEAFRIE FRIRHEE A o
ME R, © RIS DT -
SEETERAHEED)
IVirtu.al Talking Face Emadl Attachment
BRI

WinRAR =]
(¥ WordPad

T ¥ML Editor

¥ E-Setup Start

Bl

Iv EREEE Tk RS S (L)

e | mm | EEO. |

Fig. 6.12 Setting of the file relationship between the attachment file and the program.
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Fig. 6.14 The generated animation. (a) A frame of the animation. (b) The size of the

generated animation.

6.7 Summary and Discussions

In this chapter, three examples of virtual talking faces are described and

implemented. The virtual announcers can be used to report news while the virtual
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singers can sing songs. A system for transmitting virtual talking faces by emails is
also proposed. It is very interesting and useful to watch friends read their mails. And
the amount of transmitted data is much smaller than that of transmitting similar

videos.
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Chapter 7
Experimental Results and
Discussions

7.1 Experimental Results

In this study, a system for automatic feature learning and animation creation is
constructed. Some screenshots of the system are shown in this section.

Firstly, a video that contains a speaking face was recorded, and then audio data
and image frames were extracted from it. In Fig. 7.1, the extracted audio data were
segmented into seventeen sound parts using the sentence segmentation algorithm
proposed in Chapter 3. Blue and green :parts represent odd and even sound parts,

respectively.
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Fig. 7.1 The audio data are segmented into seventeen sound parts.
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Next, the timing information of syllables of these sound parts was learned using
the syllable alignment technique, as shown in Fig. 7.2. Blue and green parts represent
odd and even syllables, respectively. Thirdly, the base region of the first frame of the
video was determined. Fig. 7.3 shows the base region with a blue rectangle. Fig. 7.4
shows the final step of the feature learning process. The position and the rotated angle
of the base region for every frame were learned using the methods proposed in
Chapter 4. The black cross on the right face in Fig. 7.4 indicates the center of the base
region.

After the feature learning process was completed, the animation generation
process was started. Firstly, the syllable alignment technique was applied to an input
speech to get the timing information of syllables in the speech. In Fig. 7.5, a speech
containing a Mandarin sentence ““Effgﬁ‘sﬁ Z5™was used as an input. The timing
information of syllables in it was.learned and displayed in blue and green colors,

which represent odd and even syllables; respectively.
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Fig. 7.2 The result of syllable alignment of the sentence “f+ 5% F 135t ;.
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After the timing information of the input speech is known, virtual talking face
animations can be generated. Using the methods proposed in Chapter 5, we could
generate proper frames. Fig. 7.6 shows the intermediate result of the process. The
right face shows the region that was to be “pasted” onto the base image, and the left
face shows the result of integration. Fig. 7.7 shows the final created animation in

frames. The face in the frames is speaking the Chinese sentence “Effzﬁ‘: &7,
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Fig. 7.4 Learning of the position of the base region for every frame.
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Fig. 7.7 The result of the animation generation process.
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Fig. 7.7 The result of the animation generation process. (Continued)
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Fig. 7.7 The result of the animation generation process. (Continued)
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7.2 Discussions

After presenting the experimental results, we would like to discuss a number of
issues in concern as follows.

The first issue is the video recording process. Since a transcript that contains all
classes of Mandarin syllables is designed to consist of seventeen short and meaningful
sentences, the model can read them easily. The model can also shake his/her head
slightly during the process. The process takes about two minutes to complete, which
is quite short and not annoying.

The second issue is the feature learning process. To learn the information of
audio features, the audio data of the recorded video are segmented into sentences first.
The proposed sentence segmentation algorithmis effective both in quiet environments
and in environments with constant'noise - like that caused by fans. The result of
syllable alignment may not be completely-correct; however, it is still acceptable.

To learn the information of facial features, the position and rotated angle of the
base region in every frame are detected. The information learned is correct even when
the face is shaking slightly. Besides, the process is automatic; therefore, we can avoid
finding the positions manually, which is a tedious work. Normally, the process takes
about half an hour to complete, which is a little lengthy but acceptable.

Finally, we discuss the animation generation process. In this process, proper
frames are generated. The experimental results show that the generated talking faces
are natural. The faces also shake naturally due to the arrangement of base images. It is
shown that 2D images are suitable for creating realistic talking faces with slight head

shaking actions.
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Chapter 8
Conclusions and Suggestions for
Future Works

8.1 Conclusions

In this study, a system for creating virtual talking faces has been implemented.
The system is based on the use of 2D facial images. Techniques of image processing
and speech recognition are utilized. Methods are proposed to automate the learning
process and improve the quality of:the generated animations.

The system is composed of three processes: video recording, feature learning,
and animation generation. The videa.recording-process is designed to be short, easy,
and not annoying. A transcript that'eontains all-classes of Mandarin syllables has been
proposed, and a model can read the sentences on it, instead of reading the syllables
one by one separately. The sentences were designed to be short and meaningful, so
that the model can read them without difficulties. Due to the function of the feature
learning process, the model is allowed to shake his/her head slightly, yielding more
natural animation results.

In the feature learning process, audio features, facial features, and base image
sequences are all learned automatically. The sentence segmentation algorithm
proposed in the learning of audio features is simple but robust in both quiet
environments and environments with constant noise. The generation process of base
image sequences was designed to exhibit natural head shaking actions. The learning

process of facial features was designed to be able to handle shaking faces.
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In the animation generation process, several methods were proposed to improve
the quality of generated animations. A method was proposed to reduce the
synchronization error between a speech and image frames down to be shorter in time
than the period of a frame. The number of required transition frames between
successive syllables is analyzed to smooth the transitions. The behaviors of a talking
person and a singing person are also analyzed, and a method of frame generation that
is proper to create both talking and singing faces was proposed. Applications that
utilize the proposed techniques such as virtual announcers and virtual singers have
been implemented. Another application that integrates virtual talking faces into emails

was also described and implemented.

8.2 Suggestions for Future Works

Several suggestions to improve the proposed system are listed as follows.

(1) Reduction of the number of visemes =-- The viseme information of 115
classes of Mandarin syllables is required to create animations containing
arbitrary Mandarin syllables. However, the number of required visemes
can still be reduced, because mouth shapes of some of them are quite
similar. Reduction of the number of required visemes can shorten the
processing time of learning dramatically.

(2) Detection of base regions automatically on faces with glasses --- In
Chapter 4, a knowledge-based face recognition method is utilized to locate
the base region on the face of the first frame. Since the method needs to
learn the eye-pair on the face, it does not always work well on faces
wearing glasses. If this problem can be solved, then the feature learning

process will become fully automatic even on faces wearing glasses.
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(3)

(4)

()

(6)

()

(8)

Integration of emotional expressions --- In this study, emotional
expressions are not used because they affects many parts of faces.
However, if emotional expressions can be integrated, generated talking
faces will become more interesting and natural.

Integration of gestures and body actions --- The integration of gestures and
body actions is also a topic that is worth studying. Talking faces with
gestures and body actions are more lifelike. The job is easier than the one
of integration of emotional expressions, because it involves only base
images.

Real-time animation generation --- In the animation generation process, a
pre-recorded audio must be inputted and analyzed to get the timing
information of syllables-in it. If the timing information can be learned in
real-time, animations that are synchronized with a speaking person can be
generated in real time.

Enhancement of smoothing-between visemes --- The movement of the lips
produced by the proposed system is still not natural enough. Possible
enhancements such as interpolation between successive frames can be
studied.

Consideration of syllable collocations --- The viseme of an identical
syllable may vary while collocating with different syllables, and this
phenomenon should be considered to create more natural animations.
Study of freer video recording process --- In the proposed system, it is
necessary for a model to read the entire transcript to create animations
starred by the model. If the required features can be gathered from several
fragments of videos starred by the model instead of a complete video, the

process will be freer and more preferable.
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