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tion. If there is at least one customer found waiting in the queue upon returning from a
vacation, the server will be immediately activated for service. Otherwise, if no customers
are waiting for service at the end of a vacation, the server either remains idle with proba-
bility p or leaves for another vacation with probability 1 — p. This pattern continues until

Ié?s’ :Vords" the number of vacations taken reaches J. If the system is empty by the end of the Jth vaca-
Randomized control tion, the server is dormant {dly in Fhe system. If.there is one or more customers arrive at
Supplementary variable technique server idle state, the server immediately starts his services for the arrivals. For such a sys-
Batch arrival vacation queue tem, we derive the distributions of important characteristics, such as system size distribu-

tion at a random epoch and at a departure epoch, system size distribution at busy period
initiation epoch, idle period and busy period, etc. Finally, a cost model is developed to
determine the joint suitable parameters (p*,J*) at a minimum cost, and some numerical
examples are presented for illustrative purpose.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

We consider an M /G/1 queueing system in which the server operates a randomized vacation policy with at most J vaca-
tions. The server leaves for a vacation when the system becomes empty. When the server returns from the vacation, he ap-
plies a randomized vacation policy and decides to take another vacation, to remain dormant in the system or to provide
service for the waiting customers. The randomized vacation policy presented in this paper is described as follows: when
the system is empty, the server immediately takes for a vacation. If there is at least one customer found waiting in the queue
upon returning from a vacation, the server will be immediately activated for service. Otherwise, if no customers are waiting
for service at the end of a vacation, the server remains idle in the system with probability p and leaves for another vacation
with probability 1 — p. This pattern continues until the number of vacations taken reaches J. If the system is empty by the
end of the Jth vacation, the server becomes idle in the system. If there is one or more customers arrive at server idle state, the
server immediately starts his services.

The modeling analysis for the vacation queueing models has been done by a considerable amount of work in the past and
successfully used in various applied problems such as production/inventory systems, communication systems, computer
networks and etc. (see survey paper by Doshi [1]). A comprehensive and excellent study on the vacation models can be found
in Levy and Yechiali [2] and Takagi [3]. Baba [4] studied the M™ /G /1 queueing model with multiple vacations. The first study
of vacation models with control policy was done by Kella [5]. The variations and extensions of these vacation models with
control policy can be referred to Lee et al. [6,7], Choudhury and Madan [8], Ke [9], Choudhury and Paul [10], Yang et al. [11],
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Ke [12] and others. Recently, Yang et al. [11] analyzed the optimal randomized control policy of an unreliable server M/G/1
system with second optional service and startup. Ke [12] examined the two thresholds of a batch arrival M™ /G/1 queueing
system under modified T vacation policy with startup and closedown. The developments and applications on the optimal
control of queueing systems are rich and varied (see Tadj and Choudhury [13]). Moreover, Takagi [3] first proposed the con-
cept of a variant vacation (a generalization of the multiple and single vacation) for the single arrival M/G/1 regular system.
Zhang and Tian [14] treated the discrete time Geo/G/1 system with variant vacations, where the server will take a random
maximum number of vacations after serving all customers in the system. Ke and Chu [15] examined the variant policy for an
MM /G/1 queueing system by stochastic decomposition property. Recently, Ke [16] used supplementary variable technique
to study an M¥/G/1 queueing system with balking under a variant vacation. Some important distributions of system per-
formance measures were also derived in [16].

Existing literature focused on vacation policy depending on queue size or timer, so far very few authors have studied the
comparable work on the vacation queueing problems with randomized control policy, in which the server may take a sequence
of finite vacations in the idle time and apply a randomized vacation policy. This motivates us to develop the variant vacation
policy for an M¥ /G /1 queueing system, where the server operates a randomized vacation policy and takes at most J vacations
when the system is empty. Conveniently, we represent this variant vacation system as M™/G/1/VAC(]) queueing system.

The objectives of this paper are as follows: Firstly, we develop differential equations governing the variant vacation sys-
tem and derive the probability generating functions of system size in various server states. Secondly, we also derive other
system characteristics such as the system size distribution at busy period initiation epoch, the busy and idle period distri-
butions, etc. Thirdly, a long-run expected cost function per unit time is constructed to determine the optimal control policy.
Fourthly, we provide a decision criterion to find the joint suitable value of (p,]), and some numerical examples are presented
for illustrative purpose. Finally, some conclusions are drawn.

2. The system

We consider an MM /G/1 system in which the server operates a randomized vacation policy and takes at most J vacations
when he serves all customers exhaustively. The detailed description of the model is given as follows:

Customers arrive in batches occurring according to a compound Poisson process with mean arrival rate /. Let X, denote
the number of customers belonging to the kth arrival batch, where X,, k=1,2,3,..., are with a common distribution

PriXy=n)=y, n=1273,...

The service time provided by a single server is an independent and identically distributed random variable S with distri-
bution function S(x) and Laplace-Stieltjes transform (LST) S*(6). Arriving customers who join the system form a single wait-
ing line based on the order of their arrivals; that is, they are queued according to the first-come, first-served (FCFS) discipline.
The server can serve only one customer at a time, and that the service is independent of the arrival of the customers. If the
server is busy or on vacation, arrivals in the queue must wait until the server is available. When the system becomes empty,
the server leaves for a vacation with random length V having distribution function V(x) and LST V*(0). If at least one customer
is found waiting in the queue upon returning from the vacation, the server is immediately activated for service. Alternatively,
if no customers are found in the queue at the end of a vacation, the server remains idle in the system with probability
p(0 < p < 1) and leaves for another vacation with probability p (= 1 — p). This pattern continues until the number of vaca-
tions taken reaches J. If the system is still empty by the end of the Jth vacation, the server remains idle in the system. If there
is at least one customer arrives at server idle state, the server immediately starts providing his services for the arrivals. It is
assumed that various stochastic processes involved in the system are independent of each other.

Our model can be applied to model many real world systems. In particular, some stochastic production and inventory
control systems with a multi-purpose production facility can be effectively studied using such a vacation queueing model.
In such systems, the demand for the product is random and can be modeled as a compound Poisson process. The production
time of each unit of the product is a random variable with general distribution. An application example is considered for
illustrative purpose: Production-to-Order is a production policy in production planning and management. It is assumed that
customer orders for this product arrive according to a compound Poisson process. Whenever all orders are completed and no
new orders arrive, the production will be stopped and the facility is performed a closedown task before closing (can be re-
ferred to an essential vacation). After the production facility is completely closed, it may be available to perform some op-
tional jobs. The optional jobs can be referred to other second tasks or a sequence of finite maintenances. Upon completion of
each optional job, the manager check the orders and decides whether or not to resume the major production. If at this mo-
ment the major orders are empty, a decision may be made for taking other optional jobs to be performed. The
MM /G/1/VAC(J) queueing system presented in this paper is a good approximation of such a production system.

3. The analysis

We first develop the steady-state differential-difference equations for the M® /G/1/VAC(J) queueing system by treating
the elapsed service time and the elapsed vacation time as supplementary variables. Then we solve these system equations
and derive the probability generating functions of various server states at a random epoch.
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3.1. System size distribution at a random epoch

In steady-state, let us assume that S(x) = 0, for x < 0, S(c0) =1, V(x) = 0 for x < 0, V(cc) = 1 and these two distribution
functions are continuous at x = 0, so that u(x)dx = ]dsgx) and w(x)dx = dV where J(x)dx and w(x) dx are the first order dif-
ferential (hazard rate) functions of S and V, respectively.

We define the state of the system at time t as follows:

Q(t) = number of customers in the system,
S™(t) = the elapsed service time, and
V; (t) = the elapsed time of the jth vacation.

The following random variables are used for the development of M™ /G/1/VAC(J) queueing system:

0, if the server is idle in the system at time ¢,
1, if the server is busy at time t,
2, if the server is on the 1th vacation at time t,

j+1, if the server is on the jth vacation at time ¢,

J+1, if the server is on the Jth vacation at time ¢,

Thus the supplementary variables S™(¢) and V;(t) are introduced in order to obtain a tri-variate Markov process
{Q(¢), A(t), 8(t)}, where 6(t) = 0 if A(t) = 0,0(t) = S™(t)ifA(t) = 1, and &(t) = V; (¢) if A(t) =j+1(G =1,2,....)).
Furthermore, let us define the following probabilities:

=P{Q(t) =0,5(t) = 0},
Py(x,t)dx = P{Q(t) =n,0(t) =S (t); x<S (t) <x+dx}, x>0, n=
n

17
Qin(x,t)dx = P{Q(t) = n,0(t) =V (t); x < V; (t) <x+dx}, x>0, >0, 1<j<].

In steady-state, we can set Ry = lim;_..Ro(t) and limiting densities P,(x) = lim;_..Pn(X,t) and Q;,(x) = lim;_..Qja(x, ).
According to Cox [17], the steady-state Kolmogorov forward equations that govern the system can be written as follows:

},RO:/OOOQ]_O( dx+pZ/ Qio(x) 1)

-1
2P ®) + [+ p(0IPa(x) = Z}(kPn,k(x), x>0, n>1, 2)
k=1
d .
aQJ-‘O(X)Jr[iJra)(x)]Qj‘o(x):O, x>0, 1<j<], 3)
d%gjn() + [A+ oK) JZka]nk x>0 nx>=1 1<j</J. (4)

We solve the above equations by means of the following boundary conditions at x = 0

/ in(X dx+/% Pra(x)pu(x)dx + 2y,Ro, n =1, (5)

an(o) _ {go Py (X),U(X) dX, Zz(?lv (6)
a( x)d =0, j=2,3,...,

Qj‘“(o):{gfo e Z>1 ]j:2.3...]j @

and the normalization condition

0 0 J
Ro+ /0 Pr(x)dx+>"
n=1

n; /0 Qj_n(x)dx] ~1. (8)

Let us define the probability generating functions for {y,}{P,(-)} and {@;.(-)} as follows:
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Now multiplying (2) by z* (n =1,2,3,...) and then adding the equations up term by term, it gives

% + [a(z) + uX)|P(x;z) = 0, )

where a(z) = A(1 — X(2)).
Similar proceeding in the usual manner with (3)-(5), we have

PAD) | latz) + ()@ (x2) = 0 (10)
and
‘l [o ] J
/ X)dx 4+~ / P(x;2)p(x)dx + iX(2)Ro — 3 05(0;2) — 7Ro, (11)
0 j=1
where x > 0.
Solving the partial differential Egs. (9) and (10), we obtain
P(x;z) = P(0;2)[1 — S(x)]e" @, (12)
and
Q(x:2) = Q(0:2)[1 = V(x)le *®, j=1,2,....J. (13)

Solving the differential Eq. (3) yields
Qo(x) = Qo(0)(1 - V(x)e ™, j=12,....] (14)
Now Eq. (14) is multiplied by w(x) on both sides for and integrating with x from 0 to oo, we then have

/O " 0,0 (x)@(X) dx = 2,0(0)20, (15)

where oy = V*(4). Inserting (15) in (7), we can recursively obtain
Q0(0)

Qio(0) = , j=1,2,...,J-1. (16)
' (poto))
Substituting (15) and (16) into (1) and after some algebraic manipulation, we have
/Ro
Q0(0) = (17)
p(1—(porY )
%o {1 + Wo)’ ? Plo]
From (16) and (17) we finally obtain
JRo .
Qi(0;2) = Q;0(0) = L j=12,...] (18)
= p(1=(pargy 1)
pOCo)] %o {1 + (pooy ! 10 Do) }
Integrating (14) with respect to x from 0 to co we have
Qo = Qjﬁo(O)/O [1-V(x)e*dx= szvo(O)(l — 0p). (19)
From (18) and (19), it finally yields
Ro(l — O{o) .
Qjoz : - ) ]:1727"'7.]' (20)
' oY p(1-(p2p) 1)
(P00} a0 [] + (mﬂ*l(f—mw]

Noting that Q;, represents the steady-state probability that there are no customers in the system when the server is on
the j™ vacation. Let us define Q, the probability that no customers appear in the system when the server is on vacation. Then
we have
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/ Ro(1 — o) 1— (poo)

Q=) Qo= X — R (21)
- pO-em) ) | (pao) T (1 — potg)
= %o {1 +<ﬁao>’*‘<1—m>}
Inserting (12), (13) and (18) into (11) we get on simplification
JRo(1— (poo) )V*(a(2)) P(0;2)S" L
P(0:2) = ——— ( . ) - (O:251@2) , ix(2)Ro — 37 010(0) — iRo. (22)
% (P} (1= pto) +p(1 - (o) V)] z =
Solving P(0;z) from (22) and using (18) yields
(1-(%) ) (V" (a(2)-1) _
P(0:7) — AROZ((%)[(MV T(1—pog)+p(1— (%) V)] 1+X() -
(0:2) = S @) (23)
It follows from (12) and (23) that
, (1-(p20) ) (V* (a@))-1) B
Pix:7) — #Roz (ao[mzov*<1—mo>+p<1—<mo>’*‘>] 1+X(2) 1 — S(x)]e-a@x 24
(xi2) = Z-S (1 -X2)) x [1 = S(x))e™, (24)
which leads to
(1-(p%) ) (v*(a@2)-1) _
P(z) — * P(x: 2)dx — ROZ(zxn[(iwco}’”<1—ﬁao>+p<1—<ima>”1>] 14X S(a(z)) -1 25
@~ [ Pouzax= e B (25)
Using (13) and (18) and the well-known result of renewal theory
/ e (1 - V(x)dx = L =%
Jo A
we have
%) Ro(V(d@) - 1) j=1.23,.. (26)

SN _ p(1-(%) ) |’
(o) oo X (2) = 1|1+ GRS
The unknown constant R, can be determined by using the normalization condition (8), which is equivalent to

Ro + P(1) + 3J_,Q;(1) = 1. Thus we obtain

_ 1-p
Ro = JEVI(1-(poo)) ’ (27)

% [(ero) ™ (1=pag)+p (1- (o) )]

where p = JEX]E[S].

Note that Eq. (27) represents the steady state probability that the server is idle but available in the system. Also from Eq.
(27), we have p < 1 which is the necessary and sufficient condition under which steady state solution exists.

Let @(z) =Ry + P(2) + Zf,le(z) be the probability generating function of the system size distribution at stationary point
of time, we then have

(1= pS a@)e=1) (1= )V @@) 1) +20XE@) - 1[(2) (1 - p2o) +p(1 - (pa) )
2-5(a@) (ZEWVI1 = (paroY) + o0 | (P2to) " (1 = poto) + (1 = (poo) )] )X (@) 1]

?(2) = (28)

Remark 1. Special one of our model is the ordinary M¥/ G/1 queueing system with at most J vacations. That is, if we let
p = 0 in our model, then Ry can be reduced to

1-p
JEV] 1-9 ’
gt

*o0

which agrees with Ke and Chu [15].

Remark 2. Letting p = 0 and J = 1, our model can be simplified to the ordinary M/G/1 queueing system with single vacation.
@(z) can be rewritten as
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((1 —-p) - 2)5*(0(2))> (1 —V'(a(2) + %(1 fX(Z))>
§'(a(2) -z [1-X@IEV] + o] )’

which confirms the result in Section 6 of Choudhury’s system [18]. It should be noted that if we let p = 1, our model can be
also reduced to the ordinary M/G/1 queueing system with single vacation. That is, when p = 1, the results are in accordance
with those of letting p =0 and J = 1.

Remark 3. Letting p = 0 and J = oo, our model becomes the ordinary M/G/1 queueing system with miltiple vacations. ®(z)
can be rewritten as

((1 -p)( - 2)5*(0(2))> < 1-V'(a@2) >
S @) -z JEVI[1 —X(2)]

and the result in in accordance with Takagi [3].

3.2. The expected number of customers in the system and the expected waiting time
In (28), we evaluate £ ®(z)|,_; by using L'hopital rule which leads to the expected number of customers, L;, in the system
given by
JEIX(X — 1)]E[S] + (ZEX])*E[S’] ZEX)(1 = (Pao) ) E[V?]
20-p) 2(2E V(1 - (pro)) + a0 (o} " (1 = P2%0) + (1 = (P20} )] )

Noting that, the first and second terms in (29) represent the expected number of customers in the system for the ordinary
MM /G/1 queueing system.
By using Little’s formula, we obtain the expected waiting time in the queue, W,, given by

_ EX(X = DJEIS] + (EX)EIS’ 71— (o) )EIV?) |
2EXI(1 = p) 2(ZE[VI(1 - (poto)’) + ot [ (Pto) " (1 = Pto) + p(1 = (Pt} )] )

The expected waiting time in the system W can be obtained by W, = W, + E[S].

Li=p+

(29)

Wy (30)

Remark 4. Suppose that we have p = 0 and J = 1, then if we put Pr[X = 1] = 1, our model can be reduced to the ordinary M/
G/1 queueing system with single vacation. It follows from (30) that the expected waiting time in the system is given by

_ JEVY JE[S?)
ST 2GEV] + %) 21— p)’

which is in accordance with Takagi’s system [3, Section 2.2, p.126].

Remark 5. Letting p = 0, our model can be recovered to the M™/G/1 queueing system with at most J vacations. Using (30)
we have the expected waiting time in the system as:

(1 o) 2E[V?) | ZEXES"] | EX(X — 1S
2((1 — ) ZEV] + (1 —ag)od)  2(1—p) ~ 2EX](1-p) ~

N

which is in accordance with Ke and Chu [15].

3.3. Queue size distribution at a departure epoch

In this section, we derived the probability generating function of queue size distribution for the M /G/1/VAC(J) queueing
system. Following the arguments by Wolff [19], we state that a departing customer will see I customers in the queue just
after a departure if and only if there are (I + 1) customers in the queue just before the departure. Thus we can write the
following:

@ =G /m,u(x)Pm(x)dx, 1=0,1,... (31)
0

where @ = Pr{A departing customer will seel customers in the system}, and C, is the normalizing constant.
Let &*(z) be the probability generating function of {®;,1=0,1,2,...}. Using (12) yields

p (-(p))(V* (a(2))-1) _
Co x /Ro (ao[(ﬁaowl(171310)+P(17(130<u)]71)} 1 +X(Z))S (a@)

*@ = 25 a@)

(32)
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Using the normalization condition &*(1) = 1, it gives

G = T , 33)
AEVI(1-(p2%))
ARoEIX] <1 + an[@aw’”<1—ﬁao>+p(zl—@ao>’">]>

which leads to the probability generating function of the departure point queue size distribution as

_ (- (pagY)(V*(a(z))-1) _ *
(1 p)<ao[(m)’*l<10—m>+p<1—<mﬂ] 1+X(z))5(a(z))

P'(2) = . ~ (34)
AEVI(1-(pg)) g
EX) (1 + 0(0[(ﬁxo)”l(lfﬁlxo)wlzl*(ﬁ%o)”l)])(Z 5'(a@2)))
From (34), one see that ¢*(z) can be decomposed into two independent terms:
1-X(2)
+(z) —
D7 (2) = EX(1—2) x D(2). (35)

It should be noted that the departure point queue size distribution given by Eq. (35) can be decomposed into two inde-
pendent random variables: one (the first term) is the number of customers placed before a tagged customer in a batch in
which the tagged customer arrives and the other (the second term) is the stationary system size of the M™ /G/1/VAC())
queueing system.

Remark 6. Substituting p = 0 and J = 1 into (35), our system can be reduced to the ordinary M™ /G /1 single vacation policy
queue. &*(z) can be rewritten as

(1 — V(@) + a0 (1 - X(Z))) ((1 - p)(1-2)5(a(z)
EX](AE[V] + 00)(1 — 2) S'(a(z)) -z

) — @)@ (z:M¥/G/1),

where f(z) = W and ¢*(z;M¥ /G/1) = W is the p.g.f. of the stationary queue size distribution of an

ordinary M™ /G/1 queue, which is accordance with the stochastic decomposition property demonstrated in Choudhury’s sys-
tem [18].

3.4. System size distribution at busy period initiation epoch

First, we define ¢, (n =1,2,...) as the steady-state probability that an arbitrary (tagged) customer finds n customers in
the system at the busy initiation epoch (or completion epoch of the idle period). This implies that ¢; ({=0,1,2,...) are the
initiation epochs of the busy period and Q(t;) is the number of customers in the system at the time instant t,, then we
have

¢, = lim_ Pr(N(t) =n), n=1,2,....

Conditioning on the number of customers which arrive during the first vacation, from the concept of Poisson Arrivals See
Time Average (PASTA) [19], we have the following steady-state equation

n
b= (1+0%+ P8+ + 9" ) Yol + (p(cto + PR + ...+ P20 ) + P 1) 1,
k=1
_ n J-2
=37 (poo)™ S o+ (p > prat + p’%) T (36)
k=1 m=0

where ¥ = Pr(Xy +Xa + - - + X = n) is the k-fold convolution of y,, and y\ is defined to be 1, and o = Pr (k batches ar-
rive during a vacation time).

Now multiplying (36) by appropriate powers of z and then taking summation over all possible values of n, we get the p.g.f.
of [¢,] given by

TN plog — p-1o
0@ =22 (' (a(2) - ) + (WW‘%)X(A 37)

which leads to

rg) — (1= (P2} EXIEW] <p<<xo D)y ) EX) 38)

1 — poo 1 — pdlo
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Noting that (37) represents the p.g.f. of the number of customers in the system at the completion epoch of the idle period
and this is equivalent to the p.g.f. of the system size distribution at busy period initiation epoch.

Remark 7. Substituting p = 0 and J = 1 into (37), our system can be reduced to the ordinary M™ /G /1 single vacation policy
queue and it gives
$(2) =V'(a(z)) + % (X(z) = 1),

which is in accordance with Choudhury’s system [18].

Remark 8. As p = 0, our system can be simplified to the ordinary M /G/1 vacation policy queue and with at most J vaca-
tions. Eq. (37) can be rewritten as

1-0)

‘1*0(0

$(2) = O(V'(a(2)) - %) + 00X (2),

which is in accordance with Ke and Chu [15].

3.5. System size distribution due to idle period

Let us define &, (n=0,1,2...) as the probability that a batch of n customers arrived before a tagged customer during the
forward recurrence time (residual life) of the idle period where the tagged customer arrived. The batch of arriving customers
associated with the tagged customer is randomly chosen from the arriving batch that occurs at the completion epoch of the
idle period (busy period initiation epoch). Following arguments of Burke [20] and applying renewal theory, we obtain the
p.g.f of the number of customers that arrive during the residual life of the idle period given by

(1-¢@)
T —2)Eg) (39)

From (37), &(z) can be expressed as

<2 =

1 pao — (1 - (o)) (V' (a(2)) — o) — (1 —m)[ o D) | i oc’}

(2) = (40)

_ _ o)
(1 - ol EIV) + (1 - po) 5201 g ) 1 -2
Noting that Eq. (40) is the p.g.f. of the number of customers that arrive during a time interval from the beginning of the
idle period to a random point in the idle period. We may view it as the system size distribution due to the idle period includ-
ing vacation times.

3.6. Busy period and idle period distribution

Let B*(0) and I' () represent the LST of the busy period and idle period for the M¥ /G/1/VAC(J) queueing system. Utilizing
the arguments by Takagi [3, Section 2.2] and system definition, B*(6) and I"(6) can be expressed as

_ (penY
B(0) = L2 (v (1 - X(B0) — ) + (#H}’ ') ) ) B(0) (@)
and
FO =B O v (p(v*(gﬁl_)p\ff(o(fl()eﬂ PV 0+ >’> () @

where B;(6) = S*(0 + 2 — /X(B;(0))) is the LST of the busy period initiated by a single customer in the ordinary M®/G/1
queueing model.
Now, we further define the following:

E[B] = the expected length of busy period,
E[l] = the expected length of idle period,
E[C] = the expected length of busy cycle.

Employing (41) and (42), we obtain

(1= (p2))IEIV]  ploo —P o) EIX]E[S]
E[B]< 1_%% + ‘l’_pu0°+p’%><l_p>, (43)
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e poo)” p poto))(p 1 (po)
Eln= 1 p)? {—](poco)f "xo(1 — potg) + [1 — (poco)f](pxao)}(l — o) + Tﬁfxz)( V] — xa%)
1 o ) ) ) .
+m (P[Xoto(l — Py D1 — poto) + p(oto — p’"oc{,)(pxoc@) +Iﬂ’1j% xarg
1 p(oco —f)’%%) N
*z{—7—5a7—+ﬂ1% : "
and

E[C] = E[B] + EI. "

Remark 9. In Eq. (42), if we let p = 0 and J] — oo, can be reduced to
V(o) -V(0+27)
1-V(0+2) ~
which is in accordance with Takagi [3].

Remark 10. In Eq. (42), if we let p = 0 and J = 1, can be simplified to

OV (0 + 2)
0+

which is in accordance with Takagi [3].

V(o) -

4. Optimal randomized control policy

In this section, we develop the long-run expected cost function per unit time for the M /G/1/VAC(J) queueing system, in
which p and ] are the decision variables. Our objective is to determine the suitable values of the control variables p and J, say
p* and J, so as to minimize the cost function. Let us define the following cost elements:

Cy = holding cost per unit time per customer present in the system;
Cs = set-up cost per busy cycle.

By using the renewal reward theory, we know that the long-run expected cost per unit time is given by
Ar(1 — (p2o)) +As(1 — P%o)

— A+ ,
" BT () + a0 (p(1 — (b0 )+ (p0) By

F(p.]) ChL + =~

E[ C} (46)

where

Al = Ch X L]\/][X]/G/p

Cp/2EIX]E[V?]
Ay =T
A3 = C(1 - p),
By = 2E[V], and
By = (1 — pag)

with Ly« %61 = p+w

For analysis, | may be treated as a continuous variable greater than zero. Noting that that if J* is not an integer, the best
positive integer value of J is one of the integers surrounding J*. Differentiating F(p,J) (in Eq. (46)) with respect to p and J,
respectively, it gives

OF(.]) _ D,

= (47)
P Bi(1 - (pto)) + o0 (p(1 — (Pt} ") + (P} By )
and
FPJ)_ D, : 48
o =(In(pao))( POCO)] X By (1 (1_7060)]) % (p(l _ (1_90(0)]_]) : (1_70(0)]_]32) ’ (48)
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where
Dy = (AsoJp" + Aso) (B1(1 = (poY) + 10 (p(1 — (Pt ") + (P20 (1 ~ P00)) )
~ (A1 = (o)) + As(1 = po) ) x (~Brotfp ™" + (1 = (Poto) ™) + P = 1)ty 'P2)
o0 (=o ! = 1P 2(1 = po) + (po) en))

and

Dy — 3Byt (WO)“ +M> + Agttop ((1 — (o)) M) — As(1 - o) (Br — By) — (By — 1)p).
Do DP%
(49)

For any given J, we know that:

la. If D; > 0inp € (0,1), by using (47) yields %’;D > 0 which means F(p,J) is an increasing function of p in p € (0, 1),
2a. If D; < 0in p € (0,1), by using (47) yields "FW) < 0 which implies F(p,J) is a decreasing function of p in p € (0,1).

3a. Noting that £ fjf 0 iff D; = 0 (in this case, p is arbitrary value between 0 and 1). This case is a rare event (see the
structure of D). That is, the occurrence of D; is very small.

For any given p, we also know that:

1b. If D, > 0, by using (48) yields *#£ > 0 which means F(p,]) is an increasing function of J,
2b. If D, < 0, by using (48) yields dpds’” < 0 which implies F(p,]) is a decreasing function of J.
3b. Noting that 2 5” 0 iff D, = 0 (in this case, J* is arbitrary positive integer or ] = co). Noting that the occurrence of the

case D, = 0 is very small.
In order to find the joint optimal values of p and J, say p* and J*, we should solve the following equations:

oF(p.]) OF(p.)) _
o =0 and o =0. 0

The solutions (p,]) = (p*,J") attain a local minimum if it satisfies the following:

°F

ag;] )~ o, (51)
*F(p.J)

70 (52)

and the determinant of the Hessian matrix is positive definite, that is,

2 2 2 2
det(t) =B T ) (a oo )> >0, (53)

Noting that (50) is just necessary conditions for F(p,J) to attain it's minimum. Although we cannot analytically prove that
F(p,]) is a convex function of (p,]) indeed, one heuristic approach is provided to search the joint optimum values of p and J.
By the inferences listed above we know that for a given p, the optimal values J* of J is J* = 1, arbitrary positive integer or
J* = oo (say M, where M is a sufficiently large number in practice). A heuristic decision is summarized in the following that
makes it possible to determine the joint suitable values (p*,]*) as follows:

The criterion to search the joint suitable values p* and J*:
Case 1 If D; >0 and
i. D, >0 then (p*,J") = (0,1)
ii. D, <0 then (p*,J") = (0,0)
iii. D, =0 then (p*,J") = (0, any positive integer)

Case 2 If D; < 0 and
i. D, >0 then (p*,J") =(1,1)
ii. D, <0 then (p*.J") = (1,00)
iii. D, =0 then (p*,J") = (1, any positive integer)
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Case 3 If D, =0 and
i. D, > 0 then (p*,J") =(any value between 0 and 1, 1)
ii. D, <O then (p*,J*) =(any value between 0 and 1, o)
iii. D, = 0 then (p*,J")=(any value between 0 and 1, any positive integer)

Remark 11. It should be noted that it is a rare event for the case D; =0 or D, = 0.

5. Numerical Illustration

The first purpose of this section is to study the effects of some parameters on the expected number of customers in the
system (L;) and the expected waiting time of customers in the system (W).
For convenience, we first let

p=0.5;

A=04;

X = geometric distribution with parameter 0.5 (i.e., Geo(0.5));
. S = 4-stage Erlang distribution with a mean E[S] = 0.5.

W=

Our first set of numerical example performs the above specific parameters by varying J from 1 to 100 and various vacation
time distributions with E[V] = 1. The vacation times are considered to be exponential (M), 2-stage Erlang (E,) and hyper-
exponential (H,), respectively. The effects of different values of J and three vacation distributions on L; are shown in
Fig. 1. Fig. 1 reports that L first increases as J increases and then becomes stably as | becomes large. One also observes that
the three vacation distributions by their relative magnitudes on L; produce H, > M > E,.

A second set of numerical example performs the above specific parameters by varying p from 0.0 to 1.0 and choosing
J = 10. The setting of vacation parameters are the same as preceding one. From Fig. 2, one sees that L; decreases as p in-
creases. Also, we observe that the three vacation distributions by their relative magnitudes on L produce H, > M > E,.

The third set of numerical example is to investigate the cases that the effect of different values of p and different vacation
time distributions on L; and W. Three vacation time distributions with E[V] = 2 are considered at J = 10. Table 1 clearly
shows that L; and W, decrease as p increases for various vacation time distributions. It also reveals that when p changes from
0.0 to 1.0, the three vacation time distributions by their relative magnitudes on L; and Wy produce H, > M > E,.

For the fourth set of numerical example, we deal with the cases that the effect of various service time distributions and
different service rates on L; and W;. The service time distributions are consider to be exponential, 2-stage Erlang and hyper-
exponential with vacation rate is 0.5, respectively, at ] = 10. The effect of the service time distributions and different service
rates on Ly and W; are listed in Table 2. From Table 2, the comparison of L; for the three service time distributions M, E, and
H,, showed the results when service rate changes from 1 to 10 and we observe that the three service distributions by their
relative magnitudes on L; and W produce H, > M > E,.

For the last set of numerical example, we study the effect of the vacation time distributions and different vacation rates on
Ls and Ws, which are summarized in Table 3. The comparison of Ls and W; for the three vacation time distributions M, E; and

2.6 T T T T T T T T T

24t H, -

22 B

Ls

181 B

16 f -

141

0 10 20 30 40 50 60 70 80 90 100

Fig. 1. The expected system sizes L, for different values of ] and three vacation distributions (exponential (M), 2-stage Erlang (E,) and hyper-exponential

(H2)).
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2.8 T T T T T T T T T

26} E

24} 2 ,

Fig. 2. The expected system sizes Ltextsubscripts for different values of p and three vacation distributions (exponential (M), 2-stage Erlang (E,) and hyper-
exponential (Hs)).

Table 1
The expected system sizes L; and expected waiting time W for different p and different vacation distributions (1 = 0.4, X = Geo(0.5), ] = 10, S = E; with
E[S] = 0.5).

p V=M V=E V=H,
0.0 Lg 2.83 1.83 443
W 3.54 2.29 5.54
0.1 L 2.73 1.80 433
W 341 2.25 5.41
0.2 i 2.64 1.77 424
W 3.30 2.21 5.30
0.3 L 2.56 1.74 415
W 3.20 2.18 5.19
0.4 L 2.49 1.71 4.07
Wi 3.11 2.14 5.09
0.5 I's 242 1.69 3.99
Wi 3.03 2.11 4.99
0.6 L 2.36 1.67 3.92
Wi 2.95 2.09 4.90
0.7 L 2.31 1.65 3.85
Wi 2.89 2.06 4.81
0.8 L 2.26 1.63 3.78
Wi 2.83 2.04 473
0.9 L 2.22 1.61 3.72
Wi 2.78 2.01 4.65
1.0 L 2.18 1.60 3.66
Wi 2.73 2.00 4.58

H,, showed the results when vacation rate changes from 1.0 to 10.0 and we observe that the three service distributions by
their relative magnitudes on Ly and W, produce H, > M > E,.

The above numerical investigations indicate that (i) the vacation times have a significant effect on the expected number of
customers (or waiting time of customers) than J or p; and (ii) when all parameters are given, the impacts of the service (or
vacation) distributions on system characteristics are not significantly for larger service (vacation) rate.

The second purpose of this section is to perform two extensive examples to illustrate the joint optimum randomized
behavior as discussed in Section 4.

We first consider the case of D; > 0 and D, < 0 with the setting system’s parameters as follows:

1. p=0.5;
2. Batch size distribution of the arrival is geometric with mean E[X] = 2;
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Table 2
The expected system sizes L; and expected waiting time W for different service distributions (p = 0.5, 7 = 0.4, X = Geo(0.5), ] = 10, V = M with E[V] = 1).
ﬁ S=M S=E S=H,
1.0 Ls 8.42 7.62 22.02
Wi 10.53 9.53 27.53
2.0 L 1.76 1.69 3.22
Wi 2.20 2.11 4.03
3.0 Ls 1.15 1.13 1.80
Wi 1.44 141 2.25
4.0 L5 0.92 0.91 1.32
Wi 1.15 1.14 1.65
5.0 L 0.80 0.80 1.09
Wi 1.00 1.00 1.36
6.0 L 0.73 0.73 0.95
Wi 0.91 0.91 1.19
7.0 L 0.68 0.68 0.85
Wi 0.85 0.85 1.06
8.0 L 0.64 0.64 0.79
W 0.80 0.80 0.99
9.0 L 0.62 0.62 0.74
Wi 0.78 0.78 0.93
10.0 L 0.60 0.59 0.70
Wi 0.75 0.74 0.88
Table 3
The expected system sizes L; and expected waiting time W, for different vacation distributions (p = 0.5, 1 = 0.4, X = Geo(0.5), ] = 10, S = E, with E[S] = 0.5).
ﬁ V=M V=E V=H,
1.0 Ls 1.66 1.39 242
Wy 2.08 1.74 3.03
2.0 Ls 1.36 1.28 1.66
Wy 1.70 1.60 2.08
3.0 Ls 1.30 1.26 1.45
Wy 1.63 1.58 1.81
4.0 Ls 1.27 1.25 1.36
Wy 1.59 1.56 1.70
5.0 L 1.26 1.24 1.32
Wy 1.58 1.55 1.65
6.0 Ls 1.25 1.24 1.30
Wy 1.56 1.55 1.63
7.0 Ls 1.25 1.24 1.28
Wy 1.56 1.55 1.60
8.0 Ls 1.24 1.24 1.27
Wy 1.55 1.55 1.59
9.0 Ls 1.24 1.24 1.26
Wy 1.55 1.55 1.58
10.0 Ls 1.24 1.24 1.26
Wy 1.55 1.55 1.58
3. 2=0.6;
4. V = exponential distribution with a mean E[V] = 1;
5. S = 2-stage Erlang distribution with a mean E[S] = 0.5;
6. the holding cost C, = 10;
7. the set-up cost C; = 1000.

The expected cost F(p,]) for this case is shown in Fig. 3. Noting that the minimum cost per unit time of $188.6047 is
achieved at p* =0 and J* is 6. The results also make it obvious that (i) the expected cost increases as p increases; and (ii)
J decreases as p increases.
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Fig. 4. The expected cost for different values p and J (D, > 0 and D, > 0).

The second example is the case of D; > 0 and D, > 0 with the following system’s parameters:

p=0.5;
Batch size distribution of the arrival is geometric with mean E[X] = 3;
A=0.6;

V = exponential distribution with a mean E[V] = 0.5;
S = 2-stage Erlang distribution with a mean E[S] = 0.5;
the holding cost C, = 10;

the set-up cost C; = 1000.

NoUuhrWwN =

It is seen from Fig. 4, for the D; > 0 and D, > 0 case, that a minimum cost value per unit time of $314.8901 is achieved at
pr=0and]J =1.

The numerical results agree with the conclusion in preceding section (i.e., the joint optimal values is (0, 1)-single vacation,
(0, M)-multiple vacation, (1,1)-single vacation, or (1, M)-single vacation, where M is a sufficiently large number for practice
use). These special policies can be also referred to Remarks 2 and 3 This implies the optimal vacation policy is exactly as
single vacation or multiple vacation policy.
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6. Conclusions

This paper we address an M™/G/1/VAC(]) queueing system, in which the server applies a randomized vacation policy
with at most J vacations in his idle period. Some important system characteristics are derived. A cost model is developed
to determine the optimum vacation policy. By using the analytic properties of the cost function, we develop an efficient deci-
sion criterion for searching the joint suitable value of (p,J). Some numerical examples are performed to investigate the ef-
fects of some parameters on the expected number of customers in the system and the expected waiting time of customers in
the system. We also perform two extensive numerical examples to illustrate the optimization approach. This research pre-
sents an extension of the vacation model theory and the analysis of the model will provide a useful performance evaluation
tool for more general situations arising in practical applications.
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