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Pitching Semantic Unit Based Baseball Video Structure

Analysis and Summarization

student : Yung-Ching Shih Advisors : Dr.Yuang-cheh Hsueh

Institute of Computer and Information Science

National Chiao Tung University

ABSTRACT

In this thesis, we propose a simple framework only using a few cinematic features,
such as color features and motion features.to: analyze the MPEG-2 baseball video
efficiently. Our objective is 10 detect-mest-of the highlight events, and supply multi-level
summaries. We first detect the:pitehing shots, and divide the baseball video into a
sequence of segments starting with a pitching shot (Pitching Semantic Units, PSU). Then
we use the property of different uniform colors between home team and visit team to find
out the change events (an exchange of offensive and defensive). Moreover, we analyze
the PSU information to take events that are longer, more active, and more relevant to
in-filed content as the highlight events. Finally, we compute a score for each highlight
event to implement the multi-level summarization framework. After the analysis process,
we can provide the indices and the multi-level summaries of the baseball video to help
user to comprehend the video content quickly and extend the applications of the video.

Experimental results indicate that the proposed method is simple and effective.
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Chapter 1

Introduction

1.1 Motivation

With the constantly growth in the amount of digital videos, more and more video data are
available for users, and the demand of effective management for multimedia data is more and
more significant. Some research areas such as video content analysis, the feature extraction,
and the semantic level information understanding promote the effective management and
specific applications for videos. MPEG-7 [1] has a goal to create a standard containing a
comprehensive set of tools for describing the multimedia content data. It, however, does not
standardize approaches for multimedia content deseription.

The sports video is one of the most popular videos, and appears to a large audience. The
value of the sports video and the'audience’s interest, however, drop significantly after a period
of time [2]. In many cases, users ‘prefer to watch a sports video with a compact content
(summary) containing most of the interesting segments of the original sports video. Sports
video summaries are metadata of the original data and help users to efficiently comprehend
the original content. Sports video summaries also increase the usage of the sports video such
as delivering sports video over the narrow band networks, and the application in mobile
devices with small storage.

There are a number of researches about the sports video analysis. Superimposed caption
texts are used to recognize some high level semantic information, such as score, ball count,
and inning in the baseball video [5] [6]. Some researches about the specified baseball video
contents classification and detection are proposed [7]-[11]. These approaches [7]-[11] use the
statistical based learning methods to train the specific models for the predefined video
contents, and then they use the models to classify and detect the video content. These
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approaches, however, need to extract a large number of multimedia features for each frame
and shot, and compute the statistic results for models building, content classification and
detection. These processes involve computationally extensive operations.

In this thesis, we provide a simple framework for baseball video structure analysis and
summarization. We only use a few cinematic features, such as color ratios and motion
characteristics to analyze the baseball video content efficiently. After the analysis, we choose
highlight events and create the multi-level summaries of the baseball video. In our method,
we do not focus on classifying video content into detailed categories, instead we concentrate
on detecting most of the important events in which audiences are interested and creating the

summaries that greatly condense the baseball video.

1.2 Sports Video Analysis Methods

Sports videos are different from' other videos.such as news and dramas in the temporal
structure and domain characteristics. ln-a-sports.video, a fixed number of cameras are set in
specified positions of the field to"take the particular views. The particular views occur
periodically in the sports videos. Therefore, sports videos have regular temporal structures in
content and many characteristics corresponding to games and fields.

Change et al. [3] [4] proposed a method to analyze the temporal structure of the sports
video by detecting the specific recurrent events. They [4] defined three related but distinct
terms: views, fundamental semantic units (FSUs), and events to present the content structure
in sports video. A view is the specific angle and the direction of a camera in a specific location
of field. A shot is a continuous sequence of frames which is captured from a single camera
during a time period [16]. Hence, there may be several views in a single shot. A FSU is
defined as a recurrent video content unit. FSUs can be divided into multiple levels
corresponding to important semantic activities. A FSU may consist of many views, and a
video can be divided into a sequence of FSUs. Events are defined as the action occurrence in

2



the video, such as hit, serve, and score. A FSU contains a number of events.

Fig. 1.1 [4] gives an example of multi-level FSU structures of a tennis program.

Entire Tenms Video

et

Game 411 1/ ......

Closenp, Crowd ...

m ------ 44— Elementary Shots

Fig. 1.1 Multi-level FSU structures of a tennis program

A. Ekin et al. [2] proposed an automatic and computationally efficient framework for
soccer video analysis and summarization,using cinematic and object-based features. They first
detect a single dominant color (a tone of green) of the soccer field. The shot boundaries are
determined with the differences .of'.grass—color. ratios of adjacent frames. The shot
classification is accomplished with the frame ‘grass color ratios and certain criteria. They also
use measurement of frame difference to detect slow-motion replay. After the cinematic feature
analysis, they define a cinematic template to detect the goal events. Furthermore, they detect
the object-based features, such as the occurrence of the referees, and the penalty box with the
distinguishable colored uniforms of the referees and the parallel lines in the field. Finally, they
can provide the summaries of the soccer videos.

As mentioned above, we understand that sports videos have the regular temporal
structures, and we can use cinematic features to detect the specific video segments. In our
method, we will utilize the specific temporal structures and cinematic features to analyze the
baseball video and to detect the highlight events. In a baseball video, most events start with a

pitching shot. Thus, we firstly detect the pitching shots. In the pitching shot detection process,



we take the domain characteristics such as the field color ratio, the field color layout, the
object layout, and the motion characteristics as the pitching shot characteristics, and the color
features and the motion features from the video are extracted to match the pitching shot
characteristics for the pitching shot detecting.

After detecting the pitching shots, we divide the baseball video into a sequence of
segments starting with a pitching shot. We call these segments as pitching semantic units
(PSUs). The set of all PSUs in the baseball video contains almost total events in the baseball
video. The important event is always the actively in-field content, and lengthens the interval
between the current pitching shot and the next pitching shot. Thus, we consider that more
important events are more active and relevant to in-field events in longer PSUs. We detect
highlight events from PSUs according to the lengths, motion features, and color features in
them. In addition, we compute a score for each highlight event and provide a multi-level

summarization framework. In chapter 3, we will discuss our method in detail.

1.3 Organization of This Thesis

The remainder of this thesis is organized as follows. In chap 2, we will state the
background knowledge, including the color spaces, MPEG-2 standard, shot change detection
methods, and MPEG-7 multimedia description schemes. In chap 3, we will discuss our
proposed baseball video analysis and summarization procedure, including the field dominant
color detection, shot classification, pitching shot detection, PSU segmentation, change event
detection, highlight event detection, and multi-level summarization. In chap 4, we will
describe the implementation of our experiments in detail, and present the experimental results.

In chap 5, we will state conclusions and future works.



Chapter 2

Background Knowledge

In this chapter we will introduce the background knowledge of our research. In section
2.1, we will describe the color models. In section 2.2, the MPEG-2 bitstream structure is
stated. In section 2.3, the shot change detection methods are described. In section 2.4, we will

introduce the MPEG-7 multimedia description schemes.

2.1 Color models

Color is a powerful descriptor that facilitates object identification and extraction. The
purpose of a color model is to facilitate the specification of colors in some standard [12]. Most
of the color models in use now-are apply to hardware or some special applications. In this

section, we will introduce the RGB, YChCr, and:-HSI color models.

RGB Color Model:

The RGB color model could be represented in a three-dimensional coordinate system. A
color is associated with a three-dimensional vector of (R, G, B). The RGB color model is the
most commonly used hardware oriented model, but it is not nature for human visual

perception. The RGB color model is shown in Fig. 2.1.
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Fig. 2.1 The RGB Color Model

YCbCr Color Model:

The YCbCr color model separates the luminance Y and two chromaticity values Cb, Cr
from the color. Taking advantage «0f this_property;, the luminance and chromaticity can be
coded in different number of bits. It-is useful in image, compression and widely used in JPEG

and MPEG. The conversion of RGB to-YCbEr-is-given as Eq. 2.1 [13].

Y =0.299R+0.587G +0.114B
Cb =-0.169R -0.331G + 0.500B (2.1)
Cr =0.500R -0.419G -0.0813B

HSI Color Model:

The HSI color model is formed with Hue, Saturation, and Intensity. Hue is used to
describe a pure color. Saturation shows the degree of the dilution of pure color. Intensity is the
brightness of the color. This model decouples the luminance and chromaticity, and is nature
for human visual perception. Therefore, it has the advantages in some applications. In this
paper, the video color features that we extract are based on the HSI color model. The HSI

color model and the conversion functions from RGB are shown as follows.
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Fig. 2. 2 The HSI Color Model

2.2 Overview of MPEG-2 Standard

MPEG-2 [14], an ISO/IEC standard which is proposed by Moving Picture Experts Group
(MPEG) in order to support applications of future digital TV and the high quality video
compression. In our experiments, all of the test videos are MPEG-2 format. The standard

MPEG-2 video stream contains six layers: sequence, group of picture (GOP), picture, slice,
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macroblock (MB), and block. Fig. 2.3 [17] illustrates the MPEG video stream structure.

Sedquence FOP1 | GOP2 | GOP3

Lavyer  ‘
T &

Group of I Frarae B Frame B Frame F Frame

Pictures layer
v

Picture Layer

=lice

Slice Laver MB

Macroblock | F i Cr b
Layer -
no| 5
\
Block Laver a9
8

Fig. 2.3 The MPEG-2 video stream structure

Sequence:

The sequence layer is the highest syntactic structure of the coded bitstream. It holds
some parameters that are used in the decode process.
Group of pictures (GOP):

The GOP provides the random access point. It consists of several frames, including three



types of frames (pictures), | frame (Intra-coded frame), P frame (Predictive-coded frame), and

(Bidirectionally predictive-coded frame). Fig. 2. 4 shows the structure of the GOP.

Forward Motion compensation

1 NINANR
| J| J IR

Bidirectional Motion Compensation

»
»
»
>

GOP

Fig. 2. 4 The. GOP'structure

Picture:

MPEG defines three types of pictures (frames), | frame (Intra-coded frame), P frame
(Predictive-coded frame), and B frame (Bidirectionally predictive-coded frame). They use
different coding methods. Each type of frames consists of three components, a luminance
component (Y), and two chrominance components (Cb, Cr). During the encoding and the
decoding process, | frames use only the information itself, and they are also used as reference
for P frames and B frames. P frames are coded using forward motion estimation and motion
compensation from the previous | frame or P frame, and they serve as reference for P frames
and B frames. B frames are coded using forward and backward motion compensation from
previous and future reference frames. They do not serve as reference.

Slice layer:
A slice avoids the bitstream error propagation influencing the whole frame. It is a series

of macroblocks. All the macroblocks of a slice shall be in the same horizontal row.
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Macroblock (MB) layer:

MB is the basic unit used for motion estimation and compensation. MB is a 16*16 size
region in the frame. It consists of a section of luminance component and the spatially
corresponding chrominance components. There are four types of MB in MPEG-2. IMB
(intra-coded MB) can be coded by itself. FMB (forward-prediction MB), BMB
(backward-prediction MB), and BIMB (bidirectionally-prediction MB) perform forward
reference, backward reference, and bidirectionally reference respectively. | frames contain
only IMBs. P frames contain IMBs and FMBs. B frames contain IMBs, FMBs, BMBs, and
BIMBs.

Block layer:

Ablock is a set of 8*8 pixels and is a basic unit used in DCT transform.

Inter-Coding:

Inter-coding is done through motion compensation process. During the encoding process
each MB of P and B frame is tested.to compare the costs of motion compensation and
intra-coding, and the one which is more economic will be chosen. During the motion
compensation process, the encoder finds the best matching region in the reference frame(s)
and calculates the prediction error and one or two motion vectors (MVs) for each MB of

current frame. Fig. 2.5 [15] illustrates the motion compensation examples.
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Fig. 2.5 (a) Motion compensation example for a FMB or a BMB(b) Motion compensation

example for a BIMB

Spatial domain compression:

During the Spatial domain compression process, blocks of the frame are inputted into
DCT transform, then the quantization, Zig-Zag scan transform, run length coding and entropy
coding are performed. The flow chat is shown in the Fig. 2.6. Blocks in IMB contain the

original information, and blocks in FMB, BMB, and BIMB contain the prediction errors of

motion compensation.
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2.3 Shot Change Detection Method

A shot is defined as a continuous sequence of frames which is captured from a single
camera during a time period [16]. It could.be represented as an event or a subject. The shot
change detection is the first step of video. processing. In some applications, such as video
retrieval and indexing, a shot is a basic unit of a video segment. A shot change is a transition
between two adjacent shots. There are two main types of shot changes: abrupt type and
gradual type. The abrupt type is that the transition from one shot to another is a single frame,
and the gradual type is that shot changes occur across multiple frames with some video

editing skills making the transition look smooth. Fig. 2.7 illustrates the two types of

transitions.
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Fig. 2.6 Flow chart of spatial domain process
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Fig. 2.7 Abrupt and gradual shot change chart

The shot change detection is to detect the shot change locations by comparing the
difference of adjacent frames. Some shot change detection methods are proposed such as the
pixel based method, the histogram based method, the feature based method, the DCT
coefficient based method, the DC+image_based method, and the MB based method. These
approaches can be roughly distinguished into.uncompressed domain and compressed domain
methods. The former is used for raw 'data;-and-the latter is used for compressed data such as
MPEG. In the following paragraphs, we will.briefly discuss these methods.

Uncompressed domain:

The pixel based method detects the shot change by the pair-wise pixel comparison of
frames. It is good for content variation but is too sensitive to noise and computation costly.
The histogram based method compares the histograms of adjacent frames. This method is
more robust to noise but lacks the pixel spatial information affecting the accuracy. The feature
based method extracts the edge features of the corresponding frames. It is good for obtaining
the shape characteristics but is computation costly and too sensitive to noise.

Compressed domain:

The DCT coefficient based method uses the | frame DCT coefficients to detect the shot

change positions. This method is computation efficient. However, it only utilizes | frames that

will result in missing the precise shot change positions. The DC image is a thumbnail
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consisting of DC values of the original MPEG frame. The DC image based method compares
the adjacent DC images to find the shot change locations. This method is efficient and robust
to noise. The MB based methods [20] use the MB information to find the shot change
positions out. This type of methods is simple and fast, but the MB information may differ with
different encoders.

Lee [17] proposed a compressed domain shot change detection method on the MPEG. He
firstly used the computationally efficient MB information to select the shot change candidate
frames. In the second phase, only the DC images of the selected candidate frames are
extracted to further detect the precise shot changes. Thus, the computation is efficient in his
method, and the two-phase detection process makes the more precise detection results. In this
thesis, our test baseball videos have been preprocessed with the shot change detection using

the program provided by Lee [17].

2.4 Overview of MPEG-7 Multimedia Description Schemes

MPEG-7 [1] is an ISO/IEC ‘standard _praposed by Moving Picture Experts Group
(MPEG), and has a formal name “Multimedia Content Description Interface”. MPEG-7 will
not replace other MPEG standards such as, MPEG-1, MPEG-2 and MPEG-4, since it is
intended to provide a comprehensive set of tools for describing the multimedia content instead
of the content itself. However, MPEG-7 does not standardize approaches for multimedia
content description. The objective of MPEG-7 is only to standardize the interfaces
(descriptors) between the client application and the search engine [22].

MPEG-7 defines Multimedia Description Schemes (MDS) that combine low-level, and
high-level features to describe the multimedia content. Fig.2.8 [1] illustrates an overview of
the organization of MPEG-7 MDS which consists of six components: Basic Elements,
Content Description, Content management, Content Organization, Navigation and Access,
and User Interaction.

14
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Fig. 2.8 The overview of the MPEG-7 Multimedia Description Scheme.

(1)Basic Elements:

These description schemes (DSs) provide specific data-type and mathematical structures,
and address specific needs for multimedia data descripiton such as time position, persons,
individuals, groups, organization, and textual annotation.

(2)Content Management:

These DSs describe the creation information, usage information and media description.
(3)Content Description:

The content description elements describle the structure (regions, video frames, audio
segments) and semantic (objects, events, abstract annotation) of the multimedia data. In the
structural aspect, multimedia data is described in the viewpoint of content structure. In the
conceptual aspect, the multimedia is described in the view point of real-world semantics and
conceptual notions.

(4) Navigation and Access:
These DSs provide the facilitating browsing and retrieval of multimedia content by

defining the summaries, decompositions, and variations of the multimedia content. There are
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two types of summaries DSs, hierarchical mode and sequential mode. Hierarchical mode
summaries have multiple levels. The levels close to root provide coarser summaries, and the
higher levels provide the more detail summaries. Sequential mode summaries provide a
sequences of video frames, possibly synchronized with audio, which may compose of a
slide-show or audio-visual skim [1].

(5)Content Organization:

The content organization DSs organize the collection of multimedia content segments,
and describe their common properties. They can group multimedia contents into clusters and
describe the relation of among clusters.

(6) User Interaction:

These DSs deal with user information, such as personal preferences and user histories.
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Chapter 3
The Proposed Method

In this chapter, we discuss our baseball video analysis and summarization scheme in
derail. In section 3.1, we describe the field dominant color detection method. In section 3.2,
we use motion features and color features to classify shots into some categories and detect the
pitching shots. In section 3.3, we retrieve the pitching semantic units (PSUs), then detect the
changes events and the highlight events, and provide the multi-level baseball video

summaries.

3.1 The Field Dominant Color. W%Method

There are two dominant colg |[1 a J: grass and sand colors. They are very

p--| s r—.""\-" e

useful when using in shot class@diat‘crb ion. However they differ from stadium

to stadium. Thus, the dominant c@y :r% es of ‘. baII fields are different. Fig. 3.1 shows

dg;,} i ¥
two different baseball fields and correspondlng HSI histograms. The charts in the left column
belong to (a), and the others belong to (b). It reveals that the dominant colors of these two

fields are notable different. Thus, we cannot set a specific value for the color of the field.

(b)

Fig. 3.1 Two different fields and their HSI dominant color histograms (continued)
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Fig. 3.1 Two different fields and their HSI dominant color histograms (continued)
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Fig. 3.1 Two different fields and their HSI dominant color histograms

In [3], Zhong et al. built a tennis court dominant color information database that contains

enough games so that the color information of a new game will be similar to one in the
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database. In [2], A. Ekin et al assume the existence of a single dominant color (a tone of grass)
that indicates the soccer field, and detect this dominant color range by analyzing the HSI color
histograms. In our method, we suppose that baseball fields contain two dominant colors, and
we use the histogram analysis method to detect the color ranges.

Fig. 3.2 displays the flow chart of the field dominant color detection process. First, two
predefined rough field dominant color ranges, RGS (a tone of grass with hue 60° ~180° and
saturation>0.06), and RSD (a tone of sand with hue 0" ~60° and saturation>0.06) are
used to choose appropriate frames for further analysis. The precise field dominant color
ranges are the subsets of the rough ranges. Fig. 3.3 shows two rough field dominant color
ranges. Second, we choose the appropriate frames containing enough field dominant color
ratios for further analysis later. The choosing rules specified in Eqg. 3.1-3.3 eliminating the
inappropriate frames, like close-up,.spectators, lounge and so on. Because the regions of grass

and sand are always presented in the ‘bottom- of the frame, Ratio,, is defined as the ratio of
RGS in the bottom half frame, and Ratiosg, IS the ratio of RSD in the bottom half frame.

Tros » Trep» @Nd Toos.rep  are corresponding thresholds in the rules.

Rough color ranges y

HSI histograms analysis

A 4

Frames choosing y

Precise color ranges

Fig. 3.2 Flow chart of field dominant color detection
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Eough Grass

color region

Eough Sand

color region

Greenf 120%) Vellowe( 60%)

Crans
I
(180" Red(0")
Blue( 240"
Fig. 3.3 Rough Dominant Color Ranges
Ratioggg > Tags (3.1
Ratiogg, > Teep (3.2)
Ratioggs + Ratiogsy < Thcs. st (3.3)

Finally, we analyze the histograms..of the choosing frames to get the precise field
dominant color ranges. We compute two sets of histograms from the choosing frames. One is
about the grass color, where the grass color information comes from the pixels in RGS. The
other is about the sand color, where the sand color information comes from the pixels in RSD.
Each set of histograms contains three components Hue, Saturation, and Intensity. Then we
IS

analyze each histogram according to Eq. 3.4-3.9 [2], where H refers to the histogram, i .,

the peak index of each histogram, [i.,, in.| is the determined range of the histogram, K is a

value between 0 and 1 used to adjust i, and i, . Fig. 3.4 illustrates the concept of the
histogram analysis. After analyzing six histogram ranges we obtain two precise dominant

color ranges, the grass color range (GS), and the sand color range (SD).
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L 2

Fig. 3.4 Histogram Analysis Chart

HIip, 12 K*H[i g, ] (3.4)
HIip, —1 < K*H[i ] (3.5)
HIi, ]2 K*H[i, ] (3.6)

HIi 0] < KEHTE, ] (3.7)
i ST eak (3.8)

I 2 1 e (3.9)

3.2 Shot Classification and Pitching Shot Detection
In this section, we first classify shots into some categories according to the motion
features and color features. The shot classification results will be used to detect the pitching

shots and highlight events in the following analysis processes.

3.2.1 Shot Classification
Motion energy:

Zhang et al. [21] proposed a concept of motion energy for video frames to display the
motion activities of frames. The video frames are divided into a number of blocks. The
motion energy of the nth frame is the summation of the displacements of the total blocks

from the (n—1)th frame to the nth frame. In a baseball video, each shot may contain
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different content variations and different number of frames. We compute motion energy of
each shot in a baseball video to estimate shot motion activities, and classify them into
categories according to their motion energy. We do not compute motion information from
consecutive frames with computationally expensive operations, instead, we directly use the
motion vectors (MVSs) information of P frames to efficiently approximate the motion energy.

In Eq. 3.10, we define the motion energy of a frame, ME(f), as the summation of total

motion vector lengths of the frame, where \/Mvvz(i,j)+MVh2(i,j) is the length of

(i, J)th motion vector MV (i, j) with vertical and horizontal components MV, (i, j) and
MV, (i, j) respectively. In Eqg. 3.11, the motion energy of a shot ME(Shot) is defined as the
mean value of total motion energy of P frames in this shot, where pf, isthe kth P frame in
the shot, and tf is the number of total P_frames in the shot. After obtaining the motion
energy, then we classify shots inta'specified categories. Eq.3.12 presents that a shot belongs to

S (small motion energy shot), M:(median motion energy shot), or L (large motion energy shot)

according to the magnitude of mation—energy, where T, and T ., are the
corresponding thresholds.
ME(f)zZZ\/MVVZ(i, HN+MV.2(G, j) (3.10)
i=1 j=1
tf
> ME(pf,)
ME(Shot) = HT (3.11)
ShoteS if ME(Shot) <T ,
ShoteM if T, <ME(Shot)<T . . (3.12)
ShoteL if T ., <ME(Shot)

Flow magnitude between frames:
In [18], V. Kobla et al. proposed a concept of flow of frames to display the motion

relation of adjacent frames in the video. They use the forward-predicted motion vectors and
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backward predicted motion vectors of B frames in a Sub-GOP structure to derive the flow

vectors of each frame in the Sub-GOP structure. Fig. 3.5 represents the flows between the
frames in a SGOP structure, where R;andR; are two reference frames, each of which may

be an | frame or a P frame. The flow of the kth frame flow, in the video can be thought as

the collection of its flow vectors. The flow magnitude of a frame is defined as the summation
of its total flow vector lengths. The flow direction relating to video play sequence is always in

backward, so we are more interested in flow magnitude.

Sub-G0P structure

Jlow How, Slow,

1 2 3 4

Fig: 3.5 Flow between Frames

Through the flow magnitude information, we can estimate the motion activities of the
corresponding successive frames. If flow magnitudes of frames are large, the content of
corresponding frames is active. On the contrary, if flow magnitudes of frames are small, the
content of corresponding frames is static. If a number of successive flow magnitudes are very
small in a shot, then we can suppose that the shot contains static states or still frames. Some
still frames caused by video editing usually appear with a replay. Fig. 3.6(a) presents a static
state (motionless content) in a shot, and Fig. 3.6 (c) is the corresponding flow magnitude chart.
Fig. 3.6 (b) shows a replay, and Fig. 3.6 (d) is the corresponding flow magnitude chart. In Fig.
3.6 (c), and (d), we can see that a number of successive flow magnitudes which are very small,

and we name this phenomenon SFMS (Successive Flow Magnitudes are Small).
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Fig. 3.6 (a) static state shot (b) replay shot (c) flow magnitudes of (a) (d) flow magnitudes
of (b)
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We classify the shots that contain SFMS phenomenon as R (containing static states or

replay characteristics) type shots. Eq.3.13 defines a rule to detect SFMS, where Mag( flow, )
is the flow magnitude of the kth frame, and fm _sis a small flow magnitude threshold and
n is a successive frames number threshold. In Eq.3.14, if a shot contains SFMS then it belongs

to R type.

cont(i, n)=1 if v Mag(flow,)< fm_s,(k=itoi+n-1)
) (3.13)
cont(i, n)=0 else
Union(cont(1, n), cont(2, n), ------ ,cont(l-n-1,n))=1
shote R if | mon(eont(L n). cont(z, n) ( D=1 314
| = number of total frames of the shot

Grass color ratio:

If the grass color ratio of a shet is highythen we suppose that this shot is more relevant to
in-field events. On the other hand, if the ratio i1s low, then we suppose that this shot is
irrelevant to in-field events. Therefore, we.compute the grass color ratio of shots and classify
them into Gs (small grass color ratio) type iand Gl (large grass color ratio) type. Eq.3.15

indicates computation of the grass ratio of a shot, gs(shot), where gs(f,) means the grass

color ratio of the frame f,, and the frames f, , f f are the sampling frames

k+g ' 71 Tkegxt

included in the corresponding shot. In EQ.3.18, a shot is classified intoGsor Gl by shot

grass ratio threshold T .

gs(shot) =max(gs( f,), 9s(fy,gut), oo  95(f g )
Cff e fyrou € shot (3.15)

k+g’“ k+g*t

{shot e Gs if gs(shot) <T (3.16)

shot € GI if gs(shot) >T
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3.2.2 Pitching Shot Detection

The pitching shot is a very important shot in a baseball video. Most events in the
baseball video start with a pitching shot. There are many regular domain characteristics of
pitching shots in the baseball video, such as the fixed camera view, the field color layout, the
frame object layout, and the small motion activities. Fig. 3.7(a) illustrates a pitching shot. A
pitcher is on the left side of the frame, and a batter, a catcher and an umpire are on the right
side of the pitcher. The bottom half frame contains specific field color layout (two clusters of
sand) and dominant color ratios. Because of the fixed camera view and less camera motions,
the motion energy of this shot is very small. In most baseball videos, pitching shots are
presented in very similar ways. Thus we use these stable and constant domain characteristics
to detect the pitching shot.

Our pitching shot detection method is based on.the pitching frame detection. If a pitching
frame is found and the motion rule is satisfied,.then.a pitching shot is detected. In the pitching
shot detection process, we use the color features and motion features to match the domain
characteristics. We first detect the main-objects; such as the pitcher, the batter, the catcher and
the umpire. We just need to know whether the frame has objects in the corresponding position,
thus we do not need the extract the precise object shapes with expensive computation cost. We
fully used the domain knowledge in the pitching shot to set two rectangle regions, rt, and
rt, in appropriate positions. We use color ratios in rt, and rt, to recognize whether
objects are in the corresponding regions. Fig. 3.7 (b) and (c) illustrate rt, and rt,
respectively. Afterward we set another rectangle region, rt,, to detect the specific field

characteristics, such as field dominant color layout and color ratios. The region rt, is shown

in Fig. 3.7 (d).
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(d)

o B

Fig. 3.7 Pltchlngﬁa eaéﬂ "\é{@orrespondlng Rectangles.

p--| e

non-grass color and non-sand color in rt, respectively. Ratio, _rt, and

Ratio,, _rt, are the ratios of grass color and sand color in rt, respectively. In Eq. 3.20
Sand _cluster is the number of sand clusters in rt,. There are two clusters of sand in the
pitching frame, one is the batter region and the other is the pitcher hill. If Eqg. 3.17-20 are all
satisfied, then a pitching frame is detected. After a pitching frame is detected, finally the
motion information will be checked to detect the pitching shot. Eq. 3.21 is the motion rule. It
means that the pitching shot belongs to S type, or the pitching shot belongs to M type and
motion energy of the detected pitching frame is small. If Eq. 3.17-21 are all satisfied, then the

pitching shot is detected.
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Tlow_rtl < Ratio —_ rtl < Thigh_rtl (317)
Tiow 2 <Ratio_rt, <T .., (3.18)
Ratiog, _rt;>Ty s
Ratiog, _rt;>Tg (3.19)
Ratioy _rt;+Ratiog _rt; <Ty s
Sand _ cluster =2 (3.20)
(i) ShoteS
or (3.22)

(i) ShoteM and ME(f,)<T

me_low

3.3 Event Detection and Summarization

In the baseball video, pitching shots appear.periodically. Most events in a baseball video
start with a pitcher shot. Thus, we divide baseball.video into a series of segments starting with
a pitching shot called pitching semantic units (PSUs): In the following sub-sections, we will
detect change events and highlight'events from PSUs and provide the hierarchical summaries.

Fig. 3.8 illustrates the PSU structure in a baseball video.

Entire Baseball Video ‘

Dividing video
into shots

" and

finding pitching shots

pitching shot pitching shot pitching shot  pitching shot

finding PSU

Fs5U F5U FSU FSU -

Fig. 3.8 Pitching Semantic Units

29



3.3.1 Change Event Detection

A change event is an exchange of offensive and defensive, and it is also the boundary of
two successive half innings. Change events structurally divide a baseball game into several
segments (half innings). In most formal baseball games, home team and visit team have
different uniform colors. We distinguish the two uniform colors, and identify the pitcher
uniform change among the PSUs to detect the change events. The purpose of the change event
detection is to avoid erroneous recognition of highlight events and to structure the baseball
video content.

In a pitching shot, we know the approximate position of the pitcher. However, we do not
know the precise region of pitcher to analyze pitcher’s uniform color. We set a pitcher
approximate rectangle region (PAR) containing most part of the pitcher in the approximate
position. Then we search a sunable pltc:her rectangle region (PR) closely containing the

"-.
pitcher’s uniform in PAR by fllﬁaflné od HéJ glohs containing more grass color and sand

color ratios from left to right, and fron'i’ bnunmio t@p Fig. 3.9 (a) and (b) illustrate the PAR

and PR respectively.

Fig. 3.9 (a) PAR in a pitching frame (b) PR in a pitching frame

After the PR has been found, we analyze the color information in the PR. Fig. 3.10
shows the analysis flow chart. First, we filter out the grass color and sand color regions in PR.
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Second, we divide the remaining part into to gray part and color part with saturation value,

and get the gray pixels ratio value (R, ). Finally, we analyze histograms to get the

corresponding i .., Iy, and i, (Eq. 3.4-3.9), and to compute gray part intensity (R,),

color part hue value (R,), and color part intensity value (R, ) according to Eq. 3.22.

Pitcher rectangle
Color analysis
v
Filter out
Fzgd color
v
Saturation
Judgment
= = Saturation threshold = 2 Saturation_threshold
Gray  Part Color Part
& £y £y £y

(Gray pizels ratio) (CGray intensity) (Celor hue)  (Color intensity)

Fig. 3.10 Pitcher block color analysis flow chart

value =i, * peak _weight +i ;, *min_weight +i ., *max_weight (3.22)

For each PSU, R, R,, R;, and R,are acquired to represent the pitcher uniform color

information, and we cluster all PSUs into two groups according to these representative values.
The clustering method that we use is McQueen’s k-means method [19]. In Eq.3.23-3.26, C,
is the centroid of the nth group, C, _R,,C,_R,, C,_R;, and C, _R, are representative
values of C_, B, is the kth PSU pitcher uniform color information, P, _R, P, _R,,

P._R,, and B, _R,are its representative values. Eq.3.27 defines the distance of one
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extracted color information of the mth PSU P, to the centroid of the nth group C,
where ¢, the corresponding weights. After the clustering process, we search the cluster
change positions PSU by PSU along the temporal playing sequence to find PSUs contain the

change events.

cn_@:% VPR eC, (3.23)

C,_R,= % VP eC, (3.24)

C,_R, :% VPR eC, (3.25)

C,_R,= % VP eC, (3.26)

distance(C,,P,) = \/ 4 ((CauRi=P, _R) *a;) (3.27)
i=l

3.3.2 Highlight Event Detection

After detecting the change events; we search the highlight events from the remainder
PSUs. The highlight events in which we are interested are advantageous to offensive, such as
hits, bunts, stealing bases, scores, sacrifice flies and defensive errors, or are meaning events
such as pause events, dead balls and game ending events. These events may occur in a single
PSU simultaneously.

PSUs containing highlight events are longer and consist of more shots. Fig. 3.11 gives an

example, PSU; contains a hit event and a score event, and consists of more shots than PSU

and PSU .

;.1 that have no important events. Therefore we choose highlight event candidates

from longer PSUs. EQ.3.28-3.29 indicate the choosing rules, SN(PSU,) is the number of
shots in PSU, , and Ti (PSU,), is the total playing time of all shots of PSU, except the

starting pitching shot. Fig. 3.12 illustrates the concept of Ti (PSU) .
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SN(PSU, ) > shot _ threshold (3.28)
Ti (PSU,) >time _threshold (3.29)

PETT,

Fig. 3.11 Examples of PSU events

life time of FSU
Ti (PSU) T7 (P3N Ti (PSU)  Ti(PSU)

oo 2a o080
i Eil il e
I | | | | | |

PSU P5U PSU P5U

Fig. 3.12 Time interval of PSU
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In addition, there is a phenomenon that highlight events contain active contents and
in-field contents. After obtaining candidate PSUs, we filter out some inappropriate PSUs
which are more static and are not relevant to in-field events. The filtering rules are listed
below.

1. The starting pitching shot is adjacent with a S shot (small motion energy shot).

2. Too many S shots in the PSU (the number S shots is larger than the number of M

shots and L shots).

3. The starting pitching shot is adjacent with a Gs shot (less grass color ratio shot).
Finally, we shorten the detected PSUs to present the highlight events appropriately. In

most cases, using a whole PSU to present an event is too redundant, and the last few shots of

PSU are meaningless. Thus, we want to provide a video segment containing appropriate

length to represent a highlight event by finding a new end shot and cut off the later shots in

the PSU. The rule is that an event retains at least first-few shots in the PSU, and the new end

shot is the first S shot or R shot in the later shots.

3.3.3 Multi-level Summarization
In this subsection, we provide summaries of the baseball video. We propose a multi-level
hierarchical framework to select the contents of the summaries. We can collect all the detected
highlight events as the most detailed summary, or we can reduce highlight events to condense
the summarization content. There is a trend that more important events are in the longer PSUs.
In Eq. 3.30, the computation of the score of event,, Score(event,), is specified, where PSU,_
is the corresponding PSU of event,, and Wtand Ws are adjustable weight parameters. Thus
we compute score of each highlight event according to Eq. 3.30. Events in the longer PSUs
obtain higher score. After computing the score for each detected event, we can provide the
multi-level summarization with different number of highlight events.
The multi-level summarization framework conforms to the concept of MPEG-7
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hierarchical summary DSs. Fig. 3.13 illustrates the concept of the multi-level summarization.
Higher levels provide more detailed summaries, and lower levels only containing higher score

events provide coarser summaries. Users can choose the suitable summary according to their

needs.
Score(event;) =Ti(PSU_) *Wt + SN (PSU ) *Ws (3.30)
7 B 15 17 22
Coarser
Sutnnary
Lewel D Fewer A
Ewvents

4 7 8 1214 15 17 19 22

Lewel 1

Mlore
Ewvents

1 2 2 4 5 §° 12 19 20 21 22 23

748 m e

Fig. 3.13 Multi-level summaries of the baseball video
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Chapter 4

Experimental Results

In this chapter, we present the experimental results of baseball video analysis and
summarization. In section 4.1, we state the experimental environments and the test baseball

video data. In section 4.2, we discuss the experimental results.

4.1 Experimental Environment and Test Data

Our experimental environment is Microsoft Windows XP Professional operating system
on an IBM compatible PC with an Intel P4 2.0 GHz CPU and 256 megabytes RAM. The
program was developed in the C language ‘and .compiled under Microsoft Visual C++ 6.0. The
utilized MPEG2 decoder is the :open source ‘developed by Berkeley Multimedia Research
Center.

We verify our method by making experiments-on six test cases, two of them are Taiwan
baseball videos, two of them are Japan baseball videos, and the others are American baseball
videos. The total length of the videos is about 16 hours. These baseball videos include 5
different stadiums from 3 different channels. All of these videos are of the MPEG-2 format
with the 352*240 resolution at 30 fps. Table 4.1 and Fig. 4.1 indicate the information of 6 test
videos. All of the baseball videos were shot change detected using the method and program
proposed by Lee [17]. Because of the gradual shot changes always occur in the relaxing
moments and replays, gradual shot change detection may divide the non-highlight event PSU
into more shots and influences the precision of the highlight event detection. Thus, in the shot
change detection, we only focus on the abrupt type. In our experiments, the preprocessing
time is about 37 minutes, and the analysis time is about 43 minutes for one hour length videos

in average.
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Video |Game Frames Length
Videol |2001 Baseball World Cup Game55 237844 2:12:08
Video2 |2001 Baseball World Cup Game64 274962 2:32:55
Video3 |2003 Asian Baseball Championship Game4 286915 2:39:23
Video4 |2003 NPB Nippon series Gamel 337255 3:07:22
Video5 |2001 MLB World Series Game3 311001 2:52:47
Video6 |2001 MLB World Series Game4 257438 2:23:08
Table 4. 1 The information of the test videos

Video 1 '"";S- - ,

Video 2 |§

Video 3 | [

Wideo 4

Video 5

Video 6

Fig. 4.1 The test baseball videos

37




4.2 Experimental Results

We use the Precision and Recall measure to evaluate the performance of experimental
results. Precision and Recall are indicated in Eg.4.1 and 4.2, where C is the number of correct
detected relevant events, F is the number of false detected events, C+F is the number of total
detected events, M is the number of missed relevant events, and C+M is the number of total

relevant events.

Precision =

C+F 4D

Recall =

Y (4.2)

Table 4.2 shows the result-of change events detection. In most cases, the results are
satisfied. The results in Video4-are worse than other-videos, because the luminance of rear
part is instable. Three of the false detected events in Video4 are in the neighbor of the
positions of three missed change events. Although these false detected events cannot show the

precise change event positions, they also structure the game with intervals of half innings.

Video Correct Miss False Precision Recall
Video 1 16 0 2 88.89% 100%
Video 2 17 0 0 100% 100%
Video 3 15 1 1 93.75% 93.75%
Video 4 14 3 4 77.78 82.35%
Video 5 15 1 0 100% 93.75%
Video 6 17 1 2 89.4% 94.4%

Table 4.2 The Results of change event detection

Table 4.3 presents the results of highlight events detection. The highlight events in which

we are interested are advantageous to offensive such as hits, bunts, stealing bases, scores,
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sacrifice flies, and defensive errors, or are meaning events such as pause events, dead balls,
and game ending events. The precisions and recalls of the highlight event detection are
computed by comparing the detected results and the human observation results. The average
precision of all test videos is about 53%, and the average recall of all test videos is about 86%
in our experiments. Some false detected highlight events which do not belong to defined
highlight events are still meaningful, such as walks, infield outs, outfield outs, and base
progressive events. These events also provide useful information about the game to the
audiences. Fig. 4.2 illustrates the comparison of the original data sizes and the summary sizes
of highlight events in our experiments. The summary data sizes are about 7%-13% of the
original data sizes, and the lengths of the summaries are about 12~24 minutes.

After detecting the highlight events and providing the most detailed summary, we can
also condense the summary progressively to provide multi-level summaries. We compute a
score for each detected highlight-event according to,Eq.3.30. Then we reserve the higher score
events and filter out the lower score events.. The number of reserve events is according to the
reserve ratio. The reserve ratio is defined in-EQ:4.3, where RE is the number of reserve
events, and TH is the number of total detected highlight events. Fig. 4.3-4.8 present
precisions, recalls, and time ratios of the re-condensed results in Videol-Video6. We can
discover that as the highlight event reserve ratio decreases, the precision increases, and the
recall and time ratio decreases. In other worlds, the re-condensed summary has higher
precision and the coarser content. It is a tradeoff between precision and recall. Some
applications like delivering sport video over narrow band networks, using mobile device to
browse video, and quickly realizing the game result need the short summary content with high

precision, thus the refining summarization process is a feasible solution.

Reserve Ratio = RE (4.3)
TH

39



Video Correct Miss False Precision Recall

Video 1 20 2 16 55.55% 90.91%
Video 2 21 1 12 63.63% 95.45%
Video 3 25 5 21 54.34% 83.33%
Video 4 24 2 27 47.06% 92.31%
Video 5 16 5 14 53.33% 76.19%
Video 6 14 4 15 48.27% 71.77%

Table 4.3 The Results of highlight event detection

B Original Size
Seconds @ Summary size

12000 1 53 H245 5366
10000 "7797278 ***** 91_75 ******************** 1 gﬁ T
8000 reeg-1 L [t | 11 i
6000 rf 11t [ 1 [ i
4000 Lt R
2000 | {934 | fe67 | 58 -| 1425 F o5 | [gas-
0 Com m [

Videol ~ Video2  Video3  Video4  Video5  Video6

Fig. 4.2 Comparison of original data size and summarization data size
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Fig. 4.3 Videol Experimental Results

Fig. 4.4 Video2 Experimental Results
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Fig. 4.6 Video4 Experimental Results
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After analyzing the baseball video, we can provide indices for it. There are three types of
indices, pitching shots, highlight events, and half innings (according the change events).
Moreover, we can provide multi-level summaries according to the number of the reserve
events. Fig. 4.9 gives a re-condensed summarization example of Video5. The total length of
Video5 is 172 minutes 46 seconds. The most detailed summary contains all detected 30 events
with precision of 53%, and the length is 16 minutes 55seconds with time ratio of 9%. After a
re-condensed summarization process, we reserve the top 35% highlight events according to

the corresponding scores. This re-condensed summary contains 10 events with precision of

70%, and its length is 6 minutes 39 seconds with time ratio of 3%.

it Bageball video plaver

video ‘ Reseﬂ‘
FSi ‘ Reset2‘ 0 prev| play| ne><T|

GetHL| changel [° prev | _play | next |
event 29 prev | play | next |

true | false| rese’r|

prey | play | next |

g . .*-_ = .. -

llllllllll-ll-llllllllllll inratio| [1 ~ set] o prev | _play | next |
ti ratio | |1 set| o prev | play | next |

| >

‘P‘H‘-‘H|I<|IF‘<I‘F‘/_‘

origin evernts = 30

m name:| \SEFE0408 79 an_Tb-9t m| 55473 choose events = 10
correct events =7

total frames = 311007

total frames = 311001072 mins 46 sec 2 172 mins 46 secs

total events frames = 30477 <6 mins 65 seciratio choose events frames = 11979
-0 %)
fotal events = 30 precision = 70U 7

fotal pseudo innings = 11 L
filrn - 0 events ;0711

filrm : 1 events ; 12722

film : 2 events ; 23729 T

| £

|
|
v

Fig. 4.9 An example of refining summarization process
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Chapter 5

Conclusions and Future Works

In this thesis, we proposed a pitching semantic unit (PSU) based baseball video structure
analysis and hierarchical summarization method. We efficiently use the color features, and
motion features to detect the pitching shots and to classify shot types. After detecting the
pitching shots, we segment the baseball video into a sequence of PSUs. We detect change
events and highlight events from the PSUs and compute a score for each highlight event to
accomplish providing the multi-level summaries.

Characteristics of our proposed method include the following.

1. We propose a simple framework.and only.use fewer features to analyze the baseball
videos efficiently.

2. We provide three types of 4ndices, pitching shots, detected highlight events, and half
innings in the baseball video.

3. The multi-level summaries help users to comprehend a baseball game quickly, and users
can choose their needed summary according to their preference. The higher level
summaries provide more detailed contents, and the lower level summaries provide the
coarser contents.

4. The summaries greatly condense the baseball video in time, and they will raise the usage
of the baseball video such as delivering over narrow band network and application in

mobile devices.

In our work, we focus on detecting most highlight events efficiently, but we do not further
classify these events into some categories. In the future, people can extract more

characteristics from the PSUs and integrate other features such as audios, textures, and
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caption information in the video to classify the detected events into some categories, to get

more high-level semantic information, and to promote the highlight event detection precision.
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