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Abstract This paper presents a novel scheme for video transmission over error-prone
networks. The proposed scheme exploits the error resilient features of H.264/AVC and
employs an unequal error protection (UEP) approach to protect effectively the streams. A
novel algorithm is proposed to classify macroblocks into slice groups using the explicit
mode of Flexible Macroblock Ordering (FMO). A rate distortion optimized algorithm is
used to assign unequal amounts of FEC protection to the resulting slice groups according to
their importance. In addition, a Converged Motion Estimation (CME) is proposed to further
improve the proposed UEP scheme. The idea behind the CME is to make the macroblocks
be referenced in a skewed manner, such that highly important macroblocks are converged
on only a few and the use of redundancy for error protection is efficient. Simulation results
show the superiority of the proposed method over other approaches for transmission of
H.264/AVC streams.

Keywords Unequal error protection - UEP - Flexible macroblock ordering - FMO -
Converged motion estimation - Error resilience

1 Introduction

Transmission of video over error-prone channels, such as mobile networks, presents many
challenges because the bit-error rate can be quite high [12]. Associating the video bit-stream
with forward error correction (FEC) for error detection and correction can overcome the
problem. In the video sequence, some data are higher important than others. For example,
the picture headers are much more important than the data block because, once lost, the
entire picture cannot be reconstructed well. If these important data can be protected with
much more FEC, then they can be received with a much lower uncorrected error rate and a
better video quality can be obtained. However, favoring the higher important data with
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more protection implies that less important data will be less protected. This is the concept of
the so-called “Unequal Error Protection (UEP)”.

Different UEP schemes ponder the criteria of importance from different kinds of viewpoints,
for example, frame based [3], layer based [13], data partition based [8], and slice based [2, 10].
Since the frame based and the data partition based schemes cannot provide UEP at a fine
granular level such as MBs and the layer based scheme only applies to scalable streams, we
chose to base our UEP method on the slice based scheme. For slice-based UEP, each frame is
divided into slices with different importance and each of the slices is given protection
according to its importance and will be transported separately. Robust transmission of H.263
streams was examined in [5]. A packetization method of slices and an UEP algorithm for joint
optimization of macroblock coding parameters and selection of FEC codes was presented. An
algorithm which adaptively classifies the data packets of MPEG2 encoded video streams into
two Quality of Service classes was proposed in [4].

Flexible Macroblock Ordering (FMO) is an error resilient tool in H.264/AVC. In FMO
mode, macroblocks can be assigned to any slice group (SG) in a frame, so the flexibility
allows them to be transmitted in a non-scanning order. Since each SG is independently
decodable, one can scatter macroblocks spatially into different SGs. Thus, if one of the SGs
gets missed, its missing macroblocks can be surrounded by correctly received macroblocks.
Hence, an appropriate error concealment method can recover the lost macroblock
efficiently. In general, error concealment is well performed using H.264/AVC dispersed
FMO mode. However, it is a fixed pattern applied on every frame without considering the
importance of the individual MB. In [2, 10], the UEP schemes with H.264/AVC explicit
FMO mode are proposed, as shown in Fig. 1, where the MBs of similar estimated distortion
are assigned to the same SGs. In [13], they used the explicit FMO mode with two SGs. The
most important MB was moved to one of the SGs first. However, since this will affect the
distortion estimation on its neighboring MBs, the importance of the neighboring MBs must
be recalculated accordingly. The MB assignment and the update of the MB importance are
performed repeatedly till an optimal solution is found. In [2], the expected length of error
propagation (ELEP) is used to describe the effect of packet loss on the video quality.
Initially, each SG has equal number of FEC packets, and then FEC packets are moved
among these SGs repeatedly till the minimal distortion is achieved. In [10], they used three
SGs and two thresholds, 7/ and 71. If the importance of a MB is greater than Th, it is
assigned to the high important SG; if that is less than 7/, to the low important SG;
otherwise, to the middle important SG. However, the two thresholds are not easily
determined.

The proposed scheme is based on macroblock classification and UEP of H.264/AVC
streams. Instead of using an exhausted algorithm to determine the optimal solution of
assigning MBs to SGs as used by many methods described above [2, 8, 13], this paper
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(a) The original frame.
Fig. 1 Macroblock classification [10]
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presents a novel method, which provides a new variation of the dispersed FMO mode and
uses the k-means clustering algorithm to classify macroblocks into slice groups. The RS
protection of each slice group is determined using a rate-distortion optimized algorithm. In
addition, we propose a motion estimation technique, called Converged Motion Estimation,
which further improves the efficiency of UEP by making MBs be referenced in a skewed
manner. The remainder of this paper is organized as follows. Section 2 gives an
introduction to UEP related works, and Section 3 describes the proposed UEP scheme
and the CME is presented in Section 4. Section 5 shows the experimental results, and
Section 6 concludes this paper.

2 Related works
2.1 Forward error correction

Forward error correction (FEC) is a channel coding technique used to recover data from
packet losses in the transmission. The type of FEC used depends on the requirements of the
application and the nature of the channel. The most commonly studied erasure codes are
based on RS codes [6], which have good erasure correcting properties and are widely used
in practice [12, 15]. In this work, we consider RS codes, but the basic framework could
easily be applied to other codes.

An RS code is represented as RS(n, k), where £ is the number of source symbols and
(n—k) is the number of parity symbols. The protection capability of an RS code depends
on the block size and the code rate. The block length, n, is usually determined based on
the end-to-end system delay constraints, and the code rate of an RS(n, k) is defined as k/n.
An RS(n, k) decoder can correct up to (n—k)/2 errors or up to (n—k) erasures, regardless of
which symbols are lost. Since the errors in the wired channels are typically in the form of
packet erasures, an RS(n, k) code applied across packets can correct up to (n—k) lost
packets. Thus, the block unrecoverable probability, punrecoverable> (i-€., the probability that
at least one of the original k£ packets is in error) is

n

D X 0
i=(n—k)+1

where p.;, is the packet erasure probability before error recovery.
2.2 End-to-end distortion

A number of methods have been proposed to estimate end-to-end distortion. The problem
was originally considered for optimizing intra-inter decisions to combat temporal error
propagation. In [16], the authors suggest a recursive optimal per-pixel estimate (ROPE) for
optimal intra/inter mode selection. In ROPE, the expected distortion for any pixel is
calculated recursively as follows. Let /7 denote the original pixel value at location i in frame
n and f! the reconstruction of the same pixel at the decoder. The expected MSE distortion
d’ of the pixel at that location can then be written as

Bla;] =B{(r -/} = ()" - 2B} +E{ (7)) @
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At the encoder, the value /7 is known and the value £/ is a random variable. So the
expected distortion at each location can be determined by calculating the first and second
moment of the random variable /.

If we assume the encoder uses full pixel motion estimation and frame copy error
concealment, each lost pixel is reconstructed by copying the pixel at the predicted location
k in the previous frame. The predicted location is determined by the median motion vector
of the three MBs that are nearest to the lost pixel i. We assume a Bernoulli-independent
packet loss model [14] where the probability that any packet is lost is independent of any
other packet. We further assume that the packet lost rate, denoted by p, is available at the
encoder. The respective recursion formulae of ROPE are as follows.

Pixel in an intra-coded MB

E{/}() = =p)(fy) +p(1 =p)E{ 1} +P°E{/1 1} (3)

Bl 0 = -0 (5) +p0 -pE{ G} + 7B ()} @)
Pixel in an inter-coded MB

E{f/}(P) = (1 —p)(e} + E{fl_,}) +p(1 = p)E{fE Y + PE{, ) (5)

B{(5)'}0) = (1= pE{ (e, +7L)" b+ p(1 - pE{ ()"} + PE{ (1)} (6)
= (1-p) () + 26, BUL ) + E{(F2)'})
(1 - p)E{ (7))} +re{ (7))

The inter-coding notation above assumes that pixel i is predicted from pixel j in the
previous frame. The prediction error ¢/, is quantized to the value é.

The above recursions are performed at the encoder in order to calculate the expected
distortion at the decoder. In this paper, we exploit this result to estimate the importance of
macroblocks, called impact factor (IF). Specifically, the IF of a macroblock i in frame # is
defined as follows.

IF (m;) = E[D (m;)] = ZE[d,j] , for all the pixels d/ located in m’ (7)

3 Proposed method

This section presents a detailed description of our UEP method. In Fig. 2, we illustrate how
the proposed UEP method encodes the bit-stream. The encoder module first encodes the
bit-stream. After encoding, the impact factor calculation module calculates the impact
factors of all MBs using Eq. 7. The MB classification module then assigns MBs into SGs
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according to the impact factors and generates an MB Allocation map (MBAmap). After
this, the encoder uses the MBAmap to encode the stream again. Finally, the channel-
rate-allocation-module allocates FEC to the stream, and transports it to the network.

3.1 Macroblock classification

After obtaining the impact factors of all the MBs, the most obvious method for MB
classification is to sort the MBs based on their impact factors and then sequentially assign
them to SGs of equal size. We call this method simple UEP. However, this method may
result in the important MBs becoming connected. In Fig. 1, if SG; is lost, the error
concealment procedure becomes ineffective since the MBs around the lost MB are also lost.
We describe how to solve this problem in subsection 3.1.1.

The fixed-size SGs and the variable-size SGs are two options for SG-based UEP. Fixed-
size SGs, while simple, are not efficient for UEP. Consider the case where we assume that
there are 99 MBs in the frame and among them, 15 MBs contain very important data. With
three SGs of a fixed-size (i.e., 33 MBs for each SG), not only would these 15 MBs be
assigned to the most important SG (say SGj), but some MBs which are not important
would also be assigned to it. This would result in SG; requiring more FEC than expected.
We describe how to solve this problem in subsection 3.1.2.

3.1.1 Variation of the dispersed mode

The dispersed mode (checkerboard-like) is classified as type 1 of the slice group map in
H.264/AVC. Error concealment is effective using this mode because when a SG is lost, it
can be concealed from other SGs. However, the dispersed mode cannot take advantage of
the UEP method because of its fixed pattern, making MBs of different importance become
part of the same SG.

Our MB classification scheme first adopts the dispersed mode with two SGs (say SG; and
SG») and then splits them further into more SGs according to the impact factors of the MBs.
In Fig. 3, assume that we want to classify MBs into three different levels of importance. Six
SGs will then be used, with three SGs coming from SG; (all odd blocks) and the other three
coming from SG, (all even blocks). It is obvious that any MB belonging to SGy;, SGy5, and
SG3 must have adjacent MBs coming from SGy;, SGy,, as well as SGy3, and vice versa.
Since no connected MBs are assigned to the same SG, the error concealment is assumed be
effective. The procedure for splitting a SG obtained from the dispersed mode into more SGs
according to the impact factor is described next in Section 3.1.2.
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Fig. 3 Variation of the dispersed
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3.1.2 K-means clustering

In order to make the application of FEC more efficient, it is better to group the MBs with
similar impact factors into the same SG. Thus, we simply formulate the MB classification
problem as a clustering problem and use the k-means algorithm [7] to solve it. K-means
clustering follows a simple and easy procedure to classify a given data set into a certain
number of clusters (assuming k clusters) where each cluster is distanced as far away as
possible from each other. Here, we regard each MB as a single data point and the impact
factor as its position in the coordinate axis of the algorithm. For example, in Fig. 3, assume
that there are 14 MBs in SG; with impact factors sorted in a descending order as {89, 84,
81, 59, 55, 51, 48, 46, 42, 22, 21, 14, 8, 6}. After applying k-means clustering with k=3,
we will have three subsets: SG;;={89, 84, 81}, SG,={59, 55, 51, 48, 46, 42} and SG3=
{22, 21, 14, 8, 6}. The k-means algorithm automatically groups together macroblocks that
need similar protection levels. Taking into account the error concealment efficiency, the
proposed algorithm applies k-means on all-even and all-odd blocks separately, and then
generates the integrated MBAmap accordingly.

3.2 Channel rate allocation

Since our algorithm organizes SGs by grouping together macroblocks that have similar
impact factors, we use the same protection level for all the macroblocks belonging to the
same SG. Let /; denote the protection level assigned to SG;, the ith slice group of a GOP,
and (n; , k;) denote the RS parameters associated with this protection level. Since the RS
block length is usually determined based on the end-to-end system delay constraints, we
assume it is constant (say N) over the entire GOP. So, we have n; = N for all the possible i
in the GOP. We consider the use of RS codes for the application-layer FEC and apply the
RS coding across video packets. This is due to the fact that some MAC implementations
such as 802.11 [1, 9] discard the whole MAC frame in the event of an error. The erroneous
frame at the receiving MAC is never passed on to the higher layer. If RS coding is applied
within a single packet at the application layer, the erroneous packet will not be available for
error correction at the application layer. Therefore, RS coding at the application layer is
applied across packets. The packet formation of a slice group after RS encoding is
illustrated in Fig. 4, where the slice group SG; is blocked into source blocks of length k;
bytes; and each source block is expanded into channel codewords of length N > k; bytes
using an (N, k;) RS code such that the channel code rate k;/N provides erasure protection
commensurate with the importance of SG;. Finally, the length-N channel codewords are
packetized into N packets by putting the /™ byte in each channel codeword into the i
packet, resulting in k; source packets and (N—4;) RS packets. This packetization scheme has
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Fig. 4 Packet formation of a Packet]  Nbytes PacketN

slice group | I | I | ]
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the property that if any k>k; out of the N packets are received, then the slice group SG; can
be recovered, otherwise SG; is lost.

In order to attain better performance from the proposed UEP scheme, our strategy for the
channel rate allocation method aims at optimizing the code rates k; /N for each slice group
in order to minimize the overall distortion for a given transmission rate. Here, we present a
rate-distortion optimized solution that seeks the best protection level for each SG. Our
objective is to seek the vector of the RS coding parameters, K={ki, k, ..., k;}, that
minimizes the expected end-to-end distortion of the corresponding GOP, where # is the total
number of SGs in the GOP. The expected distortion of a GOP is given by:

E[D(GOP)] = 3" E[D(SG))] (8)

where E[D(SGJ-)} = ZE[D(mj)] for all the macroblocks m; belonging to SG; , and the
E[D(m,)] is defined in Eq. 7. However, since SG; has a protection level /; = (N, k;), the
packet-loss rate p in Eqgs. 3—6 must be substituted with p; below:

=30 g ()P —pa)™ o)

where p,, is the probability that SG; cannot be correctly decoded by the RS decoder and p,,
is the packet erasure probability. The channel rate allocation problem is formulated as:

min E[D(GOP)] subject to R(GOP) < Riypx (10)

where

h h N
R(GOP) = " R(SG) = Ruuee(SGi) x & (11)
where R(SG)) is the total bitrates of SG;. This includes source bitrates, denoted by
Ryource(SG)), and the redundancy bitrates with RS parameter (N, &;). The above constrained
minimization problems (10) and (11) are naturally recast in the standard Lagrangian
formulation as:

min J(GOP) = min{D(GOP) + AR(GOP)} (12)

By appropriately choosing the Lagrange multiplier A, the above problem (10) can be
solved within a convex-hull approximation by solving (12). The search for an appropriate
choice of A can be carried out using the bisection algorithm or a fast convex search
technique which is not discussed here. The optimal K then leads to the optimal rate
distribution between the source and FEC rates. Here, we present the solution to the
minimization problem using a trellis-based dynamic programming algorithm [11], as shown
in Fig. 5, where stage i corresponds to the decision made about the best RS coding
parameter k up to the i™ slice group (say SG;) in the GOP. The slice groups are numbered in
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Fig. 5 The trellis used to find the optimal coding parameter & for all the slice groups in a GOP

a descending order of importance in each frame whereas the slice groups in the earlier
frames of the GOP are numbered before those in the later frames. In Fig. 5, each node at
stage i represents a particular choice of & for the slice group SG; . The metric of this trellis
diagram is the Lagrangian cost J. For the first stage, the Lagrangian cost is computed for all
possible choices of parameter k. Then, for each node at stage i, the algorithm evaluates all
the paths leading to that node from any admissible coding parameter k;_; for the previous
slice group, and stores the one that produces the minimum Lagrangian cost:

(ki) = (13)

min{E[D(SG;)] + AR(SG;)} ifi=1
min{J(k;—1) + E[D(SG;)] + AR(SG;)} ifi # 1
In Fig. 5, for each node at the stages s+1, 2s+1, ..., (g-1)s+1. (where s is the number of
slice groups per frame and g is the number of frames in a GOP), all the paths from the
previous stage are admissible. However, for each node at the other stages, only paths
leading to that node from the small coding parameters in the previous stage are admissible.
That is, the k assigned to SG; should be less than or equal to the k assigned to SG;_ if SG;
is not the first slice group (i.e., the most important one) of any frame. This is based on the
assumption that the optimal solution shall give lower protection levels to less important
slice groups. This offers considerable computational savings. The winning node in the last
stage, corresponding to the last slice group in the GOP, determines the optimal path in the
trellis and the solution K={k,, k, ..., k;} for the GOP. With the known benefits of dynamic
programming, the complexity of the trellis only grows linearly with the number of slice
groups.

4 Converged motion estimation

Since the more important MBs are typically protected more than the less important MBs,
the use of FEC would be efficient if the more important MBs are converged on only a few
MBs. Based on this idea, we propose a Converged Motion Estimation (CME), which sets
out to achieve a skewed reference pattern to MBs. The CME changes the general concept of
motion estimation. Instead of choosing the MB with the smallest Mean Square Error (MSE)
as a reference, the MB located in a highly protected area is chosen if the increase in the
MSE is acceptable.
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Fig. 6 A sketch map of the converged motion estimation

In Fig. 6, there are three candidates of reference MBs, with MSE equal to 400, 450, and
1200, respectively. In the general motion estimation, the one with the smallest MSE
(MSE=400) will be chosen. Assuming that SG, is less protected in comparison to SGy,
choosing the candidate with MSE=400 may cause a greater distortion because it has 90% of
its pixels in SG,, which is less protected. In this case, CME prefers to choose the candidate
with MSE=450 because it has 90% of its pixels located in SG; although it has a higher
MSE. The candidate with MSE=1200 is not considered because of its large MSE even
though it has 90% of its pixels in SG;.

To realize this concept, we modify the definition of the MSE by including a penalty to
the pixels that are referred to, which is specified as follows:

MSEcyp = MSE + Y (n; % c;) (14)
i=1

The per pixel penalty of SG1 =¢1 =1
The per pixel penalty of SG2 =c2 = 2

1111111111111 1TM11111111111
1111222222211 1111222222211
2222 22111 2222222222111
2222 111111 2222221111111
2222 111111 2222 111111
2221111111111 2221 111111
2222221111111 2222221111111
2222222221111 2222222221111
Original MSE = 50 Original MSE = 62
MSE s = 85 MSEcme = 64

(a) The more important block.  (b) The less important block.

Fig. 7 An example of CME
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Table 1 Parameters used in the experiments

Parameters Values

Video sequences Forman, Coastguard, stefan
Group of pictures IPPPP...

GOP size 15 frames

Frame format and rate ~ QCIF (176 x 144 pixels), 30 fps
Number of SGs 6

The per pixel penalty in ci = i, for i = 1 to 6, where ci is for SG;, and the SG is numbered in descending
CME order of impact factors

Overall bit rate Forman: 340 kbps, Coastguard: 360 kbps, Stefan: 980 kbps

where s is the number of SGs in the reference frame; ¢; is the per pixel penalty for the ith
SG; and n; is the number of pixels located in the ith SG for the reference MB currently
under consideration. The pixels in the SG with a low impact factor are assigned a large c;,
meaning that reference to these pixels will result in a higher penalty and thus a large
MSEcpme. On the other hand, the pixels in the SG with a high impact factor will be assigned
a small ¢;. Figure 7 shows an example where the penalty of pixels in SG; is assigned as 1,
and that in SG, is assigned as 2, meaning that SG; is more important than SG,. In order to
simplify this illustration, we assume a macroblock contains 3 x3 pixels. In Fig. 7(a), assume
that the original MSE is equal to 50, but with the proposed CME, a penalty which is equal
to 15 will be added to it. Therefore, the MSEc\g is equal to 65. For the same reason,
MSEcyvE in Fig. 7(b) is 64 given the original MSE was 52. As a result, in this example, the
reference block in Fig. 7(b) has a smaller MSEc\g and will thus be chosen for prediction
even though it has a larger original MSE. Using MSEc\g, the motion estimation method
tends to select MBs in important SGs; as a result, the MB reference pattern will be more
skewed compared with using the MSE.

Using CME to encode a frame only requires that its reference frame has multiple SGs
with different per pixel penalties assigned. Since CME has no prerequisite information on
the current frame, it is applied on the first encoding block in Fig. 2, where the impact factor
calculation is performed after it.

5 Experimental results

The proposed UEP scheme for transmission of H.264/AVC streams was evaluated for three
standard QCIF sequences ‘“Foreman”, “Coastguard”, and “Stefan” at 30 fps. Group of
Pictures (GOPs) of IPPP... structure were considered for all the sequences. The video
sequences were encoded and decoded using JM 12.1 with the motion estimation modified
to support the proposed CME. The parameters used are shown in Table 1.

In our experiments, “Raster scan” and “Dispersed” are used for comparison. Both of
them are standard defined in H.264 and use Equal Error Protection (EEP) with the same
overall bit rate. For comparison, we add the “Simple UEP” described in the Section 3.1.
The Simple UEP does not adopt the dispersed mode and the k-means algorithm, but it uses
our channel rate allocation scheme to have unequal protection according to impact factors.
In order to evaluate the effects of CME, we have made a comparison between the
“Proposed UEP method with CME” and the “Proposed UEP method” which did not use
CME.
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Fig. 8 The PSNR when the packet loss rate reaches a 10% b 20% in Forman

In our experiments, if a MB is not received correctly, the decoder first checks if the
adjacent MBs are inter-coded. If at least three inter-coded MBs are available, the median
motion vector of them is calculated and used to associate the MB in the previous frame for
error concealment. Otherwise, spatial error concealment is performed by using adjacent
MBs interpolation. The results of Forman, Coastguard, and Stefan are presented as shown
in Figs. 8, 9 and 10, respectively. For each video sequence, two kinds of packet loss rates,
10% and 20%, are used. From the results it is observed that the efficiency of using packet
loss rate 20% is better than that of using 10% because EEP cannot handle a high packet loss
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Fig. 9 The PSNR when the packet loss rate reaches a 10% b 20% in Coastguard

rate. We also observed that the Dispersed performs better than Raster scan because error
concealment is more efficient in Dispersed than Raster scan. Simple UEP outperforms Raster
Scan and Dispersed mode in all cases, showing that the impact factors we used can correctly
estimate the importance of MBs and thus the unequal protection takes effect. We also observed
that the proposed UEP method (without CME) is superior to the simple UEP, showing that
using k-means clustering and the variation of the Dispersed mode can improve the overall
quality. The reason is that the proposed variation of the Dispersed mode makes no connected
MBs in the same slice groups and therefore, is good for error concealment method which results
in better performance. The performance gain is about 2.2 dB, and it is even higher if CME is
used, which indicates that making energy converged on few MBs will further improve the UEP
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Fig. 10 The PSNR when packet loss rate reach a 10% b 20% in Stefan

performance because FEC can be utilized more efficiently. Since there are no motion vectors in
I frame, CME cannot be performed in I frame Thus CME cannot improve our proposed UEP
method at I frame in a GOP as shown in each result.

Next, we evaluate the results when different packet loss rates are used. Figure 11 shows
the PSNR result as a function of packet loss rates, ranging from 5% to 25%. When the
packet loss rate is 5%, EEP is better than UEP because the protection rate is good enough
for EEP to handle most errors, but UEP cannot protect less important data well in that
situation. With the increase of packet loss rate, the efficiency of UEP is more obvious
because UEP methods make the quality degrades gradually as packet loss increases. When
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Fig. 11 The average PSNR when the packet loss rate equals to 5~25%
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the packet loss rate reaches 25%, the measured PSNRs of all methods are almost equal
because the overall FEC is not high enough to handle the high error rate no matter whether
UEP or EEP is used.

To sum up, the overall results of the Simple UEP show that our macroblock
classification scheme correctly estimates the importance of macroblocks and, therefore,
achieves a better performance than the dispersed mode (EEP) and Raster Scan mode (EEP).
The results of the proposed UEP method without CME show the superiority of our
macroblock assignment scheme, which is based on the variation of the dispersed mode and
the k-means clustering algorithm. The results of the proposed UEP method with CME show
that CME can further improve the performance.

6 Conclusion

We have proposed a scheme which adopts the impact factor, the variation of dispersed
mode, the k-means algorithm to provide unequal protection for different data in a video
stream. We also proposed a new motion estimation method, called the Converged Motion
Estimation, to make MBs be referenced in a skewed manner so the use of FEC is efficient.
The overall results show the superiority of the proposed UEP method and the use of CME
achieves an even better performance. We are currently investigating how to determine the
parameter ¢; in CME and analyzing how CME affects the overall source rate.
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