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Abstract

Ball Grid Array (BGA) factories are characterized by long machine setup time,
dynamical arrival of orders, and re-entrance of products. These three properties make
a BGA factory difficult to maximize its capacity utilization while having all orders
meeting their due dates. Therefore, this thesis designs a master production scheduling
(MPS) system which aims for having high due date achievement as well as doing
customer order promising. In order to achieve these goals, obtaining accurate cycle
time estimation and good setup schedule is critical. The MPS system firstly adopts
block-based cycle time estimation algorithm (BBCT) to estimate the cycle time. Then
a mixed integer programming (MIP). model is applied to optimize the setup schedule
so that the optimal MPS is planed. When, a.new order arrives, a forward scheduling
algorithm basing on the optimal-MPS is used to determine whether the new order can
be accepted or not. The experimental results showed that both the accuracy of cycle
time estimation and the performance of Setup.schedules were promised. With
estimated cycle times and setup schedules, the-master production scheduling system
can plan master production schedules "which are capable to meet the due date
requirement and can handle the task of customer order promising.

Keywords: Master Production Scheduling, Ball Grid Array Packaging, Setup Time,
Mixed Integer Programming
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1. Introduction

1.1 Research Background and Motivation

The need for small size, low cost and high performance is always the driving
force of the electronic industry, and IC packaging is the key to achieve the goal for IC
products. Among various packaging technologies, Ball Grid Array (BGA) packaging
technology shows its superiority over others. For example, BGA packaging
technology can support for higher package pin count and higher IC device clock
frequency (high clock frequency usually means high speed). Figure 1-1 is the 2003
foundry package forecast; it shows that BGA packaging has became an important part
of packaging factories. Consequently, packaging factories pay more and more
attention to the BGA packaging manufacturing system.

Other _
(Ceramic, Plastic Leaded Plastic Leaded
ialty) 9 (Discrete)
Specialty) 3% )
6%
lasti Plastic Leaded
Plastic orp Tone
. Leadless o
Plastic 120 .
g Plastic
oo Array
FBGA
o ) Plastic Leaded (BGA
13% (SOIC Type) Type)
13% Y106

Figure 1-1 2003 foundry package forecast [3]

For a BGA packaging factory, there are three typical properties that make it
difficult to highly utilize the manufacturing system:

1. Customer orders come dynamically and can not be processed until wafers
arrive. Packaging industry is characterized by its high customization because
the specifications of ICs are different from customer to customer. It is not
practical or even impossible to adapt make-to-stock production policy.
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2. BGA packaging factories suffer from high machine setup time. Some
machines take about 3 to 4 hours to setup for processing different product
families. This property implies that the bottleneck machines can not setup too
frequently or the capacity would be soon used up.

3. Products enter the same process for more than once (i.e., re-entrance). This
property is similar to semiconductor foundries. Re-entrance often makes the
system performance worse.

According to the discussion above, those three properties lead to the following
results:

1. ABGA factory is almost totally make-to-order, and
2. Master production schedules should be finely tuned in order to minimize the
time spent on setups.

Unfortunately, although there are many researches about packaging factories have
been done, there are few researches,that:focus on BGA process. Most literatures
discussed about traditional IC packaging.technelogies instead of BGA packaging
technology [1][8][14][15]. Therefore this' research is proposed to improve the
efficiency of the production planning of a BGA factory.

1.2 Research Goals

This research is aimed to make master production schedules (MPS) for a BGA
factory. The MPS of this research is supposed to have high due date achievement as
well as doing customer order promising.

1.3 Research Domain and Hypothesis

In order to simplify the problem, this research only focuses on the wafer bumping
process (a critical “process section” of BGA packaging technology), and is built under
an environment with the four hypotheses:

1. The factory adapts make-to-order production policy completely.

2. There is no raw material shortage.

3. Forecast orders, quoted capacity and confirmed orders are known, including
their quantity, due dates and product mix.

4. Transportation time can be omitted.

16



1.4 Research Process

Figure 1-2 is the flowchart of this research.

Research Background and Motivation

Problems Analysis

Literature Review

Construct Algorithms for Master Production Plan

Experimentation

Conclusions

- = irC = J \
Figure.1-2 Research Process
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2. Literature Review

As stated in section 1.2, this research is aimed to make master production
schedules. Therefore, some related literatures are discussed in this chapter. Section 2.1
talks about the BGA packaging technology and its most critical process, wafer
bumping process.

2.1 BGA Packaging Technology

Packaging industry is always an indispensable part of electronic industry, and the
packaging technology affect the performance of IC devices seriously [6][11]. Besides,
IC packages are forced to be made smaller than before. Many devices nowadays need
to integrate many ICs within limited space, for example, a mobile phone or a LCD
monitor. For this reason, researchers continue developing new packaging technologies
to minimize package size and package delay (the decrease in performance caused by
packaging technologies) at the same time.

According to Dan Tracy [3], the packaging technology trend can be concluded as
follows:

1. Proliferation of packaging type-is'moving from peripheral lead to area array,
and shift from leaded to leadless.

2. Adopting 3-D or stacked packages:

3. Using wafer level packaging.

Following the trend stated above, BGA (Ball Grid Array) packaging technology is
surely a winning solution for it can be applied on wafer level packaging, stacked
packages, and leadless area array packages. Lau [6] lists a lot of popular packaging
technologies, for instance, solder bumping (one of the BGA packaging technology,
see Figure 2-1), wire bonding (see Figure 2-2), Tape Automated Bonding (see Figure
2-3), Quad Flat Pack (see Figure 2-4), Plastic Pin Grid Array (see Figure 2-5), and
Ball Grid Array (see Figure 2-6). Among those packaging, BGA shows it superiority
over others for three properties [4]:

1. Self alignment.

2. Small package area with high package pin count (pins/cm2).
3. Excellent electrical characteristics.

18



bonding on chip [6]

F
Pl

Figure 2-3 Tape automated bonding on chip [6]

Figure 2-4 Quad flat pack [4]
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Figure 2-6:Ball gr.i_oJ array [4]

Ak

Moreover, Figure 2-7 shows that the ngh»speed dewces (the arrows represent the
trends) of the next generation Tequire better packaging technology to support their
high pin count or high clock frequency Arﬁdhg the packaging technologies listed in
Figure 2-7, BGA packaging technologles_ (CI%GA, TBGA, and Flip Chip) undoubtedly
best meet the requirements. Consequently BGA technology has become an important
part of packaging factory.

20
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Figure 2-7 IC device and packaging trends [6]

2.1.1 Wafer Bumping Process

Although BGA packaging ,processszhas-many, steps, the most important and
complicated part is the wafer bumping process. Therefore, for the reason of simplicity,
this research only focuses on the wafer bumping process.

The goal of wafer bumping:-process is-to-“grow” metal bumps (could be solder
ball, gold bump, etc.) on the bare wafer, and these bumps are then used as IC 1/O pins.
The bumping process starts with cleaning the wafer. Then Under Bump Metallization
(UBM) is applied on the wafer. After UBM is done, use masking step to define the
place for bumps to grow. Finally, remove photoresist and unnecessary UBM [7].
Figure 2-8 shows the conceptual bumping process, and the description of each step is
briefly described below.
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Cleaning Wafer

Field Metallization Sputtering: UBM 1, UBM 2

Photoresist Masking: Photoresist Spinning and
Baking, Mask Alignment and Exposure, Phtoresist
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Photoresist Mask . Metal 1 — Metal 2 Alloy

Figure 2-8 A conceptual wafer bumping process [10]

Cleaning wafer: When the wafer is sent to packaging factory, it is cleaned first
in order to remove contaminants that may cause defect on the product.

Field metallization sputtering: This step grows two thin metal layers (Under
Bump Metallization 1 (UBM 1) and Under Bump Metallization 2 (UBM 2))
on the wafer as the conductor between solder ball (it is formed in later steps)
and the 1/0O port on the wafer.

Photoresist masking: Photoresist masking first coats a thick layer of
photoresist. Then through baking, mask alignment, exposure, and photoresist
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development to carve small holes on the photoresist so that the locations for
solder balls to grow are defined.

4. Electrochemical plating: This step plates three layers of metals. They are
Under Bump Metallization 3 (UBM 3), bump metal 1, and bump metal 2.
UBM 3 is the metal pad for the solder ball to place on. Bump metal 1 and
bump metal 2 are metals that will be used to form solder balls in later steps.

5. Photoresist stripping: This step simply removes all the photoresist.

6. Etching: The goal of etching is to remove the places of UBM 1 and UBM 2
that are not covered by UBM3, bump metal 1 and bump metal 2 so that each
bump is isolated from others.

7. Reflow: The wafer is heated, hence bump metal 1 and bump metal 2 are
melted and the metal 1-metal 2 alloy is formed. Because of surface tension,
solder “balls” are formed after the metal 1-metal 2 ally cools down. This
completes the wafer bumping process.

For the wafer bumping process there are some issues related to the manufacturing
system should be addressed:

1. The routs of product families vary:from one to another, and some of them
have re-entrant routs. Figure 2-9-is the flowchart that shows some critical
steps of wafer bumping-processtin-the real world case. As it can be seen in
Figure 2-9 (the descriptions in the parenthesis are the processes that map with
Figure 2-8), there are several routs for different product families. The first one
(indicated by number 1) does not have to go through the Pl process (coat
insulator on the wafer), and it does not have to pass the same machines for
more than one time (i.e., no re-entrance), either. For the second one (indicated
by number 2), it have to go through the Pl process, but does not have to
re-enter the same processes. The third one (indicated by number 3) has to go
through the Pl process, and it re-enters the same processes twice. This
phenomenon makes the manufacturing system complex. If the master
production schedule is not carefully tuned, the load balance of machines and
the throughput of product families would be a big problem.
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Figure 2-9 Wafer bumping process flowchart

2. Some machines have long setup times. The standard flow time of wafer
bumping process ranges between 1.05 and 6.34 days. However, some
processes, such as Pl Coating, Pl Exposure, Pl Development, and Plasma Ash
takes about 3 to 5 hours to setup for different product families. This is a great
waste in capacity comparing to the standard flow time. Therefore frequent
setup could soon use up the capacity and increase the cycle time dramatically.

3. Plating process has cup arrangement problem. The cup arrangement problem
comes from that Platers (machines that are capable of running plating process)
have different cup numbers. The cup number determines the batch size of the
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Plater. Besides, the Plater can only process one product family each time.
These properties lead to the problems that which Platers should setup for one
specific product family so that the production flow is smooth (e.g., WIPs for a
certain product family are not blocked seriously before Platers), and cycle
time is reduced.

According to the discussion above, it is obvious that wafer bumping process has
some critical problems that affect the manufacturing system seriously. Therefore how
to make good master production schedules to boost the system performance is an
important issue.
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3. The Design of the MPS system

In this chapter, problem analysis is firstly discussed in Section 3.1. Section 3.2
then gives the introduction of the design of the MPS system. Finally, Section 3.3
shows the design of the MPS system.

3.1 Problem Analysis

This thesis focuses on the wafer bumping process of BGA packaging. According
to the discussion in section 1.1 and section 2.1.1, the production characteristics of the
wafer bumping process can be summarized as follows:

1. This is almost a totally make-to-order environment. Orders come dynamically,
and the demands are customer-specific.

2. Wafer bumping process suffers from high machine setup time. Some process
such as Pl Coating, Pl Exposure, Pl Development, and Plasma Ash take about
3 to 5 hours to setup for different product families while the total flow time of
wafer bumping process only;ranges between. 1.05 and 6.34 days. It is obvious
that bad setup schedules will result tn‘low machine utilization, low throughput,
and long cycle time.

3. Some product families “must“go through-the same processes twice. This
property causes serious problemsen-machine load balance, and may result in
low due date achievement.

In the rest of this chapter, a design of MPS system is proposed to cope with the
second and third issues listed above so that a good MPS can be obtained. The MPS is
supposed to have high due date achievement and do customer order promising.

3.2 Introduction to the Design of the MPS system

Figure 3-1 is the hierarchy of the production planning system. The modules in
rectangles with white background colors are not discussed and are considered to be
known all the time. On the contrary, the modules in gray and black rectangles are of
interests. As stressed in Figure 3-1 (in black and gray background colors), this thesis
mainly emphasizes on making master production schedules (black background color).
However, to build a master production schedule, production line planning, capacity
planning, shop floor control, and order promising are covered (gray background color).
The general ideal of each modules are discussed below.
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Figure 3-1 The hierarchy of production planning system

The production line planning is required in this MPS system because the key
problem of wafer bumping process is its high setup time when switching from one
product family to another. So the MPS system adopts the concept of Virtual
Production Line (VPL) to do the production line planning and prevent the system
from over setup. VPLs can be classified as dedicated VPLs and mixed VPLs. A
dedicated VPL is a sequence of machines that is virtually organized as a flow
production line, and is fully dedicated to a specific product family [8][12][15].
However, it is hard to divide up the machines among product families exactly
according to the throughput target. Thus mixed VPLs are required to work on the jobs
that can not be fulfilled by dedicated VPLs (A mixed VPL is a VPL that can produce
several kinds of product families, and setups for different product families at demand).
Although setup time can be dramatically reduced by dividing bottleneck machines
into dedicated and mixed VPLs, there is still a problem. That is, mixed VVPLs often
suffer from low utilization due to frequent setup. Consequently, how to optimize the
performance of mixed VPLs is a matter of concern, and this issue is solved in the
MPS module.
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After the VPLs are allocated, the capacity planning takes place to determine how
many and which orders are assigned for a dedicated/mixed VPL as the input of the
MPS module.

Under this research environment, the core of the MPS module is to reduce the
setup frequency of mixed VPLs and to decide the production sequence of product
families (it is called the setup schedule in this thesis) so as to minimize the time
wasted on setup while the due dates of orders are still fulfilled. In order to accomplish
the minimization task, when to setup and which product families share a mixed VPL
should be taken into consideration at the same time. Therefore, a mixed integer
programming (MIP) model is developed to solve this problem.

After the master production schedule is made, the acceptability of an incoming
new order can be evaluated by the order promising module, and the dispatching of lots
are handled by the shop floor control module. This completes the production
planning.

In the following section, a complete and detailed production planning solution is
presented.

3.3 Production Planning Design

Figure 3-2 is the flowchart of production planning. It classifies the 5 modules
mentioned in section 3.2 into 4 parts:

The inputs,

Production line allocation module,

Capacity planning and MPS generation module, and
Order promising and shop floor control module.

A w bR

The concepts of the 4 parts are discussed in the following paragraphs.
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Figure 3-2 Flowchart of production planning procedure

The production target and resource/process information shown in the Figure 3-2 are
the inputs of this system, and they are supposed to be available and up to date all the
time. The production target includes the due dates and quantity of each product family
for confirmed orders, quoted orders, and forecast orders during the planning horizon.
Resource/process information includes machine capability, machine setup times, and
processing times for product families.

With the input data in hand, the MPS system starts with Virtual Production Line
(VPL) allocation and rough cycle time estimation (see Section 3.3.1) In this stage, the
approximated cycle time is calculated first so that the latest start times of orders can
be obtained. According to the latest start times, the aggregate capacity demand of each
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product family within the planning horizon can be computed by calculating the
capacity demand for bottleneck resource. Then dedicated and mixed VPLs are
determined according to the capacity demand of each product family.

Once the VPLs are decided, the manufacturing system is already simplified into
dedicated VPLs and mixed VPLs. Because there is no setup on dedicated VPLs, the
setup schedule of mixed VPLs is what should be emphasized on to elevate the system
performance. Therefore, master production schedule generation (see Section 3.3.2)
takes the capacity demand and mixed VPLs settings as the input for a mixed integer
programming (MIP) model to determine the optimal setup time points and the
production sequence of mixed VPLs so that the number of setups is minimized while
the due date requirements are kept. After the optimal setup schedule is generated, the
daily allocated capacity for each product family can be calculated simply. Till now, a
“blank MPS” (a MPS that only has the information of allocated capacity but the order
information) with optimal capacity allocation is obtained. Hence the next step of this
procedure is to “fill out the blank” with orders according to their latest start time. By
this way, the MPS is guaranteed to have high due date achievement.

When a new order is coming, new order. acceptability evaluation (see Section
3.3.3) is required. New orders can‘be divided into two categories by whether their due
dates are specified or not. If a new order-has a specified due date, the new order and
the confirmed orders are mixed and the: production sequence is re-scheduled by
forward scheduling technique to see if-the"new order can be completed in time. If a
new order comes without a specified due date,.a forward scheduling technique is also
applied to calculate the earliest time that the new order can be completed without
making confirmed orders late.

Finally this thesis presents a simple dispatching rule to schedule jobs so that the
production flow is smooth and the load of machines is balanced. (see Section 3.3.4).

The following procedure lists all stages that are required to complete the
production planning.

Stage 1. Virtual Production Line (VPL) allocation and rough cycle time estimation.
According to the production target, determine the bottleneck resource, and
roughly approximate cycle time. Then decide how many bottleneck
machines form a VPL for each product family, and which product families
share a bottleneck machine (i.e. a mixed VPL).

Stage 2. Check if the capacity demand for current product mix can be fulfilled or not.
If yes, continue to Stage 3, else output the unfulfilled quantity as the
feedback to adjust production target.

Stage 3. Generate master production schedule. Use a MIP model to make setup
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schedule and fill in orders to generate MPS.

Stage 4. Check if the capacity demand under current product mix can be fulfilled. If
yes, continue to Stage 5, else output the unfulfilled lots as the feedback to
adjust production target.

Stage 5. New order acceptability evaluation. When a new order arrives, use forward
scheduling to check if the due date of the new order can be fulfilled or not
according to the MPS generated in Stage 3 and the estimated cycle times. If
yes, insert the new order into the confirmed order list, else reject the new
order.

Stage 6. Daily production scheduling. Use the master production schedule generated
in Stage 3 to make daily production schedules. Stop this procedure.

In the following sections, all the building blocks, namely the VVPL allocation and
rough cycle time estimation, master production schedule generation, new order
acceptability evaluation, and daily production scheduling, are discussed in detail.

3.3.1 VPL Allocation and Rough'Cyclé Time Approximation

Because the key problem of:waferibumping process is its high setup time when
switching from one product family to another, the'concept of Virtual Production Line
(VPL) is adapted to prevent the-system from frequent setup. VPLs can be classified as
dedicated VPLs and mixed VPLS: A dedicated VVPL is a sequence of machines that is
virtually organized as a flow production-ling,“and is fully dedicated to a specific
product family [8][12][15]. Therefore a dedicated VPL will not setup for different
product family so that the total setup time is decreased.

However, it is hard to divide up the machines among product families exactly
according to the production target. Thus mixed VPLs are required to work on the jobs
that can not be fulfilled by dedicated VPLs (A mixed VPL is a VPL that can produce
several kinds of product families, and setups for different product families at
demand).

Therefore this section lists five algorithms that are used to determine the
allocation of dedicated VPLs, mixed VVPLs, and non-bottleneck machines:

Select bottleneck machine group (Section 3.3.1.1).
Rough cycle time approximation (Section 3.3.1.2).
Dedicated and mixed VVPLs allocation (Section 3.3.1.3).
Non-bottleneck machines allocation (Section 3.3.1.4).

M w bR

Figure 3-3 shows the whole picture of VPL allocation and rough cycle time
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approximation. Each algorithm is described in detail from section 3.3.1.1 through
3.3.1.4.

Inputs

Resource Production
constraints target

Section 3.3.1.1

Select bottleneck machine group

l Section 3.3.1.2

Rough cycle time approximation

l Section 3.3.1.3

Dedicated and mixed VPLs allocation

l Section 3.3.1.4

Non-bottleneck machines allocation

Virtual Production Line Allocation and
Rough Cycle Time Estimation (sec. 3.3.1)

Figure 3-3 VPL allocation and rough cycle time approximation

3.3.1.1 Select Bottleneck Machine Group

According to theory of constraints (Goldratt, 1988), the maximum performance of
a system is defined by its weakest part [2][9][13]. Thus, finding out the system
bottleneck is necessary to address the most important part of the manufacturing
system. In the system of interest, setup time affects the system performance seriously,
and the number of allowable setups is then taken as the index of selecting bottleneck.
If a machine group can only afford the least number of setups, it would not be able to

setup too many times or WIPs will build up quickly in front of it.
Hence the goal of this algorithm is to search for the machine group that can afford

the least number of setups so that the system bottleneck is defined.

Algorithm 3-1 Select bottleneck machine group

Step 1. Calculate total capacity of machine group g during the planning horizon,
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CTotal,. CTotal, is the total available capacity of machine group g during

the planning horizon with 5% capacity reserved as the protective capacity.

CTotal, =CMach, x NM ; x95%xDxB,_ , 1)

for all machine group g.
Step 2. Calculate spare capacity of machine group g during the planning horizon,

CSpare, .

DPQ, =) DOQ; (2)
i

Cspare, =CTotal, - 3"(P, , xDPQ, xNP, , ), (3)

f

for each machine group g.

Step 3. Calculate expected setup time, SExp,. SExp, is the expected time spent

on each setup for machine groupig during the planning horizon.

opp _ DPQx NPy @
*" 7> (DPQ, x NP,

f

S (DPP, %S )
_ flef
SExp, = Z DPP, ( x SBRP. :

oef

(5)

for each machine group g.
Equation (5) adopts the concept of conditional probability to compute the

DPP, ..
expected setup time. ——%— is the probability that product family f’

> DPP,,

Sef

appears when the other product family f definitely not appears. Hence

S (DPP, . xS, ()

DPP, , x= is the expected setup time.
> DPP,,

oef

Step 4. Calculate allowable maximum setups for machine group g during the

planning horizon, NAMS .

NAMS = CSpare, /SExp, , (6)
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for each machine group g whose SExp, >0.

Step 5. Sort NAMS, in ascending order, and set the machine group which belongs

the first one of the sorting list to be the bottleneck, BMG . Stop this
algorithm.

3.3.1.2 Rough Cycle Time Approximation

For approximating cycle times, the concept of block-based cycle time estimation
algorithm (BBCT) [5] is adopted. BBCT classifies the factors that cause queue times
before each machine as load factors and batch factors. The queue time caused by load
factors is due to the demand of incoming lots, and can be estimated through queuing
model. On the contrary, the queue time caused by batch factors is due to the need for
accumulating lots until the quantity in front of the batch machine is larger than the
minimum batch size, or due to the peak load caused by batch release.

For wafer bumping process, the system can be generalized as Figure 3-4. As
Figure 3-4 shows, the total queue time in front of each machine can be calculated by
adding the load related (denoted.by solid triangles) and batch related (denoted by solid
rhombuses) queue times.

Batch machine

(Plater)
<«—— Serial machines —», <«—— Serial machines —,
7 N
7N FY YN \x; ’’N FY FY Y .
AR AR AR KX\ A TR AR AR
Ak Ak = LhMA

A Queue time cause by load factors

‘ Queue time cause by batch factors

Figure 3-4 Queue time cause by load and batch factors
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In the following algorithm, M/M/c queuing model” is adopted to approximately
estimate the load related queue time. Then, the batch related queue time is calculated

by estimating the mean time for waiting B, WIPs to arrive (B, is the minimum

batch size of machine group g), and the mean time for processing the peak load due to
batch release. Finally, sum up queue times and the net flow time of processes to get
the approximated cycle time.

Step 1.

Step 2.

Step 3.

Algorithm 3-2 Rough cycle time approximation

Calculate the average number of dedicated machines for each product family

of each machine group, ANDM .

: (7)
ANDM  , =[DPP, , xNTM |

for each product family f and each machine group g which has to setup for
different product families.

ANDM_ ; =NTM (8)

for each product family f and each machine group g which does not have to
setup for different product families.
Calculate the service rate of'eachi machine group g for product family f

during the planning horizon, SR, .

B, DPP,, xNTM
SR, =—% x— & e 9)
“7p ANDM _ ,

g,f

for each machine group g and product family f.
Calculate the lot arrival rate of each machine group g for product family f

during the planning horizon, AR, ;. It can be obtained according to how

many times a lot of product family f passes the machine group g.

“ Note that, because this system has re-entrant processes, the arrival of lots in front of machines is
complex, and can be treated as independent. Moreover, the processing times of the machines are not
affected by the arrival sequence and the type of lots. Thus it is confident to say that the service time is
independent.

35



Step 4.

Step 5.

Step 6.

Step 7.

3" (DPQ, xNP, ;)

T T N ()

for each machine group g which does not have to setup for different product
families.

_ DPQ, xNP,

ot uxp (11)

for each product family f and machine group g ¢ @ which has to setup for

AR

different product families.
Calculate the utilization of each machine group g for product family f,

UTI

g.f-

AR
0.1 (12)

uTl,, = :
SR, ; x ANDM

for each machine group g and product family f.
Calculate the probability that:there-is no WIP of product family f before

machine group g, PZ_ .

-1

r=0 r!

_ANDf,f_l (ARg’f /SRg,f )r } o+

PZ, = , (13)

ANDM
AR, 1 1
SR, ANDM t) AR,

ANDM _  x SR,

for each machine group g and product family f.

Calculate the WIP level of machine group g for product family f, 7 ..

PZ,  x(AR, , /SR, "o xUTI,
(ANDM 1L-uTl ]

LQy¢ = ; (14)

for each machine group g and product family f.
Calculate the queue time of the product family f in front of machine group g

caused by load factors, QTL, ;.

LQ, ;
QTL, , =—2%—, 15
0.f AR, (15)
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Step 8.

Step 9.

for each machine group g and product family f.

Calculate the total processing time of each product family f, TPT, .

TPT, = Z P ;. (16)

gemy
where 7, is a set which contains all the machine groups that product family

f should go through to complete its processes.
Calculate the mean queue time of each product family f before the batch

machine (namely, the Platers) caused by batch factor, QTB,.; .

Pyt Pyt Py
et g et (B, 1)
ANDM ., | | ANDM,,, ANDM .

B , (17)

9

QTB, ; =

_ (Bg —l)x Pg',f
2% ANDMg.]f

for each product family f;
where g is the batch machine group, and, g* is the machine group with least

spare capacity whose operation lies before g.

Step 10. Calculate the mean queue time ofeach product family f caused by the peak

load due to the batch process, QTR - QTP, ; is obtained by calculating

the peak load related waiting time of WIPs in front of the critical serial

machine group (the machine group whose UTI  ; is the highest among the

machine groups whose route is after the batch machine).
QTP B 1|xP, ., for each product family f (18)
=| ———-1|xP,, u ily f,
“' | ANDM,, of P y

where g’ is the batch machine group and g is the critical serial machine group
whose route is after the batch machine group.

Step 11. Calculate the total queue time of each product family f before machine group

g, QT;.

QT, :{ D QTL,  xNP, J+

{g'.9"}

QTB,., jx NP, , +max{QTL

: (19)

max {QTL QTP,., |xNP,..

g.f " g"t
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for all product family f,
where g’ is the batch machine group, and g” is the critical machine group
whose route is after the batch machine group.

Step 12. Calculate the approximated cycle time of product family f, CT, .

CT, =TPT, +QT, . (20)

3.3.1.3 Dedicated and Mixed VVPLs Allocation

This algorithm uses the proportional perspective to allocate dedicated and mixed
virtual production lines (VPLs) instead of allocating exact number of bottleneck
machines according to the demand of each product family. The reason is that using the
proportional perspective to allocate VPLs will assign more bottleneck machines for
dedicated VVPLs than actual need. This strategy will minimize the request for setup
since dedicated VVPLs do not setup at all. The following algorithm lists all the steps.

Algorithm 3-3 Dedicated and mixed VVPLs allocation
Step 1. Calculate the number of bottleneck machines which is allocated for dedicated

VPLs, NDBM;.

NDBM , =| DPP,,,. ; x NTMigJifor-each product family f. (21)

Step 2. Calculate the number of bottleneck machines which is allocated for mixed
VPLs.

NBMV =NTMy,; —> NDBM, , (22)
f

3.3.1.4 Non-bottleneck Machines Allocation

The non-bottleneck machines can be further divided into two categories: the ones
that do not need setup, and the ones that requires setup when switching between
different product families. The former does not need to be paid attention to because no
matter how the product families changes, there is no waste on capacity. However, the
later does need some strategy to avoid over setup although the problem is not as
serious as bottleneck machines. Consequently, this algorithm follows the proportional
perspective to allocate non-bottleneck machines but in a rough way. It first sorts the

product families according to the proportion (i.e., DPP, ; xNTM () that should be
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assigned to, and uses “the largest the first” rule to determine which product families
share a non-bottleneck machine. For example, if there are three product families, say,
product family A, B, and C, are going to be assigned to two non-bottleneck machines,
and are expected to be assigned 0.8, 0.7, and 0.5 machines, respectively. Because
product family A has the largest ratio, it is firstly assigned to the non-bottleneck
machine 1 (see Figure 3-5 (a)). Then product family B is assigned to the
non-bottleneck machine 2 because non-bottleneck machine 2 has the most capacity
left (see Figure 3-5 (b)). However, when allocating product family C, there is not
enough capacity left to fulfill the demand of product family C. Therefore 0.3 of
product family C is assigned to the non-bottleneck machine 2 first (see Figure 3-5 (¢))
because the non-bottleneck machine 2 has the most capacity left. Then assign the rest
0.2 of product family C to the non-bottleneck machine 1 (see Figure 3-5 (d)). It
completes the non-bottleneck machines allocation.

Non-bottleneck 1 | 0.8 |

Non-bottleneck 2 | |
(a)

Non-bottleneck 1 | 0.8 | |

Non-bottleneck 2 | 0.7 | |
(b)

Non-bottleneck 1 | 0.8 | |

Non-bottleneck 2 | 0.7 | 0.3 |
(c)

Non-bottleneck 1 | 0.8 | 0.2 |

Non-bottleneck 2 | 0.7 | 0.3 |
(d)

[] Product family A [ ] Product family B [] Product family C

Figure 3-5 Non-bottleneck machines allocation

Algorithm 3-4 Non-bottleneck machines allocation

Step 1. Set the normalized spare capacity, NSpare equal to 1 for all machine m

gm

in all machine group g.
Step 2. For each non-bottleneck machine group g that need to setup for different
product families, do Step 3 through Step 8, else do nothing and start
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Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

allocating the next machine group. If all machine groups are assigned, stop
this algorithm.

Sort all product families according to NNM  ; in descending order. Where

NNM is given below.

g,f

NNM, ; =DPP, ; xNTM , for each fand g. (23)

g.f1

Pick product families one by one according to the order obtained in Step 3,
do Step 5 through Step 8 for each product family. If all product families are
assigned, go back to Step 2 for the next machine group.

Search for the machine m* in machine group g that has the most normalized
spare capacity left.

If the normalized spare capacity of the machine m* is larger or equal to

NNM go to Step 7, else go to Step 8.

g.f
Assign the capacity of machine:m*:ito.the product family f, and substrate the

capacity of the machine:m* by xNNM .. . Put the product family finto 7 ..

T represents which-product-families are-assigned for machine m* in the

g.m*

machine group g currently. Go back to-Step 4 for the next product family.
Assign all the spare capacity of the machine m* to product family f, and set
the normalized spare capacity of the machine m* to 0. Put the product family

finto 7 Substrate NNM  ; by the capacity assigned to it, and go to

g'm*.

Step 5 to allocate the unassigned demand of product family f. z .

represents which product families are assigned for machine m* in the
machine group g currently.

3.3.2 Master Production Schedule Generation

When making a master production schedule, it is important to consider the due
dates of orders and the setup requirements at the same time to improve due date
achievement and minimize total setup time. Hence a mixed integer programming
(MIP) model is developed to derive the optimal setup schedules with the concern of
due date and setup requirement. As Figure 3-6 shows, this module is completed by
applying a MIP model on the mixed VPLs to derive the optimal setup schedule so that
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the allocated capacity for each product family for each day is obtained to generate the
MPS. Section 3.3.2.1, and 3.3.2.2 discuss them in detail.

Inputs
Bottleneck Roughly Dedicated Mixed
machine estimated VPLs VPLs
group cycle time allocation allocation
\ \ \ |
. . R Setup schedule for
Mixed VPLs setup scheduling Y mixed VPLs
|
i Master Production
Generate master production schedule Y Schedule
Master Production Schedule Generation Outouts
(sec. 3.3.2) P
A /

Figure 3-6 Master Production Schedule generation

3.3.2.1 Mixed VPLs Setup-Scheduling
This algorithm uses the due dates of orders and cycle time, CT,, to derive the

latest start time of product families of each order. Then basing on the latest start time,
a forward scheduling procedure takes place to fill the unassigned capacity of
dedicated VPLs and identifies how much work needs to be done on mixed VPLs.
Finally, the setup schedule is generated by solving a mixed integer programming (MIP)
model.

Algorithm 3-5 Mixed VPLs setup scheduling

Step 1. Shift the due date of the product families of orders earlier for CT,

according to the product family they belong to, so that the shifted due date of

product family f of order j, SDDO, ; is obtained.

SDDO, ; =DDO, ; -CT,; + »P, ;, (24)

ge®
for each order j and product family f where ® is a set which contains the
machine groups that products have to be processed on before the most
utilized machine group.
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Step 2.

Step 3.

Step 4.

Step 5.

Calculate the latest start time of each product family of each order, LST;,

P

g,f
NP .. (25
NTngDPPg,f]x o (29

LST,, =DDO, , -CT, -(DOQ, , —1){

for each order j and product family f.

where g is the machine group such that UTI ; is the highest.

g.f

In this equation,
NTM, x DPP,

is the average processing time of product

family f on the bottleneck machine group. Thus

P
nx o x NP, ; denotes the time required to process all n
NTM, x DPP, ‘

lots of product family f of order j on the bottleneck machine. However when

P
of xNP, ; should be
NTM , xDPP, | ’

calculating LST, , (DOQj]f—l)x(

P

o xNP,,  Because
NTM , x DPP, '

used  instead  of DOQj; x(

DDO,;  —-CT, already contains the processing time on the capacity

constrained machine.

Sort LST, inascending order for each product family f.

According to the sorted list generated in Step 3, assign the capacity of the
bottleneck machines of dedicated VPL to orders from the start of the
planning horizon (note that the product family type of the order must be
match the product family which the VVPL dedicates for). If there is capacity of
product family f of order j that can not be fulfilled by the dedicated VPL

before SDDO; ,, set the unfulfilled capacity as DSCM;; (DSCM, is

set to zero if there is no unfulfilled capacity).

List all job orders (f and j) with DSCM ; > 0. Then sort them in ascending

order according to their shifted due date, SDDO,; (note that if there are
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Step 6.

two f and j pairs have the same shifted due date, assign the same due date
serial number ddsn for them.). According to the sorted list, assign the

numbering of ddsn, to each f and j pair from 1 on.
Solve the MIP model below. The detailed description is placed after this
algorithm. Here, only the formulas are listed.

Constants:
NDDSN :

NBMYV :
MWH :
SEXPgyc
SDDOD,, :

DSCMD,, ; :

BM :
SS :
BValue

Variables:

SUF)F)ddsn,l,f :

ISI:)ddsn,l,f :

MINS ., -

DOF,

dsn,l,j *

ISGddsn,l,f :

The maximum number for sequencing due dates of all
orders;

Total number of product families;

Total number of mixed VPLs;

Maximum work hour during a day;

Expected setup time of bottleneck machine group BMG ;
Shifted due date for the order with due date serial number
ddsn;

Demand of product family f of order j that is during
DDP,

Positive infinity;

dsn ?

Super.small positive real number;
A positive real number used to limit the difference of the
allocated capacity.

The capacity supply of mixed VPL | for product family f
during DDP,

dsn 7

A binary variable. 1 denotes SUPP,,., >0, O denotes

dsn,I,

SUPPddsn,I,f =0;

Minimum setups of mixed VPL | during DDP,,, ;

A binary variable. 1 denotes the production of product
family f is not joined with the production of the same
product family of the previous due date period,
DDP,,,, to reduce setup;

A binary variable. 0 denotes the production of product
family f of DDP,,, isimpossible to be used for reducing
setup with the production of the same product family of

dsn
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NOPFddsn,I,f :

ISNddsn,l,f :

NSdesn,l :

Obijective:

DDP,,,- Thatis, SUPP ,, xSUPP, ,; =0;

The number of product families that SUPP,, ;>0 on

mixed VPL | during DDP,
itself;

except the product family

dsn

A binary variable. O denotes NOPF,, , ; =0. 1 denotes

NOPFddsn,I,f > 0 ;

Number of saved setups from the start of planning horizon
to SDDOD,, -

NDDSN NBMV F

maximize

Z Z SUppddsn,l,f

ddsn=1 =1 f=1

Subject to:
ddsn NBMV ddsn
> > SUPP. ; =D IDSCMD ¢ , for-all fand ddsn ; (26)
ddsn'=1 I=1 ddsn'=1
(ISP s —1)x BM +sS<SUPP, . < ISP, ; xBM , 27)
forall ddsn’,f 'and |; where 1=12,..., NBMV ;
MINdesn,l :Z ISPddsn,I,f -1, (28)
f
forall ddsn and I; where 1=12,..., NBMV ;
ISF,, ; =0, forall f, and I; where 1=12,...,NBMV ; (29)
ISP + ISP
ISPygent ¢ + 1SPysn a1t =1 1SG g ¢ S( doend.! > ddsnil’l'f), (30)
forall ddsn, f, and |; where 1=12,..., NBMV ;
F
NOPFddsn,l,f :(lepddsn,l,f}_ ISPddsn,I,f ) (31)
f'=1
forall ddsn, f, and |; where 1=12,..., NBMV ;
(ISNygens ¢ —1)x BM +55 < NOPF,.., ; <ISNyy,, s XBM (32)

forall ddsn, f, and |; where 1=12,..., NBMV ;
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Step 7.

Step 8.

Step 9.

DOFddsn,I,f < ISGddsn,l,f ' (33)

forall ddsn, f, and |; where 1=12,..., NBMV ;

Z DOFddsn,I,f 2 (Z ISGddsn,l,f j_l' (34)
f f

forall ddsn, and I; where 1=12,..., NBMV ;

DOFddsn,I,fZ (ISGddsn—l,l,f - DOFddsn—l,I,f )"‘

, (35)
(ISGddsn,l,f _1)+(|8Nddsn—l,l,f _1)
forall ddsn, f, and |; where 1=12,..., NBMV ;
ddsn
NSdesn,I = z ZISGddsn',l,f - DOFddsn',I,f ) (36)
ddsn'=1 f
forall ddsn, and |; where 1=12,..., NBMV ;
ddsn
( Z ZSUPPddsn'I fj"‘
ddsn'=1 f v
ddsn (37)
D MINS 4 |+ (ddsn—1)=NSS b, 1% SEXDg 6
ddsn'=1
< MWH x SDDOD,,,,
forall. ddsn, and Iy where 1=12,..., NBMV ;
[Zzsuppddsn,l,f - Z DSCMDddsn,f j_
ddsn | ddsn (38)

[ZZSUPPMSW -> DSCMDddsn'f.j < BValue
ddsn | ddsn

For all product family f and f7;

From the last due date period (i.e.,ddsn = NDDSN ) to the first one, do Step
8.

Mark the product family f whose DOF,,; is zero and ISGy,,; is 1 as

the first product family to be processed during DDP,,,. Mark the product
family f of DDP,,, , as the last product family to be processed. The
sequence of other product families during DDP,,,, is not important since it

has no impact on the total setup time.
Record the sequence and allocated capacity of product families together with
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the time points of setups to generate the setup schedule of mixed VPLs.

The main concept of the MIP model presented in Step 6, Algorithm 3-5 is
discussed below.

ddsn  NBMV ddsn

> > SUPP,., = D DSCMDy,  , forallfand ddsn; (26)

ddsn'=1 1=1 ddsn'=1

This inequality is used to satisfy the demand requirement. It uses the concept
of “rolling schedule” to constrain that the total supply before SDDOD,,, must be
larger or equal to the total demand before due date SDDOD,, .

Take Figure 3-7 for example, there are three orders: 100 product A are due on
day 1; 200 product B are due on day 3; 100 B product B are due on day 4.

= B, 200 B, 100
ddsn =1 ddsn =2 ddsn=3
SDDOD; = 1 SPDOD, = 3 SDDOD; = 4

Figure 3-7 An example of using concept of rolling schedule

For this case, inequality (26) generates the following inequalities:

SUPP,, >100 (39)
SUPP, >0 (40)
SUPP, , + SUPP, , >100+0 (41)
SUPP,, +SUPP, , > 0+200 (42)
SUPP, , + SUPP, , + SUPP, , >100+0+0 (43)
SUPP,, +SUPP, , + SUPP, ; >0+ 200+100 (44)
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Inequality (39) and (40) means that there must be at least 100 units capacity
allocated for product family A and 0 unit for product family B before day 1 (ddsn =
1); Inequality (41) and (42) means that there must be at least 100 units capacity
allocated for product family A and 200 units for product family B before day 3
(ddsn = 2); Inequality (43) and (44) means that there must be at least 100 units
capacity allocated for product family A and 300 units for product family B before
day 4 (ddsn = 3).

It is obvious that the inequalities gradually “roll” from the start to the end of
the planning horizon. Therefore the orders are guaranteed not to be late for the due
dates.

(ISPgns s 1)} BM +8s <SUPP,., ; < ISPy, ; xBM (27)

for each ddsn, f, and I; where 1=12,..., NBMV ;

This inequality is used to determine whether product family f will be produced

during DDP,,, on line I. In order:to digitize. ISP, ; , a positive infinity (BM)

dsn
and a super small real number |(ss) -are 'used.-There are two conditions of

SUPP,,, ; - either greater than or,_equal t0.0. When SUPP, , ; >0, ISP, ;
must be equals to 1 so that both the right-hand side (SUPP,,,, ; < ISP, ; xBM)
and the left hand side ((ISPddsn‘lyf —1)>< BM +ss <SUPP,,, ;) of the inequality
hold. When SUPPR,; =0, ISP, ; must be equals to 0. The reason is that if

ISP,4n1 ¢ =1 while SUPPR, =0, SUPP,  ; must be lager than ss. It is

impossible for the digit O being larger than a positive real number.

MINdesn,l :Z ISPddsn,I,f -1, (28)
f

foreach ddsn and I; where 1=12,..., NBMV ;

This equation calculates the minimum number of setups during DDP,,,, on

dsn
line I. The minimum number of setup is the number of product family types that
will be produced minus 1 during DDP,

dsn *
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ISR, ; =0, forall f, and I; where 1=12,...,NBMV ; (29)

This equation initializes the ISP, ,, of the “dummy” due date period (i.e.,

dsn,l,

ddsn=0).

ISP ISP ) ~1<1SG < (ISPddsn,l,f + ISF)ddsn—l,l,f ), (30)
ddsn,I, f ddsn-1,1, f ddsn,I, f 2

forall ddsn, f, and |; where 1=12,..., NBMV ;

This inequality is used to compute ISGy,, . I1SGy,,; denotes if the

production of product family f of DDP,,, is possible to be joined with the
production of the same product family of DDP,,, ,. There are four combinations

Of ISI:)ddsn,l,f and ISPddsn—l,l,f : 1) ISPddsn,l,f :0 and ISI:)ddsn—l,l,f :0 ' 2)
ISPddsn,I,f =1 and ISPddsn—l,I,f =0, 3) ISPddsn,I,f =0 and ISPddsn—l,I,f =1, 4)
ISPy r =1 and ISP, ; =L .~“Only~the fourth combination will make

ISGyy,, s =1 since only if there is production of product family f during both

DDP,,, and DDP,,, , isitpossible to reduce a setup.

F
NOPFddsn,l,f :(lepddsn,l,f}_ ISPddsn,I,f ' (31)
=1

forall ddsn, f, and |; where 1=12,..., NBMV ;

This equation simply calculates how many product families will be produced
during DDP,,, except the product family f itself.

dsn

(ISN g0 1 —1)x BM +55 < NOPF,.., ; <ISNyy,, s XBM, (32)

forall ddsn, f, and |; where 1=12,..., NBMV ;

48



This inequality applies the same technique as inequality (27) to digitize

NOPF,.,, ; - The reason why SN, is required will be discussed in inequality

(35).

DOFddsn,I,f < ISGddsn,l,f ' (33)

forall ddsn, f, and |; where 1=12,..., NBMV ;

DOF,,,; together with ISG, ; denote if the production of product

family f is used to join with the production of the same product family of previous

due date period, DDP,, , to reduce setup. When ISG,, ; =0, it is impossible

for the production of product family f to join with the production of the same

product family of DDP,, , . Therefore DOF,, ; must be 0 when

ISG 4, ¢ =0. However, when= ISG g, ¢ =1 the=production of product family f
can either join with the production of the same product family of DDP,,, , or not.

Thus, when 1SG,, ; =1, DOFg,, " canbe either 0 or 1. With these analysis, it

is obvious that DOF,, , ; must be smaller or equal to 1SG,, ; -

Z DOFddsn,I,f 2 (Z ISGddsn,l,f j_l' (34)
f f

forall ddsn, and I; where 1=12,..., NBMV ;

Because there can only be 1 type of product family’s production that joins with
the production of the same product family of two adjacent due date period,

Z DOF,,, ; Mmust be larger or equal to [z NICH j—l.
f f
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DOFddsn,I,fZ (ISGddsn—l,l,f - DOFddsn—l,I,f )"‘

(ISGddsn,l,f _1)+(|8Nddsn—l,l,f _1) (35)

,forall ddsn, f, and |; where 1=12,..., NBMV ;

This inequality is used to determine if DOF,,, ; can be switch from 1 to 0.

That is, decides if the production of product family f of DDP,,, will be joined
with the production of the same product family of DDP,,, ,. The right hand side
of the inequality can be divided into two parts:

(ISGddsn—l,l,f - DOFddsn—l,I,f )+ (ISGddsn,l,f _1) and (ISNddsn—l,l,f _l)-

(1SGugen 11 1 = DOF 11 1 )+ (1SGyn, s —1) means that when the production of

product family f of DDP,,, , is used to join with the production of the same
product family of DDP,,, ,, the production of product family f of DDP,,, can
not join with the production of product family f of DDP,, ,. That is because it is
impossible for the production of product family fof DDP,, , to join with two the
same product family’ production of DDP, . 5 and DDP, at the same time.

Hence (ISGddsn_l’,vf - DOFddsn_l'llf) limits”DOF s to be 1 when the production
of product family f of DDP,,, ;is.already used to reduce setup. However when

ISG 4, s =0, it is impossible to set DOF,,,, ; to be 1 since there is no common

product family between DDP,,,, and DDP,, . So (ISGddsnylyf —1) is added to

the inequality.

Unfortunately, there is still a situation needed to be taken into consideration.
For example, when three due date periods, DDP,, ,, DDP,,, and DDP,
all contain product family f, and, In addition, DDP,,,, only contains product

family f (i.e., (ISNddsn_l’,vf =0)). Under this situation, either DOF or

DOF4, 5, ¢ Will be 0 without adding (ISNddsn_lllvf —1) to the inequality. That is

because the production of product family f of DDP,,, , can only join with one of
the production of the product family f of DDP,,,, , or DDP, . However it is
incorrect since there is only one product family during DDP,,, ,, and both the
production of product family f of DDP,,, , and DDP,,, can join with it. Hence
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if 1SNy 1, =0, it is necessary to add (1SN, ., —1) to the inequality so that

this miscalculation can be avoid.
Table 3-1 list all possible combinations of the binary variables. It can be

observed from this table that: 1) when 1SG,,; is 0, DOF,, is set to be 0;
2) when ISGy, ; is 1, DOFy, ; can be either O or 1 except 3) when

ISN gsn11. 1 =1, 1SGyyq 4, s =1 and DOFy ., =0, DOF,,  ; can only be 1.

Therefore, using formula (35), (36), and (37), this MIP model has the ability to

obtain the correct DOF,, ;.

Table 3-1 The possible combinations of the binary variables

ISGddsn,l,f 0 1

ISNddsn—l,I,f 0 1 O 1

ISGussnasr |0 1 |0 1 0 1 0 1

DOFygayr (OO 1]0]|0|1] O 0 1 0 |0

DOFy4en1,1 0 0[{1{0|1|0|1]0 10 1

ddsn'=1 f

ddsn
NSdesn,I :[ Z ZISGddsn',l,f - DOFddsn',I,fJ’ (36)

for all ddsn, and I; where |1=12,.... NBMV ;

This equation calculates how many setups are saved because of the
combination of the production of product family between two adjacent due date

periods. When ISGy,,; =1 and DOF,,  ; =0, the production of product

family f will be joined with the production of the same product family of
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DDP,,, . Because only when there is a combination between two adjacent due

date periods, DOF,,, ; changes from 1 to 0. Therefore, this calculates how many

pairs that 1SGy,,,, ; =1 and DOF,,, ; =0 toobtain NSS, .

ddsn
( Z ZSUPPddsn',I,f J"‘
ddsn'=1 f

ddsn
(( > MINS .., j +(ddsn —1)— NSS 460, J X SEXPgyc (37)

ddsn'=1

< MWH x SDDOD,,,

forall ddsn and I; where 1=12,..., NBMV ;

Again this inequality applies the “rolling” concept to constrain that the sum of
supply and total setup time can not exceed maximum capacity available. Where

ddsn
(( ZMINdesn.,,]Jr(ddsn—l)— NSdesny,j denotes-the total number of setups. Hence

ddsn'=1

ddsn
(( ZMINdesn,Y,jJr(ddsn—l)— NSdeSn,IjXSEXpBMG represents the total setup time.

ddsn'=1

MWH xSDDOD,,,, is the maximum “total available capacity before due date
period ddsn.

[ZZSUPPddmf — > DSCMDyq, ¢ j_
ddsn | ddsn

[ZZ SUPPygen. ¢ — Z DSCMDddsn'f-j < BValue

ddsn | ddsn

, (38)

For all product family f and f7;

This inequality is used to balance the surplus supply between the productions
of product families so that no product family’s allocated capacity is too tight.

(ZZSUPPMWf —ZDSCMDddsn'fJ denotes the total surplus supply of

ddsn | ddsn
product family f. Hence the left hand side is the difference of the total surplus
supply of two product families. BValue is a positive real number used to limit the
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difference of the total surplus supply of two product families. The smaller BValue
is, the more balance the surplus supply between product families is.

The following paragraphs use an example to show how the binary variables in

Step 6 of Algorithm 3-5 work together to find the optimal setup schedule. Table 3-2
lists all the information.

Table 3-2 An example of searching for optimal setup schedule

ddsn 0 1 2 3

Corresponding
. -1-|-lA|B|C|-/B|C|A|B]-

product family
ISPyssn 1 o|{ojof1|1]|1|0|1|2]|1]1]0
1SG yesn 1. o|ojoflo|o|O|0|1]|2]|0]1]0
DOF 0.1, 00401040 |0/0[1|0]0]0]|0
Optimized Sequence A,B,C C,B B,A

The second column is a_ “‘dummy”—ddsn ,.since it contains nothing but
initialization data. The first row of‘Table 3-2 is the.due date period serial number.
The third row shows which product family is scheduled to be produced (i.e.,

SUPP,,.; >0) during each due date period. For instance, ISP,,, =0 while

ISP,,, =1 and ISP,,, =1 because product family A will not be produced during the

second due date period. This row is generated by inequality (27).

The fourth row denotes which product family’s production during DDP,,,, can

dsn

be joined with the production of the same product family of DDP,,, ,. Take the third

due date period for example, only I1SG,,, equals to 1 because there is no other

product family’s production of the second due date period can be joined together to
reduce setup except product family 2. This work is done by inequality (30).
The fifth row shows if the production of a product family is free to join with the

product of the next due date period. For example, DOF, ,=0 because the

production of product family C of the second due date period will join with the
production of product family C of the first due date period following the optimal setup
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schedule. On the contrary, DOF,,, =1 because the production of product family B

of the second due date period will not join with the production of product family B of
the first due date period and is free for the combination with the production of product
family B of the third due date period. Formula (33) through (35) set the conditions for

deriving DOF, , .
Right after DOF,, ., Iis generated, equation (36) simply calculates how many

product families whose 1SG,,; =1 and DOF, ,; =0 (i.e., the production of

product family f will join with the production of the same product family during the
previous due date period) so that the number of saved setup is derived by scheduling
the production of the same product type continuously across the two consecutive due
date period.

3.3.2.2 Generate Master Production Schedule

After obtaining the setup.:schedule, Algorithm 3-6 calculates the allocated
capacity of each product family in'the dedicated and mixed VPLs for each day. By
this way, a “blank” MPS is obtained. Then fill out the “blank” MPS with orders so
that a complete MPS is made.

Figure 3-8 is an example that demonstrates ‘how Algorithm 3-6 works. As Figure
3-8 shows, the total allocated capacity of product family A (Figure 3-8 (c)) is the sum
of the capacity provided by dedicated and mixed VPLs (Figure 3-8 (a) and Figure 3-8
(b)) minus the capacity used for setup and other product families. After the total
capacity of each day is obtained, MPS is done by filling all the capacity with orders

according to their latest start time, LST; ;.
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(c) Total Capacity of Dedicated and Mixed VPL for Product Family A

|:| Capacity which is allocated. fer product family A provided by dedicated VPL
|:| Capacity which is allocated for praduct family’A provided by mixed VPLs
|:| Capacity which is allocated for product family B:provided by mixed VPLs
. Capacity which is consumed: by setup

Figure 3-8 Total capacity that is-allocated for a product family

Algorithm 3-6 Generate master production schedule

Step 1. According to the setup schedule generated in Algorithm 3-5, sum up the
allocated capacity of mixed VPLs for each product family that need to go

through the bottleneck machine on each day so that CMPSM ; , is obtained.

Note that, between two adjacent product families on a mixed VPL, there is a
setup with setup time equals to  SEXpy,,s . (The setup time is considered as a

waste of capacity).
Step 2. Calculate the sum of the allocated capacity for product family f of day d,

CMPS, .

CMPS, , =CMPSM , , + NDCM , x CMach, x0.95, (45)

for each product family f and day d. Where g is set to be BMG if product
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family f has to go through the bottleneck machine else g is set to be the

machine group gex, st UTI :max{UTIg.vf}.

g'emy
Step 3. Sort all orders according to LST,; ; inascending order. Assign CMPS, ; to

product family f so as to meet the capacity demand for orders (i.e.,

DOQ; ¢ x NPgyc 1 X Payg,¢ ) from the start of the planning horizon.

3.3.3 New Order Acceptability Evaluation

The goal of the new order acceptability evaluation is to determine whether a
newly coming order can be accepted or not quickly and accurately. Generally new
orders can be classified into two categories according to whether there are specified
due date. If a new order comes without a specified due date, an estimation of what is
the order’s earliest possible completion time should be given for due date promise.
Otherwise, if the new order has a specified due date, it is necessary to check if the due
date can be achieved without delaying any cenfirmed orders. The basic idea of
Algorithm 3-7 is that: re-fill in the “blank” MPS obtained in Section 3.3.2.2 with both
confirmed orders and the new order: The steps of Algorithm 3-7 are listed below.

Algorithm 3-7 New.order acceptability evaluation

Step 1. For each product family f of the new order, do Step 2.
Step 2. If the new order has specified due date then go to Step 3, else go to Step 5.
Step 3. Calculate the latest start time of each product family of the new order,

LSTyew ¢ -

LSTNEW,f = DDONEW,f _CTf -
P

g,f

NTM , x DPP, ,

, for each f of the new order.(46)
(DOQNEW,f —l)x o.f

Where g ez, isthe machine group such that UTI ; is the highest among
all machine groups in =, .
Step 4. According to LST; ,, sort all orders including confirmed orders and the new

order in ascending order. Initialize the MPS by setting CMPS, ;, equalsto 0
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Step 5.

Step 6.

for all f and d. Then, assign CMPS, ; for product family f so as to meet the

capacity demand of each order including the new order from the start of the
planning horizon. If there is any order (either confirmed or the new order)
which can not meet the due date after scheduling, reject the new order with
the specified due date, else accept the new order. If all product families of the
new order are scheduled, stop this algorithm.

Set the latest start time of each product family f of the new order, LST,g, ;,

to be the smallest one among all orders (confirmed orders and the new order).

LSTyew ¢ = m_in{LSTj'f }—1, for each j and f. (47)
J

This manipulation is used to guarantee that the product families of the new
order have the highest priority when allocating capacity.

According to LST, (, sort all orders including the new order in ascending
order. Initialize the MPS hy setting  CMPS , equals to 0 for all f and d.

Then, assign CMPS, 5 for product-family f so as to meet the capacity

demand of each order (confirmedrorders and the new order) from the start of
the planning horizon. Search for the start time t* of the confirmed order
which is the first one that is not tardy, and its sequence is after all tardy

confirmed orders. Reply the time point t*+CT, —P, ; (Where gen; is
the machine group such that UTI ; is the highest among all machine group

in 7, .) as the earliest possible completion time for the product family of the

new order. If all product families of the new order are evaluated, stop this
algorithm.

The idea of this step is that: when the capacity allocation priority of all the
product families of the new order is set to be the highest, other confirmed
orders might suffer from insufficient capacity and might be late for their due
date. However, when it comes to the time t*, there must be sufficient capacity
supply to absorb the demand of the new order and the confirmed orders
before time point t*. Therefore, if the capacity demand of the new order is
put right before time point t*, and all the demands of confirmed orders are
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moved earlier, all orders including the new order can meet their due dates.

3.3.4 Daily Production Scheduling

In this thesis, the constant WIP (CONWIP) rule is adopted for controlling work
order releasing. The CONWIP rule keeps the WIP quantity (or, say, WIP level) the
same all the time during manufacturing. Another issue is that this is a re-entrant
manufacturing system, it is important to balance the WIPs of the same stage (stage is
the times that a lot has passed the bottleneck machine) or the production flow will be
chaotic. Therefore the dispatching rule firstly categorizes the WIPs before the
bottleneck machines by their stage. Then select the earliest arrived job which is in the
category with the most WIPs. By this way, the bottleneck machine will not process the
lots of a specific stage too much during certain time period. Algorithm 3-8 shows the
steps of daily production scheduling.

Algorithm 3-8 Daily production scheduling

Step 1. Arrange release sequence farjob orders according to the master production
schedule generated in Section 3.3:2:

Step 2. Calculate the constant WIP level,-“CONWIP, , for each product family f.

According to Little’s law,  CONWIP, can be computed by calculating the

following equation.

DPQ,
CONWIP, =|—
X

xCT, 1 , for each product family f. (48)

Step 3. Keep the WIP level of each product family f in the system equals to

CONWIP; during manufacturing.

Step 4. If the product belongs to the product family that does not re-enter the
bottleneck, apply first in first out (FIFO) dispatching rule to the bottleneck
machines that is assigned to process the product, else select the lot with the
following rule: 1) Categorize lots before the bottleneck machines according
to their stage. 2) Calculate the number of lots of each category. The category
with the most lots is set to be the candidate category. 3) Pick out the earliest
arrived lot in the candidate category as the one being processed next.

Step 5. Apply FIFO dispatching rule to all non-bottleneck machines. Stop this
algorithm.
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4. Experimental Results

In order to test the effectiveness of the MPS system, this chapter firstly explains
the system environment, including the information about machines, product families,
and production routes. Then a case is presented to show the implementation of the
production planning procedures. Finally, a statistical analysis is applied to evaluate the
performance of the MPS system.

4.1 System Environment

In this section, the information about planning horizon, machines, product
families, and production routes are shown in Section 4.1.1 through Section 4.1.3.

4.1.1 Planning Horizon

Because the planning horizon must be larger than the cycle time, the planning
horizon is set to be 63 days.

4.1.2 Machines

Table 4-1 is the information about“the machines in the manufacturing system.
There are 6 properties:

1. Sputter is the only batch machine in this system, and it has batch size equals
to 12. Sputter will process lots only when the number of WIPs in front of it
exceeds or equals to 12.

2. Pl Coating, Pl Exposure, Pl Developing, Plasma Ash-Pl, and Sputter have to
setup when switching lots between different product families.

3. The protective capacity is set to be 5% of the total capacity for each machine.

4. The machines work 24 hours a day, 7 days a week. That is, CMach, , =24

for all g and m.
5. The machines never fail.

Table 4-1 Machine information

L Setup
. Processing time . Batch
Machine group g | NM, Time )
(hour) size (lot)
(hour)
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IQC 1 8 4 0 1
Scrubber-1 2 9 5 0 1
PI Coating 3 9 55 3 1
Pl Exposure 4 6 55 5 1
P1 Developing 5 9 5 3 1
Plasma Ash-PI 6 8 4 3 1
Sputter 7 6 6 2 12
Photo Coating 8 12 6.5 0 1
Photo Exposure 9 17 10 0 1
Photo Developing | 10 11 5 0 1
Plating 11 11 6.5 0 1
Stripping 12 9 0 1
Scrubber-2 13 9 0 1
Fl 14 8 4.5 0 1
0QC 15 8 5 0 1

4.1.3 Product Families and Production Routes

There are 4 product families in the system.'As Figure 4-1 shows, product family 1
do not need to go through PI processes (Pl Coating, Pl Exposure, Pl Developing and
Plasma Ash-PI); Product family 2 and product family 3 need to go through all the
process once but with different recipes; Product family 4 need to go through 1QC,
SPU, PI to Etch and then re-enter SPU to finish its second layer. Table 4-2 lists the
number of visits of each product family to all machine groups.
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Figure 4-1 Product families and their routes

Table 4-2 Number of visits of product families to machine groups

Machinegroup | g | NP, | NR,, | NP, | NP,
IQC 1 1 1 1 1
Scrubber-1 2 1 1 1 2
Pl Coating 3 0 1 1 2
Pl Exposure 4 0 1 1 2
P1 Developing 5 0 1 1 2
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Plasma Ash-PI 6 0 1 1 2
Sputter 7 1 1 1 2
Photo Coating 8 1 1 1 2
Photo Exposure 9 1 1 1 2
Photo Developing | 10 1 1 1 2
Plating 11 1 1 1 2
Stripping 12 1 1 1 2
Scrubber-2 13 1 1 1 2
Fl 14 1 1 1 1
0QC 15 1 1 1 1
4.2 Case Study

This section gives a case to demonstrate how the MPS system works. The
information about the orders is listed in Table 4-3.

Table 4-3 Orderinformation

Product Total number| Order due date
Order number .
Family: of lots (day)
1 1 100 18
2 1 140 33
3 1 129 48
4 1 123 63
5 2 40 12
6 2 140 27
7 2 65 33
8 2 83 43
9 2 66 51
10 2 79 57
11 2 67 65
12 3 54 20
13 3 79 33
14 3 33 41
15 3 55 49
16 3 47 55
17 3 22 60
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18 3 58 69
19 4 42 17
20 4 45 28
21 4 45 39
22 4 32 44
23 4 61 59
24 4 51 68

4.2.1 Production Line Allocation Module

This module aims to determine the production line allocation, including:

1. How many bottleneck machines are assigned for a specific product family to

form a dedicated VPL,

2. How many bottleneck machines are assigned to be mixed VPLs,
3. Which product families are allowed to be processed on a non-bottleneck
machine that need to setup for different product families.

The production line allocation module has:two. stages, the first stage estimates
cycle times and the allocation of VVPLs, then the second stage checks if the demand is
within the capacity limit. Section 4.2.1:1-and; Section 4.2.1.1 present the detailed

computation.

4.2.1.1 Stage 1: VPL Allocation and Rough Cycle Time Approximation

This stage firstly defines the bottleneck machine group so that the cycle time of
each product family can be approximated. Then basing on the defined bottleneck

machine, all VPLs are allocated.

4.2.1.1.1 Select Bottleneck Machine Group

In this section, the machine group Pl Exposure and product family 2 is considered

as the default example.

Step 1. Calculate total capacity of machine group g during the planning horizon,

CTotal .

CTotaIg = CMaChg x NM ; x95% x D x Bg ,
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Because the planning horizon is 63 days, D is set to be 63. For example,
CTotal, =24x6x95% x63x1=28618.4 hours. Table 4-4 lists the total capacity for
all machine groups.

Table 4-4 Total capacity for all machine groups

Machine group g | Number of machines | CTotal, (hour)
IQC 1 8 11491.2
Scrubber-1 2 9 12927.6
P1 Coating 3 9 12927.6
Pl Exposure 4 6 8618.4
P1 Developing 5 9 12927.6
Plasma Ash-PI 6 8 11491.2
Sputter 7 6 8618.4
Photo Coating 8 12 17236.8
Photo Exposure 9 17 24418.8
Photo Developing 10 11 15800.4
Plating 11 11 15800.4
Stripping 12 9 12927.6
Scrubber-2 13 9 12927.6
Fl 14 8 11491.2
0QC 15 8 11491.2

Step 2. Calculate spare capacity of machine group g during the planning horizon,

CSpare, .

DPQ, => DOQ; (2)
j

Cspare, =CTotal, - 3" (P, , xDPQ, xNP, , ), ©)

f

for each machine group g.

Firstly, DPQ, should be calculated. For example,

DPQ, =(40+140+65+83+66+79+67) =540. Table 4-5 lists the total demand of
the 4 product families during the planning horizon.
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Table 4-5 Total demand of product families during the planning horizon

Product family | DPQ; (lot)

492
540
348
276

AW IN|PF

Then, Calculate CSpare, . For example,

CSpare, =8618.4—(5.5x492x0+5.5x540x1+5.5x348x1+5.5x 276 x 2)
=698.4
Table 4-6 lists all the spare capacity of all machine groups.

Table 4-6 Spare capacity of machine groups

Machine group g .4 Processing.time (hour) | CSpare, (hour)
IQC 1 4 4867.2
Scrubber-1 2 5 3267.6
PI Coating 3 55 5007.6
Pl Exposure 4 55 698.4
P1 Developing 5 5 5727.6
Plasma Ash-PI 6 5731.2
Sputter 7 6 7652.4
Photo Coating 8 6.5 4678.8
Photo Exposure 9 10 5098.8
Photo Developing 10 5 6140.4
Plating 11 6.5 3242.4
Stripping 12 5 3267.6
Scrubber-2 13 3267.6
Fl 14 4.5 4039.2
0QC 15 5 3211.2

Step 3. Calculate expected setup time, SEXxp, .
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—_— DPQ, x NP, , @
** 3 (DPQ, xNP, , )’

f

3 (DPP, . xS, ()
_ flef
SExp, = Zf: DPP, ; x S o

oef

: (5)

for each machine group g.

For example,
DPP,, = 540>1 =0.375
“ 492x0+540x1+348x1+276x1

Table 4-7 lists all of them.

Table 4-7 The demand for product families on each machine group

Machine group g DPP,, DPP, , DPP,, DPP, ,
IQC 1 0.2971: | 0.3261 0.2101 0.1667
Scrubber-1 2 0.2547 | 0.2795 0.1801 0.2857
PI Coating 3 0:0000-+-0.3750 0.2417 0.3833
Pl Exposure 4 0.0000 | .0.3750 0.2417 0.3833
PI Developing 5 0.0000"“|" 0.3750 0.2417 0.3833
Plasma Ash-PI 6 0.0000 | 0.3750 0.2417 0.3833
Sputter 7 0.2547 | 0.2795 0.1801 0.2857
Photo Coating 8 0.2547 0.2795 0.1801 0.2857
Photo Exposure 9 0.2547 0.2795 0.1801 0.2857
Photo Developing 10 | 0.2547 0.2795 0.1801 0.2857
Plating 11 | 0.2547 | 0.2795 0.1801 0.2857
Stripping 12 | 0.2547 | 0.2795 0.1801 0.2857
Scrubber-2 13 | 0.2547 | 0.2795 0.1801 0.2857
Fl 14 | 0.2971 | 0.3261 0.2101 0.1667
0oQC 15 | 0.2971 | 0.3261 0.2101 0.1667

SExp, = 0+0.375x 0+0.2417x5+0.3833x5
0+0.2417+0.3833
0.2417 % 0+0.375x5+0.3833x5 03833 0+0.375x5+0.2417 x5 _s

0+0.375+0.3833 0+0.375+0.2417
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Table 4-8 lists all the expected setup times for all machine groups.

Table 4-8 Expected setup times for all machine groups

Machine group g | SExp,
IQC 1 0
Scrubber-1 2 0
Pl Coating 3 3
Pl Exposure 4 5
Pl Developing 5 3
Plasma Ash-PlI 6 3
Sputter 7 2
Photo Coating 8 0
Photo Exposure 9 0
Photo Developing 10 0
Plating 11 0
Stripping 12 0
Scrubber-2 13 0
Fl 14 0
0QC 15 0

Step 4. Calculate allowable maximum setups for machine group g during the

planning horizon, NAMSg .
NAMS = CSpare, /SExp, , (6)

for each machine group g whose SExp, >0.

For example, NAMS, :%=139.68

Table 4-9 lists the maximum setups for machine groups whose SExp, >0.
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Table 4-9 Maximum setups for machine groups

Machine group g | SExp,
Pl Coating 3 | 1669.20
Pl Exposure 4 139.68
P1 Developing 5 1909.20
Plasma Ash-PI 6 1910.40
Sputter 7 3826.20

Step 5. Sort NAMS, in ascending order, and set the machine group which belongs

the first one of the sorting list to be the bottleneck, BMG . Stop this
algorithm.

Because Pl Exposure has the smallest allowable maximum setup time, BMG is
set to be Pl Exposure.

4.2.1.1.2 Rough Cycle time’Approximation

In this section, the machine-group PI.Exposure and product family 2 is considered
as the default example.

Step 1. Calculate the average number of dedicated machines for each product family

of each machine group, ANDM ;.

Case 1: for each product family f and each machine group g which has to

setup for different product families.
, (7)

ANDM  , =|DPP, , xNTM_ |

Case 2: for each product family f and each machine group g which does not

have to setup for different product families.

ANDM ; =NTM (8)
For example, because Pl Exposure has to setup for different product families, it
belongs to case 1. ANDM,, =[0.375x6 |=3. However, because IQC do not have to

setup for different product families, it belongs to case 2. ANDM,, =8
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Table 4-10 list the average number of dedicated machines for each machine group

and product family.

Table 4-10 The average number of dedicated machines

Machine group g ANDMng ANDI\/lg‘2 AND|\/|§L3 ANDMM
IQC 1 8 8 8 8
Scrubber-1 2 9 9 9 9
P1 Coating 3 0 4 3 4
Pl Exposure 4 0 3 2 3
P1 Developing 5 0 4 3 4
Plasma Ash-PI 6 0 3 2 4
Sputter 7 2 2 2 2
Photo Coating 8 12 12 12 12
Photo Exposure 9 17 17 17 17
Photo Developing 10 11 11 11 11
Plating 11 11 11 11 11
Stripping 12 9 9 9 9
Scrubber-2 13 9 9 9 9
Fl 14 8 8 8 8
0QC 15 8 8 8 8

Step 2. Calculate the service rate of each machine group g for product family f

during the planning horizon, SR, .

B, DPP,xNTM,
SRy s = X ' :
P ANDM

g,f

for each machine group g and product family f.

For example, SR,, = S—EX&?’SXB =0.13636.

(9)

Table 4-11 lists the service rate of all machine groups and product families.
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Table 4-11 Service rate of each machine group and product family

Machine group g SRy SR, SR, 5 SR, 4
IQC 1 0.25 0.25 0.25 0.25
Scrubber-1 2 0.2 0.2 0.2 0.2
PI Coating 3 0 0.1534 0.1318 0.1568
Pl Exposure 4 0 0.1364 0.1318 0.1394
P1 Developing 5 0 0.1688 0.145 0.1725
Plasma Ash-PI 6 0 0.25 0.2417 0.1917
Sputter 7 1.528 1.677 1.0807 1.7143
Photo Coating 8 0.1538 0.1538 0.1538 0.1538
Photo Exposure 9 0.1 0.1 0.1 0.1
Photo Developing 10 0.2 0.2 0.2 0.2
Plating 11 | 0.1538 0.1538 0.1538 0.1538
Stripping 12 0.2 0.2 0.2 0.2
Scrubber-2 13 0.2 0.2 0.2 0.2
Fl 14 | 0:2222 0.2222 0.2222 0.2222
0QC 15 0.2 0.2 0.2 0.2

Step 3. Calculate the lot arrival rate 0f-each-machine group g for product family f

during the planning horizon, 7AR.¢

Case 1: for each machine group g which does not have to setup for different
product families.

3" (DPQ, xNP, ;)

AR, =— 1D : (10)

Case 2: for each product family f and machine group g which has to setup for

different product families.
DPQ, x NP, ,

@' 24xD

AR (11)

For example, because Pl Exposure has to setup for different product families, it
540x1

belongs to case 2. AR, , = =0.3571. However, because IQC does not have to

setup  for  different product families, it belongs to case 1.
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AR, = 492x1+540%x1+348x1+276x1 _1.0952
‘ 24x 63
Table 4-12 lists all the arrival rate of each machine group g for product family f

during the planning horizon.

Table 4-12 The arrival rates

Machine group g AR, AR, AR, , AR, ,
IQC 1 1.0952 1.0952 1.0952 1.0952
Scrubber-1 2 1.2778 1.2778 1.2778 1.2778
P1 Coating 3 0 0.3571 0.2302 0.3651
Pl Exposure 4 0 0.3571 0.2302 0.3651
P1 Developing 5 0 0.3571 0.2302 0.3651
Plasma Ash-PI 6 0 0.3571 0.2302 0.3651
Sputter 7 0.3254 0.3571 0.2302 0.3651
Photo Coating 8 1.2718 1.2778 1.2778 1.2778
Photo Exposure 9 1.2778 1.2778 1.2778 1.2778
Photo Developing 10 1.2778 1.2778 1.2778 1.2778
Plating 11 1.2778 1.2778 1.2778 1.2778
Stripping 12 |=.1.2778 1.2778 1.2778 1.2778
Scrubber-2 13 | 1.2778 1.2778 1.2778 1.2778
Fl 14 | 1.0952 1.0952 1.0952 1.0952
0QC 15 | 1.0952 1.0952 1.0952 1.0952

Step 4. Calculate the utilization of each machine group g for product family f,

UTI

g.f "

AR
0.1 (12)

uTl,, = :
7SR, , x ANDM_

for each machine group g and product family f.

For example, UTI,, = 03571 _ 0.8726

0.1364x3
Table 4-13 lists the utilization of each machine group g for product family f.
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Table 4-13 The utilizations

Machine group g uTl,, UTl, , UTI, UTl, ,
IQC 1 0.5476 0.5476 0.5476 0.5476
Scrubber-1 2 0.7099 0.7099 0.7099 0.7099
P1 Coating 3 — 0.582 0.582 0.582
Pl Exposure 4 — 0.873 0.873 0.873
P1 Developing 5 — 0.5291 0.5291 0.5291
Plasma Ash-PI 6 — 0.4762 0.4762 0.4762
Sputter 7 0.1065 0.1065 0.1065 0.1065
Photo Coating 8 0.6921 0.6921 0.6921 0.6921
Photo Exposure 9 0.7516 0.7516 0.7516 0.7516
Photo Developing 10 | 0.5808 0.5808 0.5808 0.5808
Plating 11 | 0.7551 0.7551 0.7551 0.7551
Stripping 12 | 0.7099 0.7099 0.7099 0.7099
Scrubber-2 13 | 0.7099 0.7099 0.7099 0.7099
Fl 14 | .0.6161 0.6161 0.6161 0.6161
0QC 15 |= 0.6845 0:6845 0.6845 0.6845

Step 5. Calculate the probability. that-therevis: no WIP of product family f before

machine group g, PZ .
— ; -1
AND%EiJl(ARg'f/SRg’f) .
=0 rl
Pzg,f - ANDM ¢ , (13)
AR, 1 1
SR, ¢ ANDM 1) AR,
ANDM _  xSR_

for each machine group g and product family f.

For example,
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(0.3571/0.1364)° .\ (0.3571/0.1364) .\ (0.3571/0.1364)

2
+

o u

0.3571)°(1 1
0.1364) (31, 0.3571

3x0.1364

PZ,,=

2!

=0.0326

Table 4-14 lists the probability that there is no WIP in front of each machine

group g for product family f.

Table 4-14 The probability that there is no WIP in front of machine groups

Machine group g PZ,, PZ,, PZ,, PZ,,
IQC 1 0.0123 0.0123 0.0123 0.0123
Scrubber-1 2 0.0015 0.0015 0.0015 0.0015
PI Coating 3 — 0.0903 0.1564 0.0903
PI Exposure 4 = 0.0326 0.0678 0.0326
P1 Developing 5 = 0.1148 0.19 0.1148
Plasma Ash-PI 6 =y 0.2285 0.3548 0.1446
Sputter 7 0.8075 0.8075 0.8075 0.8075
Photo Coating 8 0.0002 0.0002 0.0002 0.0002
Photo Exposure 9 0 0 0 0
Photo Developing 10 | 0.0017 0.0017 0.0017 0.0017
Plating 11 | 0.0002 0.0002 0.0002 0.0002
Stripping 12 | 0.0015 0.0015 0.0015 0.0015
Scrubber-2 13 | 0.0015 0.0015 0.0015 0.0015
Fl 14 0.007 0.007 0.007 0.007
0oQC 15 | 0.0039 0.0039 0.0039 0.0039

Step 6. Calculate the WIP level of machine group g for product family f, z_ .

o PZ, , x(AR, , /SR J"™Mor xUTI,
o (ANDM, Je-uTI, , f

for each machine group g and product family f.
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0.0326%(0.3571/0.1364)° x 0.873

—5.2928
(3!)(1-0.873)°

For example, LQ,, =

Table 4-15 lists the WIP level for each machine group g for product family f.

Table 4-15 The WIP levels

Machine group g LQy4 LQ,. LQg LQq .4
IQC 1 0.1109 0.1109 0.1109 0.1109
Scrubber-1 2 0.6367 0.6367 0.6367 0.6367
P1 Coating 3 — 0.3683 0.4623 0.3683
Pl Exposure 4 — 5.2928 5.5951 5.2928
P1 Developing 5 — 0.229 0.3022 0.229
Plasma Ash-PI 6 — 0.1927 0.2793 0.1376
Sputter 7 0.0024 0.0024 0.0024 0.0024
Photo Coating 8 0.3883 0.3883 0.3883 0.3883
Photo Exposure 9 3.0356 3.0356 3.0356 3.0356
Photo Developing 10 |= 0.0995 0.0995 0.0995 0.0995
Plating 11 | 0.9087 0.9087 0.9087 0.9087
Stripping 12 |- 0.6367 0.6367 0.6367 0.6367
Scrubber-2 13 | 0.6367 0.6367 0.6367 0.6367
Fl 14 | 0.2519 0.2519 0.2519 0.2519
0QC 15 | 0.5354 0.5354 0.5354 0.5354

Step 7. Calculate the queue time of the product family f in front of machine group g

caused by load factors, QTL, ;.

L
QTL, = Aﬁw , for each machine group g and product family f. (15)
g,f
5.2928
For example, QTL,, =————=14.8198.
Ple. QThaz2 =4 3571

Table 4-16 lists the queue time of the product family f in front of machine group g
caused by load factors.
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Table 4-16 The queue time caused by load factor

Machine group g QTL,, QTL,, QTL,, QTL, ,
1IQC 1 0.1013 0.1013 0.1013 0.1013
Scrubber-1 2 0.4983 0.4983 0.4983 0.4983
Pl Coating 3 0 1.0313 2.0086 1.0089
Pl Exposure 4 0 14.8198 24.3096 14.4976
Pl Developing 5 0 0.6411 1.3131 0.6272
Plasma Ash-PlI 6 0 0.5395 1.2135 0.3769
Sputter 7 0.0075 0.0068 0.0106 0.0067
Photo Coating 8 0.3039 0.3039 0.3039 0.3039
Photo Exposure 9 2.3757 2.3757 2.3757 2.3757
Photo Developing 10 0.0779 0.0779 0.0779 0.0779
Plating 11 0.7112 0.7112 0.7112 0.7112
Stripping 12 0.4983 0.4983 0.4983 0.4983
Scrubber-2 13 0.4983 0.4983 0.4983 0.4983
Fl 14 0.23 0.23 0.23 0.23
0QC 15 0.4888 0.4888 0.4888 0.4888

Step 8. Calculate the flow time of each'product family f, TPT,.

TPT, = Z P (16)

gers
where 7, is a set which contains all the machine groups that product family

f should go through to complete its processes.

Take product family 2 for example,
TPT,=4+5+55+55+5+4+6+6.5+10+54+6.5+5+5+4.5+5=82.5
TPT, =62.5

TPT, =825

TPT, =151.5

Step 9. Calculate the mean queue time of each product family f before the batch

machine caused by batch factor, QTB,. .
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Pg.f F’g.f F’g.f
—_— |+ 2 +"A«Bg—l _—
ANDMg.f ANDMg.f ANDMg.f
QTB, = ' ' ’
g Bg , (A7)
_ (Bg _1)X Pg',f
2><ANDMg.]f

for each product family f; where g is the batch machine group, and g' is the
machine group with least spare capacity whose operation lies before g.

Take product family 2 for example, g=7 and g'=4

oTB, , = (12-1)xP,, (12-1)x55 _13.4444
“ 2xANDM,, 2x3

QTB,, =3.0556
QTB, , = 20.8621
QTB,, =13.1522

Step 10. Calculate the mean queue time of ‘each product family f caused by the peak

load due to the batch progcess, “QTP, -

B,
TP, . =| ————-1|xP, ., for each product family f; 18

where g’ is the batch machine group and g is the critical serial machine group
whose route is after the batch machine group.

Take product family 2 for example, g=11 and g'=7

QTR =| 7 —1|xP,, =[E—ljx6.5=0.5909090909
2" | ANDM,,, 2l

QTP,;, =0.5909090909
QTP ; =0.5909090909

QTP , =0.5909090909
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Step 11. Calculate the total queue time of each product family f before machine group

g, QT;.

QT, =[gg%“£ngyf x NP, J+ | 19)

max{QTL,.;,QTB,., jx NP, , + max{QTL,. ,,QTP,., |xNP,.,

for all product family f; where g’ is the batch machine group, and g” is the
critical machine group whose route is after the batch machine group.

Take product family 2 for example, g'=7 and g''=11

QT, = [ ZQTLMJ + max{QTLm ,QTB, , }+ maX{QTLn,z ' QTP11,2}

ge{7,11}

2.3757 +0.0779 +0.4983+ 0.4983 + 0.23+ 0.4888
max{0.0068,13.4444}+ max{0,7112,0.5909}
=36.2598

QT, =8.8392
QT, =55.4904
QT, =70.0728

B (0.1013+ 0.4983+1.0313+14.8198+0.6411+0.5395+0.3039 +J N

Step 12. Calculate the estimated cycle time of product family f, CT, .

CT, =TPT, +QT,, (20)

Take product family 2 for example, CT, =82.5+36.2598=118.7598 hours
CT, =71.3392 hours

CT,; =137.9904 hours

CT, =221.5728 hours

4.1.1.1.1 Dedicated and Mixed VPLs Allocation
Step 1. Calculate the number of bottleneck machines which is allocated for dedicated

VPLs, NDBM,.
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NDBM , =|DPP,q ; x NTM g, |, for each product family f. (21)

Take product family 2 for example, NDCM, =|0.375x6 |=|2.25]=2
NDCM, =0
NDCM, =1
NDCM, =2

Step 2. Calculate the number of bottleneck machines which is allocated for mixed
VPLs.

NBMV = NTM g, — > NDBM, , (22)
f

NBMV =6—(0+2+1+2)=1.

4.1.1.1.2 Non-bottleneck Machines Allocation
Step 1. Set the normalized spare capacity, NSpare, , , equal to 1 for all machine m

in all machine group g.

Step 2. For each non-bottleneck machine group g that need to setup for different
product families, do Step 3 through” Step 8, else do nothing and start
allocating the next machine group. If all machine groups are assigned, stop
this algorithm.

Step 3. Sort all product families according to NNM  ; in descending order. Where

NNM,  is given below.

NNM  ; =DPP,  xNTM ,, for each f and g. (23)

g.f?

Take PI Coating and product family 2 for example, NNM,, =0.38x9=34.2.

Table 4-17 list the expected number of non-bottleneck machines that is allocated
for product family f during the planning horizon.
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Table 4-17 Expected number of non-bottleneck machines

Machine group g NNM NNM , NNM NNM
PI Coating 3 3.42 2.16 3.42
P1 Developing 5 0 3.42 2.16 3.42
Plasma Ash-PI 6 0 3.04 1.92 3.04
Sputter 7 15 1.68 1.08 1.74

Step 4. Pick product families one by one according to the order obtained in Step 3,
do Step 5 through Step 8 for each product family. If all product families are
assigned, go back to Step 2 for next machine group.

Follow the steps, the allocation of non-bottleneck machines is obtained as Table
4-18 shows.

Table 4-18 The allocation of non-bottleneck machines

Machine g | m Assign Assign Assign Assign
group forf=1 | forf=2 | forf=3 | forf=4
1 \%
2 \Y
3 \Y
4 Vv V
PlCoating | 3 | 5 \%
6 v
7 v
8 \ Vv
9 \
1 \Y
2 \
3 \Y
4 Vv V
Pl
Developing > |5 M
6 Vv
7 v
8 Y Vv
9 \
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1 \Y;
2 \Y;
3 \Y;

Plasma 6 4 \Y Vv

Ash-PI 5 Vv
6 Vv
7 \Y
8 \ %
1 Y
2 \ %

Sputter 7 3 M
4 Vv V
5 Vv
6 \ Vv

Step 5. Search for the machine m:in machine group g that has the most normalized

Step 6.

Step 7.

Step 8.

spare capacity left.

If the normalized spare capacity of ‘the machine m is larger or equal to

NNM go to Step 7, else go to Step. 8.

g.f

Assign the capacity of machine m to the product family f, and substrate the

capacity of the machine m by NNM, . Put the product family f into 7 .

Go back to Step 4 for the next product family.

Assign all the spare capacity of the machine m to product family f, and set the
normalized spare capacity of the machine m to 0. Put the product family f

into 7. Substrate NNM  ; by the capacity assigned to it, and go to Step

5 to allocate the unassigned demand of product family f.

4.2.1.1. Stage 2: Can the Capacity Demand under Current Product Mix

be Fulfilled?
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Because there is no capacity shortage, continue to the next stage.

4.2.2 Capacity Planning and MPS Generation Module

After finishing the allocation of virtual production lines, the problem has been
simplified, and the next step is to allocate the capacity of the mixed VPLs for each
product family so that a feasible MPS with high due date achievement can be
obtained.

4.2.2.1 Stage 3: Master Production Scheduling

When making a MPS, it is necessary to take capacity demand and due date
constrains into consideration at the same time. Hence Algorithm 3-5 applies a mixed
integer programming (MIP) model to generate a setup schedule for mixed VPLs so
that the number of setup is reduced while the due date of orders can be committed.
According to the setup schedule, the allocated capacity for each product family during
each day is obtained, and the MPS is generated by filling out the capacity with the
demand of orders. Section 4.2.2.1.1yand»4.2.2.1.2 continues the case study to
demonstrate how this module works.

4.2.2.1.1 Mixed VPLs Setup Scheduling

Step 1. Calculate the shifted due date of product family f of order j, SDDO, ; .

SDDO; ; =DDO; , -CT,; + > P, ;, (24)

ge®
for each order j and product family f where ® is a set which contains the

machine groups that products have to be processed on before the most
utilized machine group.

Take product family 2 of order 5 for example,

SDDO;, = 12:00:00:00.0000 — 118.7598 hours + (4 + 5 + 5.5) hours =

6:10:44:24.7200
Table 4-19 lists all the shifted due date of orders.

Table 4-19 Shifted due date of orders

Order | Product CT, Order due date SDDO, |

number | Family (dd:hh:mm:ss)
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(hours) (dd:hh:mm:ss)
1 1 71.3392 | 18:00:00:00.0000 | 13:12:09:38.8800
2 1 71.3392 | 33:00:00:00.0000 | 28:12:09:38.8800
3 1 71.3392 | 48:00:00:00.0000 | 43:12:09:38.8800
4 1 71.3392 | 63:00:00:00.0000 | 58:12:09:38.8800
5 2 118.7598 | 12:00:00:00.0000 | 6:10:44:24.7200
6 2 118.7598 | 27:00:00:00.0000 | 21:10:44:24.7200
7 2 118.7598 | 33:00:00:00.0000 | 27:10:44:24.7200
8 2 118.7598 | 43:00:00:00.0000 | 37:10:44:24.7200
9 2 118.7598 | 51:00:00:00.0000 | 45:10:44:24.7200
10 2 118.7598 | 57:00:00:00.0000 | 51:10:44:24.7200
11 2 118.7598 | 65:00:00:00.0000 | 59:10:44:24.7200
12 3 137.9904 | 17:00:00:00.0000 | 10:15:30:34.5600
13 3 137.9904 | 30:00:00:00.0000 | 23:15:30:34.5600
14 3 137.9904 | 38:00:00:00.0000 | 31:15:30:34.5600
15 3 137.9904 | 46:00:00:00.0000 | 39:15:30:34.5600
16 3 137.9904 | 52:00:00:00.0000 | 45:15:30:34.5600
17 3 137:9904 | 57:00:00:00.0000 | 50:15:30:34.5600
18 3 137.9904 | 66:00:00:00:0000 | 59:15:30:34.5600
19 4 221.5728 1716:00:00:00:0000 | 6:03:55:37.9200
20 4 2215728 27:00:00:00.0000 | 17:03:55:37.9200
21 4 221.5728138:00:00:00.0000 | 28:03:55:37.9200
22 4 221.5728 | 43:00:00:00.0000 | 33:03:55:37.9200
23 4 221.5728 | 58:00:00:00.0000 | 48:03:55:37.9200
24 4 221.5728 | 67:00:00:00.0000 | 57:03:55:37.9200

Step 2. Calculate the latest start time of each product family of each order, LST; ,

LST,, =DDO, , —CT, -(DOQ, , —1){

P

g,f

for each order j and product family f.

xNP, ¢,
NTM, x DPP, '

where g is the machine group such that UTI ; is the highest.

Take product family 2 of order 5 for example,
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LST,, =6:10:44: 24.7200 ~118.7598 hours — (40 —1)><(

=3:01:54:24.7200

Table 4-20 Latest start time

5.5 hours
- " Ix1
2.25

Total
Order |Product Order due date LST,;
number | Family number (dd:hh:mm:ss)

of lots (dd:hh:mm:ss)
1 1 100 {18:00:00:00.0000(12:14:09:38.8800
2 1 140 [33:00:00:00.0000(26:14:31:27.9709
3 1 129 |48:00:00:00.000041:21:01:27.9709
4 1 123 |63:00:00:00.0000|57:00:34:11.6073
5 2 40 |12:00:00:00.0000|3:01:54:24.7200
6 2 140 |27:00:00:00.0000(7:21:27:44.7200
7 2 65 [33:00:00:00.0000(21:12:47:44.7200
8 2 83 _43:00:00:00.0000(29:16:47:44.7200
9 2 66: |51:00:00:00:0000|39:10:21:04.7200
10 2 79 157:00:00:00.0000|44:02:34:24.7200
11 2 67 165:00:00:00.0000|53:07:54:24.7200
12 3 54 120:00:00:00.0000|2:20:58:30.4221
13 3 79.133:00:00:00.0000|11:22:08:51.1117
14 3 33 |41:00:00:00.0000|27:04:37:49.0428
15 3 55 149:00:00:00.0000(31:17:10:55.2497
16 3 47 |55:00:00:00.0000|38:23:31:36.6290
17 3 22 160:00:00:00.0000(47:22:21:15.9393
18 3 58 169:00:00:00.0000|51:05:48:09.7324
19 4 42 |17:00:00:00.0000/-1:09:39:35.1235
20 4 45 |28:00:00:00.00008:23:59:32.7026
21 4 45 |39:00:00:00.0000|19:23:59:32.7026
22 4 32 |44:00:00:00.0000|27:14:09:58.7896
23 4 61 |59:00:00:00.0000(36:19:28:14.4417
24 4 51 |68:00:00:00.0000(47:19:17:48.3548

Step 3. Sort

LST; ; inascending order for each product family f.
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Table 4-21 Sorted list according to latest start time

Order | Product | Number Due date LST, ;
Sequence number | Family of lots (dd:hh:mm:ss)
(dd:hh:mm:ss)
1 19 4 42 16:00:00:00.0000 | -1:09:39:35.1235
2 12 3 54 17:00:00:00.0000 | 2:20:58:30.4221
3 2 40 12:00:00:00.0000| 3:01:54:24.7200
4 2 140 |27:00:00:00.0000 | 7:21:27:44.7200
5 20 4 45 27:00:00:00.0000 | 8:23:59:32.7026
6 13 3 79 30:00:00:00.000011:22:08:51.1117
7 1 1 100 |18:00:00:00.0000|12:14:09:38.8800
8 21 4 45 38:00:00:00.0000{19:23:59:32.7026
9 2 65 33:00:00:00.0000(21:12:47:44.7200
10 1 140 | 33:00:00:00.0000 |26:14:31:27.9709
11 14 3 33 38:00:00:00.0000|27:04:37:49.0428
12 22 4 32 43:00:00:00.0000|27:14:09:58.7896
13 8 2 83 43:00:00:00.0000|29:16:47:44.7200
14 15 3 5B 46:00:00:00.0000|31:17:10:55.2497
15 23 4 61 58:00:00:00.0000 |36:19:28:14.4417
16 16 3 47 52:00:00:00.0000 | 38:23:31:36.6290
17 9 2 66 51:00:00:00.0000 |39:10:21:04.7200
18 3 1 129 " " 148:00:00:00.0000 |41:21:01:27.9709
19 10 2 79 57:00:00:00.0000 |44:02:34:24.7200
20 24 4 51 67:00:00:00.0000(47:19:17:48.3548
21 17 3 22 57:00:00:00.0000(47:22:21:15.9393
22 18 3 58 66:00:00:00.0000 |51:05:48:09.7324
23 11 2 67 65:00:00:00.0000 |53:07:54:24.7200
24 4 1 123 |63:00:00:00.0000 [57:00:34:11.6073

Step 4. According to the sorted list generated in Step 3, assign the capacity of the
bottleneck machines of dedicated VPL to orders from the start of the
planning horizon. If there is capacity of product family f of order j that can

not be fulfilled by the dedicated VPL before SDDO; ;, set the unfulfilled

capacity as DSCM ;.
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Because product family 1 do not need to go through the bottleneck machine,
order 1, 2, 3, and 4 are not taken into consideration.

Table 4-22 Calculate the capacity that can not be fulfilled by dedicated VPLs

Order | Product |Number|Capacit SDDO;
Sequence number | Family | of lots de?nanc?ll ) PSEM .
(dd:hh:mm:ss)

1 19 4 42 451 |6:03:55:37.9200 | 166.1456
2 12 3 54 297 110:15:30:34.5600( 41.4904
3 2 40 220 ]6:10:44:24.7200 0
4 2 140 770 |21:10:44:24.7200 0
5 20 4 45 495 |17:03:55:37.9200 0
6 13 3 79 434.5 |23:15:30:34.5600| 122.5
8 21 4 45 495 |28:03:55:37.9200 0
9 7 2 65 357.5 |27:10:44:24.7200| 30.0196
11 14 3 33 181.5 (31:15:30:34.5600 0
12 22 4 32 352 |33:03:55:37.9200| 46
13 8 2 83 456.5 |137:10:44:24.7200 0
14 15 3 55 302.5 +/39:15:30:34.5600{ 100
15 23 4 61 671 |48:03:55:37.9200 0
16 16 3 47 258.5 |45:15:30:34.5600| 114.5
17 9 2 66 363 [45:10:44:24.7200 0
19 10 2 79 4345 |51:10:44:24.7200] 102
20 24 4 51 561 |57:03:55:37.9200| 80
21 17 3 22 121 |50:15:30:34.5600 1
22 18 3 58 319 [59:15:30:34.5600[ 103
23 11 2 67 368.5 |59:10:44:24.7200 0

Step 5. Sort all f and j pairs according to their shifted due date, SDDO,;, in

ascending order where DSCM; >0. According to the sorted list just

obtained, assign the due date serial number, ddsn, to each f and j pair from 1
on. If there are two f and j pairs have the same shifted due date, assign the
same ddsn for them.

Table 4-23 is the result of assigning the due date period.
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Table 4-23 Assigning due date period

ddsn Order PI’Odl-JCt SDDO; DSCM |,
number | Family (dd:hh:mm:ss)
1 19 4 6:03:55:37.9200 | 166.1456
2 12 3 10:15:30:34.5600| 41.4904
3 13 3 23:15:30:34.5600{ 122.5
4 7 2 27:10:44:24.7200| 30.0196
5 22 4 33:03:55:37.9200{ 46
6 15 3 39:15:30:34.5600] 100
7 16 3 45:15:30:34.5600| 114.5
8 17 3 50:15:30:34.5600 1
9 10 2 51:10:44:24.7200{ 102
10 24 4 57:03:55:37.9200{ 80
11 18 3 59:15:30:34.5600{ 103
Step 6. Solve the MIP model below:
Constants:
NDDSN : The maximum. number of due date serial number; In this
example, "NDDSN =11.
F: Total number of product families; In this example, F =3.
NBMYV Total number of mixed VPLs; In this example,
NBMV =1.
MWH Maximum work hour during a day; In this example,
MWH =24
SEXPgyc Expected setup time of bottleneck machine group BMG ;
In this example, SEXpgyc =5
SDDOD g, : Shifted due date of order with due date serial number
ddsn;
For example, SDDOD, = SDDO,, , =23:15:30:34.5600
DSCMD,. ;- Demand of product family f of order j that is during
’ DDP,,;
For example, DSCMD, , = DSCMD,, , =166.1456
BValue A positive real number used to limit the difference of the
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allocated capacity. Here BValue is set to be 10.

Obijective:
11 1

maximize Y’ ZZE’:SUPPMSMf

ddsn=1 I=1 f=1

Subject to:
ddsn 1 ddsn
D D SUPPy 1 = > DSCMD,,  , forall fand ddsn;

ddsn'=1 I=1 ddsn'=1

(ISP,gns s 1)} BM +88 <SUPP,., ; < ISPy, xBM ,
forall ddsn,f, andI; where |1=1;
MINS .| :ZS:ISPddsnvlyf -1,
f=1
forall ddsn andl; where |=1;

ISP, ; =0, forall f, and I, where |=1;

ISP, + ISP
ISPyasn, ¢ + 1SPyssns1,r —L=18G figqu S( = 2 ddSH“)’

forall ‘ddsn, f, and |; where 1=1;

3
NOPFddsn,l,f = (Z ISPddsn,I,f'J— ISPddsn,I,f 1
f'=1
forall ddsn, f, and I; where |=1;
(ISNygens 1 —1)x BM +55 < NOPF,,.., ; <ISNyyo, s XBM

forall ddsn, f, and I; where 1=1;

DOFddsn,I,f < ISGddsn,l,f '

forall ddsn, f, and I; where 1=1;

3 3
Z DOFddsn,I,f 2 (z ISGddsn,l,f j_l'
f=l f=1

forall ddsn, and I; where |=1;

DOFddsn,I,fZ (ISGddsn—l,l,f - DOFddsn—l,I,f )"‘
(ISGddsn,l,f _1)+(|8Nddsn—1,l,f _1)

,forall ddsn,f, and |; where 1=1;
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ddsn

NSdesn,I :( z Z ISGddsn',l,f - DOFddsn',I,f J’ (36)
ddsn'=1 f
for all ddsn, and |; where |1=1;
ddsn 3
( Z ZSUPPddsn'I fj"‘
ddsm=1 f—1 "
ddsn (37)
D MINS 4 |+(ddsn—1)— NSS 41, | % SEXPgys
ddsn'=1
< MWH x SDDOD,,,,
for all ddsn, and |; where |1=1;
11 1 11
[ ZSUPPddsn,I,f - z DSCMDddsn,f ]_
ddsn=1 I=1 ddsn=1
11 1 11 (38)
[ > SUPP,.  — > DSCMDy, f.j <BValue
ddsn=1 I=1 v ddsn=1 Y
For all product family f and f;
The objective value under the optimal solution is:1343
Table 4-24 list all the variable values under the optimal solution.
Table 4-24 Variable'values under the optimal solution
ddsn 2
f 2 3 4 2 3 4
SUPPyn 1.1 0 0 167 0 42 122 0
IE;F:hdsn,l,f () () ]- () ]- ]' ()
ISGddsn,l,f O O O O O 1 0
NOP I:ddsn,l, f 1 1 0 2 1 0 1
ISNddsn,l,f 1 1 0 1 1 0 1
DOF 601, 0 0 0 0 0 0 0
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MINdesn,l O 1 0
NSS yin 1 0 1 2
Table 4-24 Variable values under the optimal solution (continue)
ddsn 4 6
f 2 3 2 4
SUPPddsnvl’f 274 1 0 0 45 99
ISI:)ddsn,l,f 1 1 0 0 1 1
1SG e 1.1 0 1 0 0 0 0
NOP I:ddsn,l, f 1 1 1 1 O O
ISN 460,11 1 1 1 1 0 0
DOF 401 0 0 0 0 0 0
MINdesn,l 1 O O
NSdesn,l 3 3 3
Table 4-24 Variable values under the optimal solution (continue)
ddsn 8 9
f 2 2 3 4 3
SUPPygen1.1 0 277 0 84 1 0
ISPyin 1.1 0 1 0 1 1 0
1SGgasn 1.1 0 1 0 1 0 0
NOPF . 1 1 1 0 2 1 1 1
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ISN ggen 1,1 1 0 1 1 1 1 1 1 0

DOF 4601, 0 0 0 0 0 0 0 0 0
MINS 45,4 0 1 0
NSS ddsn,1 4 5 6

Table 4-24 Variable values under the optimal solution (continue)

ddsn 10 11
f 2 3 4 2 3 4

SUPPyis | O 0o [ 182 | 0 0 | 47

ISI:)ddsn,l,f O 0 1 0 O 1

ISGddsn,l,f O 0 1 0 O 1

NOPFddsn,l,f 1 1 0 1 1 0

ISN yi5n1 ¢ 1 1 0 1 1 0
DOF 401 0 0 0 0 0 0
MINS . 1 0 0
NSS j46n1 7 8

Step 7. From the last due date period (i.e., ddsn = NDDSN ) to the first one, do Step
8.

Step 8. Mark the product family f whose DOF, is zero and 1SGy,,; is 1 as

dsn,l, j

the first product family to be processed DDP,,, . Mark the product family f
of DDP,,, as the last product family to be processed. The sequence of
other product families of DDP,,,, is not important since it has no impact on

dsn

the total setup time.
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Take due date period 7 and 8 for example the optimal sequence is shown in Table
4-25.

Table 4-25 Example of setting optimal sequence

ddsn 7
f 2 3 4 2 3 4
SUPPygnsr | 0 277 0 0 84 1
ISPddsn,l,f O 1 O O 1 1
ISGddsn,l,f O 1 O O 1 O
DOF 461, 0 0 0 0 0 0
Optimal

3 3,4
sequence

Step 9. Record the sequence and allocated capacity of product families together with
the time points of setups to generatethe setup schedule of mixed VPLs.

Table 4-26 is the setup schedule of the'mixed VPL.

Table 4-26 Setup schedule

Sequence Product Family Duration (hour)
1 4 168
2 SETUP 5
3 3 165
4 SETUP 5
5 2 274
6 SETUP 5
7 4 45
8 SETUP 5
9 3 460
10 SETUP 5
11 4 231
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4.2.2.1.2 Generate Master Production Schedule

Step 1. According to the setup schedule generated in Algorithm 3-5, sum up the
allocated capacity of mixed VPLs for each product family for each day so

that CMPSM, ; is obtained.

Table 4-27 list the allocated capacity of mixed VPLSs.

Table 4-27 Allocated capacity of mixed VPLs

Day Product family | CMPSM ¢, (hour)
lto7 4 22.8
8 4 8.4
8 SETUP 5
8 3 94
9to 14 3 22.8
15 3 18.8
15 SETUP 4
16 SETUP 1
16 2 21.8
17 to 27 2 22.8
28 2 14
28 SETUP 5
28 4 16.4
29 4 22.8
30 4 5.8
30 SETUP 5
30 3 12
31to49 3 22.8
50 3 14.8
50 SETUP 5
50 4 3
51to 63 4 22.8

Step 2. Calculate the sum of the allocated capacity for product family f of day d,
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CMPS, .

CMPS, , =CMPSM , , + NDCM , x CMach, x0.95,

(45)

for each product family f and day d. Where g is set to be BMG if product
family f has to go through the bottleneck machine else g is set to be the

machine group gex, st UTI :max{UTIg.vf}.

g'emy

Take day 1 and product family 4 for example,

CMPS,, =22.8+2x24x0.95=68.4 hours.

Table 4-28 allocated capacity for product families of each day

CMPS,, | CMPS,, | CMPS,, | CMPS,
Day ’ ’ ’ ’
(hour) (hour) (hour) (hour)
1to7 114 45.6 22.8 68.4
8 119 45.6 32.2 54
9to 14 114 45.6 45.6 45.6
15 118 45.6 41.6 45.6
16 115 67.4 22.8 45.6
17 to 27 114 68.4 22.8 45.6
28 119 47 22.8 62
29 114 45.6 22.8 68.4
30 119 45.6 34.8 514
31to49 114 45.6 45.6 45.6
50 119 45.6 37.6 48.6
51 to 63 114 45.6 22.8 68.4

Step 3. Sort all orders according to LST, ; in ascending order. Fill

CMPS, , with

the capacity demand of each order from the start of the planning horizon.

Table 4-29 Master production schedule

Sequence

Order

number

Product

Family

Number
of lots

Due date

(dd:hh:mm:ss)

Day (from/to)
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1 19 4 42 16:00:00:00.0000 177
2 12 3 54 17:00:00:00.0000 1/11
3 2 40 12:00:00:00.0000 1/5
4 2 140  |27:00:00:00.0000 5120
5 20 4 45 27:00:00:00.0000 7118
6 13 3 79 30:00:00:00.0000 11/25
7 1 1 100  |18:00:00:00.0000 1/6
8 21 4 45 38:00:00:00.0000 18/28
9 2 65 33:00:00:00.0000 20/25
10 1 140  |33:00:00:00.0000 6/14
11 14 3 33 38:00:00:00.0000 25/32
12 22 4 32 43:00:00:00.0000 28/35
13 8 2 83 43:00:00:00.0000 25/34
14 15 3 55 46:00:00:00.0000 32/38
15 23 4 61 58:00:00:00.0000 35/50
16 16 3 47 52:00:00:00.0000 38/44
17 9 2 66 51:00:00:00.0000 34/42
18 3 1 129 - |48:00:00:00.0000 14/21
19 10 2 79 57:00:00:00.0000 42/52
20 24 4 51 67:00:00:00.0000 50/58
21 17 3 22 57:00:00:00.0000 44147
22 18 3 58 66:00:00:00.0000 47/57
23 11 2 67 65:00:00:00.0000 52/60
24 4 1 123 |63:00:00:00.0000 21/28

4.2.2.2 Stage 4: Can the Capacity Demand under Current Product Mix
be Fulfilled?

Because there is no capacity shortage, continue to the next stage.

4.2.3 Order Promising and Shop Floor Control Module

This module consists of two algorithms to do the order promising and shop floor
control. Section 4.2.3.1 demonstrates how to do the new order acceptability evaluation
when there comes two new orders; One has a specified due date while the other does
not. Section 4.2.3.2 describes how to set the constant WIP level.
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4.2.3.1 Stage 5: New Order Acceptability Evaluation

In this stage, it is assumed that there comes 2 new orders with the following
information:

The first new order: 1) it belongs to product family 1, 2) it has the demand equals
to 100 lots, 3) its due date is on 50:00:00:00.0000, 4) it comes earlier then the second

order.
The second new order: 1) it belongs to product family 1, 2) it has the demand
equals to 100 lots, 3) it has no specified due date.

Step 1. For each product family f of the new order, do Step 2 to Step 4.
Step 2. If the new order has specified due date then go to Step 3, else go to Step 5.

Because the first new order has a specified due date, Step 3 is the next step. On
the contrary, the second new order do not have a specified due date, Step 5 is the next
step for the second new order.

Step 3. Calculate the latest start time of.each product family of the new order,

LSTyew ¢ -

LSTNEW,f = DDONEW,f _CTf -

P

, 46
g.f <« NP f ( )
NTM , x DPP, | v

(DOQNEW,f _1)X [

Where g ez, isthe machine group such that UTI ; is the highest among

all machine groups in =, .

LSTygw . =50:00:00:00.0000-71.3392 hours — (100 —1)>< [%) x1

=44:14:09:38.8800

Step 4. According to LST, (, sort all orders including the new order in ascending

order. Fill CMPS, ; with the capacity demand of each order including the
new order from the start of the planning horizon. If there is any order which

95



can not meet the due date after scheduling, reject the new order with the
specified due date, else accept the new order. If all product families of the
new order are evaluated, stop this algorithm.

Fill the allocated capacity listed in Table 4-28, the MPS of product family 1 is

obtained. Table 4-30 list the MPS of product family 1 with the new order. The result
shows that there is no order will be late, and the new order is accepted.

Table 4-30 MPS of product family 1 with the new order that has a specified due date

Sequence Order Prodyct Number Due date Day (from/to)
number | Family of lots (dd:hh:mm:ss)
1 1 1 100  |18:00:00:00.0000 1/6
2 2 1 140  |33:00:00:00.0000 6/14
3 3 1 129  |48:00:00:00.0000 14/21
4 (New) 25 1 100  |50:00:00:00.0000 21/27
5 4 1 123 +463:00:00:00.0000 27/34

Step 5. Set the latest start time:0f .each product family f of the new order, LSTg,, ;,

to be the smallest one among all-orders:

LSTyew ¢ =Min{LST, , |—1, for.eachjand f. (47)
J ,

Because the smallest latest start time among all the product families is

-1:09:39:35.1235, LST,,=-1:09:39:34.1235. Table 4-31 lists the latest start time of

product family 1.

Table 4-31 The latest start time of product family 1

Order | Product | Number Due date LST, ;
Sequence number | Family of lots (dd:hh:mm:ss)
(dd:hh:mm:ss)
1 (New) 26 1 100 Not specified |-1:09:39:34.1235
2 1 100 |18:00:00:00.0000 (12:14:09:38.8800
3 1 140 | 33:00:00:00.0000 |26:14:31:27.9709
4 1 129  |48:00:00:00.0000 |41:21:01:27.9709
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25 1 100  |50:00:00:00.0000 |57:00:34:11.6073
6 4 1 123 |63:00:00:00.0000 |12:14:09:38.8800

Step 6. According to LST. ., sort all orders including the new order in ascending

i
order. Fill CMPS, ; with the capacity demand of each order including the

new order from the start of the planning horizon. Search for the start time t*
of the confirmed order which is the first one that is not tardy, and its
sequence is after all tardy confirmed orders. Reply the time point

(*4CT, ~P, (where ger, is the machine group such that UTI, is

the highest among all machine group in =,.) as the earliest possible

completion time for the product family of the new order. If all product
families of the new order are evaluated, stop this algorithm.

Because there is no order will late after the new: order is inserted, t* is set to be
6:00:00:00.0000. Therefore the due date § set to be
6:00:00:00.0000+71.3392 hour — 6.5 hour=8:16:50:21.1200. Table 4-32 lists the
MPS with the second new order.

Table 4-32 MPS of product family 1 with the new order that has no specified due date

Order Product | Number Due date
Sequence ) Day (from/to)
number | Family of lots (dd:hh:mm:ss)
1 (New) 26 1 100 8:16:50:21.1200 1/6
2 1 100  |18:00:00:00.0000 6/12
3 1 140  |33:00:00:00.0000 12/20
4 1 129  |48:00:00:00.0000 20/27
5 25 1 100  |50:00:00:00.0000 27/33
6 4 1 123 |63:00:00:00.0000 33/40

4.2.3.2 Stage 6: Daily Production Scheduling

Because only the constant WIP levels need to be calculated in Algorithm 3-8,

only the calculation of CONWIP, is shown.
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DPQ;

X

CONWIP, = { xCT, —‘ , for each product family f. (48)

Take product family 1 for example,

CONWIP, = {100+100+140+129+100 +123 X71'3392} _[32.6499]=33
24x63

CONWIP, =43

CONWIP, =32

CONWIP, =41

4.3 Performance Analysis

In this section two experiments are designed to test the performance of the MPS
system. As stated in Section 3.3, the MPS system works basing on three modules:
production line allocation module, capacity planning and MPS generation module,
and order promising and shop floor control module. To make these three modules
work properly, accurate cycle time.approximation.and good setup schedule are critical
because cycle time is used to determine the latest start time of all orders and setup
schedule helps to effectively use available capacity so as to make the orders meeting
their due dates. If the cycle time'is accurate and the setup schedule is finely tuned, the
performance of the MPS system:is. guaranteed. Hence the tests on the accuracy of
approximated cycle times and the performance" of setup schedules generated by the
MIP model are presented in the following sections.

4.3.1 Experiment 1: Testing on the Approximated Cycle Times

According to queneing theory, the utilization of the system has great impact on
the queue time when waiting for processing; this experiment sets 9 utilization levels
of the bottleneck machines: 95%, 90%, 85%, 80%, 75%, 70%, 65%, 60% and 55%. In
addition to utilization, product mix can also affect cycle time because different
products have different routes, and different routes cause different loads on bottleneck
machines. Therefore 25 combinations of product mix are tested on product family 2, 3
and 4 (product family 1 is not included and its total demand is fixed to be 492 lots
through all experimental runs. The reason is that product family 1 doesn’t need to be
processed on bottleneck machine and thus has little impact on cycle time). Moreover,
for the sake of reliability, 30 experimental replication results are collected for each
utilization level and product mix combinations. Table 4-33, Table 4-34, Table 4-35,
and Table 4-36 list the result of error of approximated cycle time to the simulation
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result of product family 1, 2, 3 and 4 respectively. The error is defined as

Approximated cycle time - Simulation result
Simulation result '

Table 4-33 Error of approximated cycle time of product family 1

Product mix Utilization of bottleneck machine
PF2:PF3:PF4| 0.95 0.9 0.85 0.8 0.75 0.7 0.65 0.6 0.55
1:1:1 -2.85% | -3.31% | -4.72% | -2.44% | -4.44% | -3.45% | -6.86% | -6.02% | -3.15%
1:1:2 -4.21% | -4.25% | -6.02% | -7.94% | -6.18% | -6.02% | -3.65% | -5.71% | -4.98%
1:1:3 -4.04% | -3.49% | -4.19% | -6.23% | -4.83% | -5.81% | -5.57% | -4.91% | -6.09%
1:2:1 -3.73% | -5.52% | -4.32% | -6.74% | -6.11% | -7.20% | -3.44% | -3.89% | -4.99%
1:2:2 -4.54% | -6.50% | -6.76% | -5.47% | -5.94% | -6.08% | -5.48% | -5.85% | -6.64%
1:2:3 -3.47% | -2.87% | -3.21% | -4.20% | -6.37% | -5.94% | -4.90% | -5.36% | -5.18%
1:3:1 -3.61% | -3.83% | -5.39% | -4.13% | -2.83% | -3.27% | -4.35% | -4.16% | -4.27%
1:3:2 -3.27% | -3.33% | -4.80% | -3.63% | -4.20% | -6.00% | -6.31% | -4.92% | -4.58%
1:3:3 -3.40% | -4.32% | -4.02%;(+5/13%; ,-5.43% | -4.55% | -5.34% | -5.46% | -6.41%
2:1:1 -4.64% | -5.39% | -4:74% | -5:80% +-6.41% | -5.15% | -3.97% | -4.28% | -2.98%
2:1:2 -5.02% | -6.51% | 56.22% | -6.69% | 5:92%. | -5.46% | -4.90% | -5.99% | -4.50%
2:1:3 -3.62% | -2.62% |=7.10% | -5.54% | -4.55%~| -5.46% | -5.75% | -6.50% | -4.86%
2:2:1 -3.08% | -4.33% | -3.68% |--6.86%.1--2.91% | -5.95% | -3.69% | -3.53% | -3.99%
2:2:3 -3.35% | -4.99% | -4.32% {:-6.56%.{=5.52% | -6.86% | -7.06% | -4.82% | -4.44%
2:3:1 -2.71% | -2.13% | -2.60% | -3.44% | -1.97% | -6.17% | -3.27% | -1.39% | -1.35%
2:3:2 -4.60% | -4.44% | -5.35% | -6.48% | -6.17% | -4.67% | -4.14% | -3.66% | -5.25%
2:3:3 -5.31% | -6.31% | -7.45% | -5.07% | -5.40% | -7.52% | -4.74% | -4.82% | -4.12%
311 -4.79% | -5.29% | -4.49% | -4.77% | -3.15% | -3.44% | -4.00% | -3.86% | -4.21%
3:1:2 -2.80% | -5.46% | -3.48% | -4.70% | -5.14% | -5.85% | -4.85% | -4.24% | -6.14%
3:1:3 -3.14% | -4.02% | -6.84% | -7.11% | -5.08% | -5.07% | -4.89% | -6.13% | -6.21%
3211 -2.45% | -2.03% | -2.50% | -2.89% | -3.53% | -4.48% | -1.30% | -2.96% | -1.76%
3:2:2 -4.85% | -4.72% | -7.11% | -6.80% | -6.11% | -6.75% | -4.35% | -3.21% | -3.96%
3:2:3 -3.70% | -6.39% | -5.56% | -7.06% | -8.11% | -8.96% | -3.85% | -5.20% | -6.40%
3:3:1 0.66% | 0.36% | -0.01% | -2.93% | -3.30% | -1.77% | -1.54% | -2.81% | -1.65%
3:3:2 -1.28% | -1.67% | -3.06% | -3.72% | -3.74% | -2.67% | -5.13% | -5.34% | -3.99%

Table 4-34 Error of approximated cycle time of product family 2

Product mix Utilization of bottleneck machine
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PF2:PF3:PF4| 0.95 0.9 0.85 08 | 0.75 0.7 0.65 0.6 0.55
1:1:1 12.89% | 7.98% | 7.25% | 6.22% | 3.37% | 2.37% | -6.61% | -9.59% | -8.17%
1:1:2 14.64% | 7.35% | 6.20% | 2.30% | 2.26% | 0.11% | -1.52% | -3.16% | -3.33%
1:1:3 20.69%|17.01% | 13.98% | 9.12% | 7.32% | 5.85% | 4.74% | 3.82% | 2.08%
1:2:1 13.03% | 9.29% | 5.63% | 4.33% | 2.21% | -1.94% | -0.87% | -1.28% | -2.77%
1:2:2 21.44%|15.55% | 11.98% | 8.67% | 7.60% | 5.70% | 4.16% | 2.64% | 2.35%
1:2:3 7.05% | -0.17% | -2.39% | -7.55% |-9.12% | -11.89% |-13.86% | -17.48% | -17.35%
1:3:1 20.72% | 17.54% | 12.54% | 11.39% | 9.07% | 7.08% | 5.54% | 4.88% | 3.45%
1:3:2 7.19% | 0.72% | -4.08% |-7.35% |-8.98% |-11.30% | -13.48% | -16.06% | -16.47%
1:3:3 14.08% | 5.90% | 1.76% |-1.56% |-4.88% | -6.57% | -7.34% |-10.92% | -10.15%
2:1:1 8.36% | 4.62% | 0.40% | 2.87% | 0.69% | -0.21% | -3.76% | 1.21% | -0.38%
2:1:2 9.68% | 5.89% | 3.68% | 0.06% | 0.45% | -0.84% | -2.32% | -3.72% | -3.12%
2:1:3 12.25% | 8.24% | 6.60% | 5.25% | 3.66% | 2.20% | -7.22% | -9.80% | -9.73%
2:2:1 10.76% | 6.40% | 4.01% | 0.20% | 2.47% | 0.24% | -1.75% | -2.71% | -2.16%
2:2:3 9.70% | 4.78% | 2.59% |-0.41% |-2.54% | -3.80% | -4.05% | -5.38% | -7.42%
2:3:1 13.75% | 9.42% | 7.15% | 5.46% | 4.96% | 3.27% | -5.49% | -6.31% | -8.38%
2:3:2 8.04% | 4.64% | 1.86% | 1.58% |-1.11% | -3.62% | -5.28% | -6.64% | -7.20%
2:3:3 15.47% | 8.53% | 468% | 2.98% |-0.80%| -0.79% | -2.04% | -3.43% | -4.73%
3:1:1 1.68% | 3.39% | 1.34% | 0.35%} 1.16% [=-0.04% | -0.32% | -1.22% | -3.48%
3:1:2 8.78% | 4.12% | 5.36%:| 1. 74% | 1.47% | 1.64% | 0.73% | 0.44% | -0.18%
3:1:3 6.57% | 4.16% | 2.45% |"0.84% |-1.18% | -2.17% | -2.24% | -3.14% | -3.95%
3:2:1 8.00% | 3.23% | 3.92% {-0.28%'0.11% | -3.17% | 2.69% | 0.17% | 2.76%
3:2:2 7.18% | 3.93% | 2.30% |-0.50% [-1.42% | -2.51% | -2.23% | -3.11% | -3.55%
3:2:3 10.63% | 5.53% | 2.96% | 1.73% | 1.75% | -0.40% | -0.50% | -1.25% | -2.21%
3:3:1 10.11% | 7.25% | 5.32% | 3.69% | 1.36% | 1.31% | -0.10% | -0.03% | -1.22%
3:3:2 11.15% | 5.82% | 5.20% | 2.63% | 1.97% | -0.41% | -1.63% | -0.49% | -0.36%

Table 4-35 Error of approximated cycle time of product family 3
Product mix Utilization of bottleneck machine

PF2:PF3:PF4] 0.95 0.9 0.85 0.8 0.75 0.7 0.65 0.6 0.55
1:1:1 13.02% | 7.56% | 7.16% | 5.70% | 4.10% | 2.25% | -7.58% | -9.56% | -8.66%
1:1:2 14.81% | 8.26% | 5.26% | 2.74% | 0.36% | -1.16% | -1.65% | -2.76% | -3.56%
1:1:3 21.72% | 15.57% | 11.52% | 7.93% | 6.87% | 5.80% | 4.72% | 3.74% | 2.09%
1:2:1 8.64% | 3.14% | 0.54% | 1.54% | 1.29% | 0.11% | -3.99% | 0.86% | 0.43%
1:2:2 9.03% | 5.43% | 2.38% | 0.96% | 0.63% | -1.36% | -1.31% | -3.52% | -2.30%
1:2:3 12.52% | 8.98% | 6.55% | 4.01% | 4.30% | 2.01% | -7.83% | -8.47% | -9.90%
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1:3:1 4.83% | 3.23% | 2.39% |-0.05%| 1.23% | 0.44% | -0.44% | -2.57% | -1.45%
1:3:2 8.52% | 5.32% | 4.52% | 3.74% | 1.33% | -1.37% | -0.63% | -0.26% | 0.06%
1:3:3 5.58% | 4.20% | 2.71% | 0.57% |-0.83% | -1.19% | -2.16% | -2.77% | -4.42%
2:1:1 14.29% | 9.40% | 5.06% | 4.37% | 1.80% | -0.38% | -1.26% | -0.96% | -3.61%
2:1:2 20.14% | 15.82% | 13.61% | 9.26% | 8.64% | 5.28% | 4.03% | 3.24% | 1.28%
2:1:3 6.03% |-0.04% | -3.59% |-7.85% | -8.99% |-11.02% | -15.16% | -16.06% | -17.15%
2:2:1 10.59% | 6.98% | 4.33% | 1.32% | 2.52% | 0.53% | -0.69% | -2.82% | -1.36%
2:2:3 9.85% | 4.32% | 3.39% |-0.75% | -2.36% | -3.12% | -3.89% | -6.66% | -6.49%
2:3:1 8.06% | 1.79% | 3.56% |-0.85% | 1.69% | -2.64% | 2.19% | 3.48% | 2.08%
2:3:2 6.20% | 2.73% | 2.62% | 0.40% |-0.41% | -2.30% | -2.10% | -2.66% | -3.27%
2:3:3 11.14% | 5.70% | 3.34% | 2.29% | 1.87% | -0.28% | 0.22% | -1.50% | -1.54%
3:1:1 19.65% | 16.55% | 12.09% |10.81%| 8.85% | 7.09% | 5.49% | 4.41% | 1.27%
3:1:2 7.60% |-0.21% | -3.27% |-6.69% |-10.63%| -11.85% | -13.43% | -14.97% | -16.41%
3:1:3 13.54% | 5.93% | 2.39% |-0.95% | -5.55% | -6.77% | -7.43% |-10.67% |-10.72%
3:2:1 13.09% | 10.65% | 7.24% | 6.50% | 5.69% | 2.80% | -6.62% | -6.86% | -7.25%
3:2:2 8.56% | 3.73% | 2.71% | 0.36% | -1.59% | -2.30% | -5.27% | -5.69% | -5.82%
3:2:3 14.81% | 7.18% | 4.75% | 3.08% |-0.38% | 0.53% | -2.23% | -2.65% | -4.81%
3:3:1 9.94% | 7.05% | 559% | 3:52% | 0.75%"°| 0.91% | -0.07% | -0.98% | -1.17%
3:3:2 11.53% | 5.90% | 6.21% | 2.63%{ 1.41% |=-0.88% | -1.81% | 0.21% | 0.02%
Table 4-36 Error of approximated cyele'time of product family 4
Product mix Utilization of bottleneck machine
PF2:PF3:PF4| 0.95 0.9 0.85 0.8 075 | 07 | 065 | 06 0.55
1:1:1 4.48% | -1.28% | -1.32% | -3.38% | -4.72% | -5.90% | -8.52% | -9.67% | -9.98%
1:1:2 2.00% | 1.27% | -1.59% | -2.84% | -3.00% | -4.97% | -4.75% | -5.38% | -6.04%
1:1:3 6.37% | 2.13% | 1.85% | 0.88% |-0.30% |-2.27% | -1.80% |-1.95% | -1.82%
1:2:1 14.32% | 8.26% | 4.67% | 1.12% | 0.22% | 0.08% |-2.18% | -2.17% | -2.22%
1:2:2 8.47% | 5.90% | 2.02% | 1.71% | 0.76% |-0.15% | -2.52% | -2.05% | -5.14%
1:2:3 1.79% | 1.77% | -0.20% | -2.36% | -2.41% | -5.28% | -0.28% | -6.37% | -1.08%
1:3:1 20.66% | 17.57% | 13.63% | 10.71% | 8.82% | 8.43% | 4.95% | 4.74% | 5.23%
1:3:2 5.03% | 0.35% | -2.22% | -3.97% |-7.30% | -7.37% | -8.58% | -9.82% | -10.28%
1:3:3 7.91% | 4.22% | 1.68% | 0.59% |-0.65% |-1.84% |-3.13% |-3.87% | -3.88%
2:1:1 13.71% | 8.02% | 6.32% | 1.45% | 0.67% | 0.94% |-1.57% |-1.77% | -2.74%
2:1:2 8.15% | 4.59% | 2.36% | 1.26% |-0.55% |-0.56% | -3.09% | -2.75% | -3.70%
2:1:3 1.68% | 2.66% | -1.32% | -3.02% | -3.65% | -5.07% | -0.05% | -6.25% | -0.24%
2:2:1 22.71% | 15.58% | 12.52% | 11.15% | 8.46% | 7.98% | 4.52% | 4.36% | 4.22%
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2:2:3 8.34% | 2.93% | 2.67% | -0.12% | -2.08% | -2.12% | -2.82% | -3.18% | -5.10%
2:3:1 8.67% | 0.10% | -2.07% | -7.05% | -7.10% |-11.72%|-12.28%|-17.22%| -15.76%
2:3:2 8.82% | 4.58% | 2.06% | -1.02% | -3.80% | -3.90% | -4.41% | -6.07% | -6.09%
2:3:3 10.79% | 6.77% | 4.37% | 3.43% | 1.21% |-1.16% | -0.47% | -2.34% | -1.88%
311 20.60% | 17.90% | 11.27% | 11.61% | 8.65% | 8.19% | 5.09% | 4.19% | 5.05%
3:1:2 5.33% | 0.25% | -1.79% | -5.42% | -6.33% | -6.63% | -8.90% | -8.67% | -9.22%
3:1:3 8.06% | 447% | 3.14% | 0.76% |-0.79% | -1.47% | -3.13% | -2.71% | -3.47%
3:2:1 8.99% |-0.31% | -1.47% | -7.15% | -8.00% |-11.76%]|-11.96%|-16.71%)| -15.97%
3:2:2 9.91% | 4.78% | 2.47% | -1.36% | -3.26% | -4.17% | -4.60% | -5.70% | -6.85%
3:2:3 10.83% | 5.45% | 4.32% | 2.60% | 2.91% | 0.61% |-0.28% | -2.04% | -0.44%
3:31 14.11% | 9.95% | 5.99% | -0.33% | -1.18% | -5.24% | -4.84% | -9.89% | -5.24%
3:3:2 14.49% | 9.38% | 5.34% | 3.57% | 0.72% | 0.93% |-1.58% | -3.23% | -2.80%

Figure 4-2, Figure 4-3, Figure 4-4, and Figure 4-5 are depicted basing on Table
4-33, Table 4-34, Table 4-35, and Table 4-36 respectively. From these figures it can be
seen that:

1. The error is about -10% to 10%for most cases.
2. The smallest error happens when utilization is about 80% for most cases.

. L1112 113121 122 123 131 132 133 21 212 213 [guel oo
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2 QUG =085

5 4% OUt. =038
S g L k] BUL =075
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e BU. =065
-10% OUL. =06
Product Mix WU, =0.55

Figure 4-2 Error of approximated cycle time of product family 1
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Figure 4-2 Error of approximated cycle time of product family 1 (continue)
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Figure 4-3 Error of approximated cycle time of product family 2
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Figure 4-3 Error of approximated cycle time of product family 2 (continue)
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Figure 4-4 Error of approximated cycle time of product family 3
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Figure 4-4 Error of approximated cycle time of product family 3 (continue)
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Figure 4-5 Error of approximated cycle time of product family 4

104




2:2:1 223 2:3:1 2:3:2 2:3:3 3:1:1 3:1:2 313 3:2:1 3:2:2 3:2:3 3:3:1 3:3:2

OU4. =095
BUL =09
OUti. =0.85
0OUL. =038
WU =075
OuL. =07
-10% BUL. = 0.65
20% OUt. =0.6

Product Mix BUL. =055

30%
20%

10%

Error

0%

Figure 4-5 Error of approximated cycle time of product family 4 (continue)

4.3.2 Experiment 2: Testing on the Performance of the Setup Schedule

Generated by the MIP Model

In this thesis, the performance of setup schedules is defined by the average

D> Tardiness;

j f

2.2.DoQ;,

i f

paragraph) of orders is the main factor that-affects the: tardiness, this experiment sets 4
average tightness levels (1, 0.85, 0.7, :and 0:55); and-each level contains 30 randomly
generated order sets. In order to“be-more realistic, the system only has 3 product
families that share 2 mixed VPLs (product family 1 does not need to be processed by
the bottleneck machine, and thus do not share the mixed VPLS).

ZZ(DOQN x NPy x Pyye ¢ )

f jer

NM gy X CMachg,,; x DDO;

tardiness (i.e.,

). Because'the tightness (defined in the next

The tightness, Tightness;, is defined as for

each order j where T" is a set that contains all orders whose shifted due date is
smaller or equal to order j including order j itself. The average tightness of an order
> Tightness;

]
Total number of orders

set is defined as

. Note that before calculating the tightness,

5% of capacity is already subtracted as protective capacity.

Table 4-38 through Table 4-41 lists the tardiness of orders under MIP and GA
(Genetic Algorithm) generated setup schedules. The settings of GA are listed in Table
4-37.
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Table 4-37 The settings of GA

Number of generations

10

Number of individuals in a
generation

100

Crossover operator

Single point crossover

Crossover rate 0.8
Mutation operator Single point crossover
Mutation rate 0.2

Selection

Using roulette wheel selection with elite
strategy that brings the top 5 individuals into
the next generation.

Encoding of chromosomes

Each chromosome represents a mixed VPL.
Each chromosome consists of n genes where n
is set to be equal to the total hours during the
planning horizon. Each gene indicates the
product family that the mixed VPL setups for.

Table 4-38 Tardiness when tightness equals to 1

Order set Tardiness under.MIP-generated | -Tardiness under GA generated
setup schedule'(second) setup schedule (second)
! 5634 49547
2 12553 11181
3 18046 27040
4 6229 59840
5 8780 51556
6 12998 82764
! 1510 15398
8 14979 43081
9 4027 24992
10 9747 63805
11 1363 29276
12 9248 8640
13 2012 12589
14 2532 37822
= 8727 54742
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16 3337 19188
17 8648 79666
18 12510 17986
19 5147 19879
20 1950 69611
21 5594 22505
22 4633 57218
23 6608 32769
24 8795 27762
25 12794 42711
26 7415 30018
27 600 12323
28 5183 39301
29 8064 15655
30 6531 34786
Table 4-39 Tardiness when tightness equals to 0.85
Order set Tardiness under MIP generated | Tardiness under GA generated
setup schedule (second) setup schedule (second)
1 868 4068
2 0 124
3 3408 0
4 0 1049
5 1248 1656
6 0 387
7 0 4
8 0 0
9 0 4275
10 1308 2184
11 0 2481
12 3224 1622
13 0 0
14 0 1587
15 0 0
16 0 45
17 0 0
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18 0 1542
19 4266 6308
20 0 0
21 0 12840
22 0 385
23 0 3427
24 0 1627
25 0 192
26 0 226
27 774 3449
28 114 10611
29 0 1191
30 0 81
Table 4-40 Tardiness when tightness equals to 0.7
Order set Tardiness under MIP'generated, | Tardiness under GA generated
setup schedule (second) setup schedule (second)
1 0 0
2 1438 0
3 0 0
4 0 0
5 2692 0
6 0 0
7 0 0
8 0 0
9 0 0
10 6208 0
11 0 0
12 0 0
13 0 0
14 0 0
15 0 0
16 0 0
17 0 0
18 0 0
19 0 0
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Table 4-41 Tardiness when tightness equals to 0.55

Order set

Tardiness under MIP generated
setup schedule (second)

Tardiness under GA generated
setup schedule (second)
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Table 4-42 shows the result of t-test for dependent samples («=0.05) on
tardiness under MIP and GA generated setup schedules. From Table 4-42, Figure 4-6,
Figure 4-7, Figure 4-8 and Figure 4-9, it can be observed that:

1. The performance under MIP generated schedule is better than the
performance under GA generated setup schedule when tightness equals to 1 or
0.85 because the p-values-are smaller'than 0.05 (see Table 4-42) and the
tardiness is smaller under MIP-generated setup schedule (see Figure 4-6 and

2.

Figure 4-7).

When tightness equals t0 0.7 or-0.55, there is no significant difference on the

performance under MIP and GA generated setup schedules.

Therefore, it can be concluded that when the tightness equals to 1 or 0.85, the
MIP model gives better setup schedule than GA. However when the tightness equals
to 0.7 or 0.55, both the MIP model and GA generated setup schedules have the same

perform

ance.

Table 4-42 t-test for dependent samples on tardiness under MIP / GA generated setup

schedules

Tightness|Setup schedule| Mean Std.Dv. |N Diff. |Std.Dv. Diff. t df p
MIP 7239.8 4385.59

100 Random 36455 20859 |30| -29215 | 20563.143 | -7.7818 29
MIP 507 1131.52

085 Rnadom 2045.35 | 3090.41 |30| -1538.3 | 3147.8959 | -2.6767 29
MIP 344.6 1235.84

079 Random 0 0 30| 3446 1235.837 1.5273 |29| 0.1375

0.55 MIP 0 0

110



Random 0 0 30 0 29

Box & Whisker Plot

MIP vs GA
50000

45000

40000

35000

1
o
30000
25000
20000
15000
10000

5000 o Mean

1%
0 . . . ! T ?sT196
MIP GA

Figure 4-6 Box plot of tardiness.vihen tightnéss equals to 1 (by Statistica™ 6.0)
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Figure 4-7 Box plot of tardiness when tightness equals to 0.85 (by Statistica™ 6.0)
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Figure 4-8 Box plot of tardiness when tightness equals to 0.7 (by Statistica' ™ 6.0)
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Figure 4-9 Box plot of tardiness when tightness equals to 0.55 (by Statistica™ 6.0)
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5. Conclusion and Future Works

5.1 Conclusion

The wafer bumping process in a BGA factory has three characteristics: high setup
time of machines, dynamic arrival of orders, and re-entrance of products. Under this
system environment, the performance of a master production schedule is critical since
the master production schedule determines when to process which order, and thus
decides the due date achievement rate. Therefore, this thesis gives a methodology
which aims to make master production schedules with high due date achievement as
well as doing order promising.

This thesis divides the whole MPS system into three modules: 1) production line
allocation module, 2) capacity planning and MPS generation module, and 3) order
promising and shop floor control module.

The core of the production line allocation module is the cycle time approximation
because cycle time is used to determine the latest start time of all orders. The
methodology that is applied to compute the cycle time is the block-based cycle time
estimation algorithm (BBCT) [5]. BBCT considers 3 factors that contribute to the
queue time of WIP in front of each-machine-groups:-the load factor, batch factor and
the peak load caused by batch release.

In the capacity planning “and “MPS “generation module, a mixed integer
programming (MIP) model is designed;to make setup schedule for mixed virtual
production lines. This MIP model adopts two ideas: 1) the concept of “rolling
schedule”, and 2) the convenience of digitization. The first idea helps defining
non-tardy constraints, and the second idea satisfies the demand for minimizing the
number of setups. After obtaining the setup schedule, the daily available capacity is
calculated, and then the capacity is assigned to each order to derive the MPS.

Finally the order promising and shop floor control module adopts a forward
scheduling technique to do order promising basing on the MPS, and controls the shop
floor according to the constant WIP (CONWIP) rule.

In order to test the performance of this MPS system, 2 experiments are designed.
The first one is the test on the accuracy of the cycle time approximation, and the error
rate turns out to be within 10% for most cases. The second one is the test on the
performance of MIP generated setup schedules. The result shows that MIP generated
setup schedules outperform GA generated setup schedules when the tightness of
orders equals to 0.85 or 1.

Generally speaking, this MPS system considers both the due date and production
sequence of orders at the same time to generate feasible master production schedules
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that have high due date achievement as well as doing order promising.

5.2 Future Works

In order to improve the performance of this MPS system, there are still two issues
should be addressed:

1. When computing approximated cycle time, the capacity wasted on setup is
not counted in current thesis, and this is responsible for part of approximation
error. Therefore a mechanism (could be a recursive algorithm that uses
feedback to estimate total setup time) should be developed to estimate the
total setup time so that the accuracy of approximated cycle time can be
improved.

2. The mixed VPLs in current MPS system setup for product families obeying
the setup schedule exactly regardless of the dynamic nature of shop floor.
This property could cause tardiness of jobs under the situation that only a few
jobs that belongs to the last part of an order which arrive at a machine group
right after the setup. If thisisituation happens, those jobs will be blocked in
front of the machine group dueito the sudden reduction of capacity, and those
jobs might not meet theiridue dates:"To cope with this problem, a heuristic
method is required to monitor.the shop floor and conditionally changes the
setup schedule.
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