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Chapter 1 

Introduction 

The wireless communication industry has been rapidly growing during the past years. 

Cellular phones, pagers, cordless phones and satellite communications focusing on 

voice service for customers are very popular. So we can say that the wireless 

communications have become a part of our daily lives [1]. Obviously, the wireless 

communication services possess the ability to support user mobility while a wired 

system lacks of this flexibility. Currently, due to the increasing demands of digital 

multimedia communication and Internet, data services become important. In the 

future, wireless local area network (WLAN), digital broadcasting, satellite, cellular 

and other access systems will be connected together to provide integrated and 

seamless services via a ubiquitous network environment, in which we can utilize 

convenient services anytime and anywhere through various types of network 

connections [2]−[4]. Therefore, a reliable link between transmitter and receiver with 

high speed data rate, and a large capacity allowing more users to use the services 

simultaneously are necessary conditions to ensure the success of these services. 

 Multiple access techniques allow many users to communicate with each other 

simultaneously through shared and limited resources without serious interferences 

among users. There are three major multiple access techniques [5]−[8] as follows: 

1. Time division multiple access (TDMA) 

This multiple access technique divides the channel resource into time slots, and 

in each slot only one user is allowed to transmit or receive. 

2. Frequency division multiple access (FDMA) 
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This multiple access technique divides the channel resource into frequency 

band (or channel), and different frequency bands are allocated to different users 

on a continuous-time basis. 

3. Code division multiple access (CDMA) 

This multiple access technique assigns a unique pseudorandom code to each 

intended user, and all users use the same carrier frequency and may transmit 

simultaneously. At the receiver, the desired signal is extracted by correlating the 

transmitted signal with a local replica of the desired user’s code.  

 A signal propagating through the wireless channel will be subject to additive 

background noise, and may experience signal fading, multipath spread, cochannel 

interference, etc. The effect of combined channel impairments becomes more severe 

when the transmitter/receiver is in motion and data rate is high, which leads to 

significant degradation in system performance. As remedies, signal processing 

techniques are usually used to improve the link performance in hostile mobile radio 

environments. Diversity and equalization are two main techniques [8], [9] that can be 

used individually or together to improve received signal quality.  

1.1 Overview of Diversity Techniques 

In a multipath fading channel, the signal transmission errors occur in reception when 

the channel is in a deep fade. Diversity techniques can be employed to reduce the 

depth and duration of the fades experienced by a receiver. That is, if the receiver can 

have several replicas of the same information-bearing signal transmitted through 

independently fading channels by using diversity techniques, the probability that all 

the independently faded signal components experience deep fading simultaneously 

will be greatly reduced. Four basic diversity techniques [8]−[11] of interest are 

described as below: 

1. Space diversity.  

The information-bearing signal is transmitted by using multiple transmitting or 

receiving antennas (or both). The space separation between adjacent antennas 

should be large enough to assure the independence of possible fading events 
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occurring in the channel, and usually a separation of a few wavelengths is needed 

between adjacent antennas. This space diversity technique does not require extra 

channel capacity; however, extra antennas or receiver equipments are needed. 

2. Frequency diversity.  

The information-bearing signal is transmitted simultaneously over more than one 

carrier frequency. The separation between adjacent carrier frequencies should be 

larger than the coherence bandwidth of the channel to provide independently 

fading versions of the signal. By using redundant signal transmission, this 

diversity technique improves link quality at the expense of extra frequency 

bandwidth. 

3. Time diversity.  

The information-bearing signal is transmitted repeatedly at time spacing that 

exceeds the coherence time of the channel, so that multiple repetitions of the 

signal will be received with independent fading conditions. This diversity 

technique may be linked to the use of a repetition code for forward error-control 

correction coding. By using redundant signal transmission, this diversity 

technique improves link quality at the cost of extra channel capacity (in terms of 

transmission time). 

4. Path diversity. 

In CDMA spread spectrum systems, the spreading codes are designed to have a 

low cross correlation among chips. The spread spectrum signal can resolve 

multipath components that are separated in time by more than one chip duration. 

A RAKE receiver can extract the received signal components from different 

propagation paths by using code correlation and then combine the signal 

components constructively. In practice, this technique exploits path diversity to 

reduce the transmission power and increase the system capacity in CDMA 

systems. 

 Through the use of diversity techniques, several replicas of the independent 

faded signals are obtained at the output of the demodulators. The next step is to 



 4

combine these statistically independent signal components in order to improve the 

symbol detection capability in the receiver. Three linear combining techniques 

[11]−[13] are described below: 

1. Selective combining.  

The receiver keeps monitoring the SNR value of each diversity branch and 

selects the branch output with the largest SNR value as the received signal. It is 

the simplest diversity combing technique. 

2. Maximal ratio combining.  

Since the selective combining technique uses only the selected branch and 

ignores the available information from all the other diversity branches, it is not 

optimum. The optimum linear combiner is called the maximal ratio combiner, in 

which the received signals at each branch are summed in a co-phased and 

weighted manner such that the highest achievable SNR is available at all times. 

 3. Equal-gain combining.  

In certain cases, it is not easy to provide for the variable channel amplitude gain 

required for the maximal ratio combining. An alternative approach is to set all 

the branch weights to unity after coherent detection and only provide equal gain 

combining diversity. In other words, the coherently detected signals from all the 

branches are simply added and applied to the decision device. Obviously, the 

complexity of this technique is lower than that of maximal ratio combining, but 

the performance is only marginally inferior to maximal ratio combining and 

superior to selection diversity. 

1.2 Overview of Equalization Techniques 

The transmission of modulated signals over the multipath channel will be spread in 

time and cause intersymbol interference (ISI), which will distort the transmitted signal 

and cause bit errors at the receiver. In FDMA and TDMA systems, equalization is an 

effective way to combat the ISI in the received signal. Fig. 1.1 shows an equalized 

system, in which an effective channel is connected to an equalizer and a channel 
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estimator.  
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Fig. 1.1:  An equalized system with a separate channel estimator. 

Since a mobile radio channel is time varying, equalizers must be adaptive to 

track the variation of the channel. Four types of equalization techniques [14]−[16] are 

discussed below: 

1. Maximum likelihood sequence estimation (MLSE) equalization.  

This equalization technique calculates the Euclidian distances (metrics) between 

the sequence of the sampled received signal and all possible received sequences 

and determines the transmitted sequence with minimal distance. It is noteworthy 

that knowledge of the channel characteristics is necessary to compute the metrics 

for making decisions. The MLSE equalizer is optimum from a probability of 

error viewpoint. Unfortunately, its computation complexity grows exponentially 

with the length of channel time dispersion.  

2. Linear equalization.  

The linear transversal filters with adjustable filter coefficients are the most 

common used linear equalizers, for which the computation complexity is 

proportional to the length of channel time dispersion. Two criteria, the peak 

distortion criterion and the mean square error (MSE) criterion, are widely used to 

determine the filter coefficients. 

1.) Peak distortion criterion: A receiver based on this criterion minimizes the 
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worst-case ISI (the peak distortion) at the equalizer output. In the case of an 

equalizer with an infinite number of taps, it is possible to determine a set of taps 

weights to force the peak distortion to zero. This means that the ISI is eliminated 

completely. This linear equalizer is simply an inverse filter of the channel and is 

also called a zero-forcing equalizer. 

2.) MSE criterion: A receiver based on MSE criterion is constructed to 

minimize the mean square of the error signal between the equalized signal and 

the transmitted symbol. In contrast to the peak distortion criterion which does not 

take the channel noise into account, this criterion considers both ISI and channel 

noise. The minimum mean square error (MMSE) equalizer adjusts the tap 

weights of the equalizer in order to minimize the MSE, where the error includes 

the effects of both the ISI terms and the noise at the output of the equalizer. 

3. Decision feedback equalization.  

A linear equalizer is very effective in equalizing a channel for which ISI is not 

severe. In the case that a channel has spectral nulls in the passband (which is 

often encountered in wireless communications), a linear equalizer imposes high 

gain in the frequency domain to compensate for the spectral nulls and causes 

dramatic noise enhancement. To overcome this problem, nonlinear equalizers can 

be used. The decision feedback equalizer (DFE) is a nonlinear filter which 

consists of a feedforward filter and a feedback filter as shown in Fig. 1.2. The 

basic idea is to use previously detected symbols to eliminate the ISI in a 

feedback manner. As a result, the feedback filter does not cause the noise 

enhancement problem.    
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Fig. 1.2:  The decision feedback equalizer. 
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4. Turbo equalization.  

Conventionally, an error control code (ECC) is used to protect data from errors 

that might occur in the transmission. An interleaver is used to randomize errors 

and avoid long error bursts. The concept of turbo equalization comes from 

turbo-codes and it combines a maximum a posteriori (MAP) equalizer with an 

MAP decoder through an iterative process [17]−[19]. In other words, turbo 

equalization is an iterative equalization and decoding technique for coded data 

transmission over a time dispersed channel. Fig. 1.3 shows a simplified block 

diagram of turbo equalization in which an iterative equalization and decoding 

loop is built based on the MAP criterion. Although turbo equalization can 

achieve near optimum BER performance for many transmission channels, it 

suffers from high computation complexity for channels with long memory and 

this high computation load is exacerbated as the iteration time increases. In 

addition, turbo equalization needs a perfect knowledge of the CIR. However, 

channel estimation could become very complicated due to the fact that turbo 

equalization scheme typically operates at low SNRs.   
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Fig. 1.3:  A block diagram of turbo equalization. 

1.3 Overview of Multi-user Detection Techniques 

In direct sequence code division multiple system (DS/CDMA) systems, each user is 

assigned a different spreading code as a signature sequence. The cross correlations 

among the spreading codes are small. In addition, each user uses the entire frequency 
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band for transmission and all the users can transmit at the same time. The received 

signals of a DS/CDMA system are composed of the desired signal from the desired 

user and the interference signals from all the other users, which are referred to as the 

multiple access interference (MAI). MAI can be effectively suppressed by means of 

correlating the received signal with the desired user’s spreading code, which can 

achieve a processing gain for suppressing MAI. However, the performance of the 

conventional single-user detection strategy drops significantly as the power of MAI 

becomes large. As a remedy, the multi-user detection (MUD) techniques make use of 

the detected data of multiple users to alleviate the MAI effects [20]−[21]. Note that 

the spreading codes of all users have to be known in advance and the objective of 

MUD techniques is to execute interference cancellation. Subtractive interference 

cancellation based MUD detectors are an important class of the multi-user detectors, 

and its basic idea is to reconstruct the interference signal contributed by each user in 

order to subtract out part or all of the MAI seen by each user. Such detectors are often 

implemented with multi-stages. The detector in each stage makes decision, 

regenerates and cancels out the MAI from the received signal. The hope is that the 

decisions will be improved at the output of successive stages. Based on similar 

concept, we can analogize the multipath interference in digital transmissions to MAI 

and use an MUD-like technique to improve the system performance in TDMA 

systems. 

1.4 Overview of Channel Estimation Techniques 

The wireless communication channels in mobile radio environments are usually 

multipath fading channels which result in ISI, and it can significantly increase 

transmission error rate. As a remedy, equalizers have been employed to alleviate the 

ISI effects. However, an accurate estimation of channel impulse response (CIR) is 

usually required in order to ensure successful equalization.  

 Consider a linear channel with CIR h(t), real input x(t) and output y(t) as shown 

in Fig. 1.4, then we have [22]  

)()()( thtRtR XXYX ⊗=   (1.1) 

where )(tRYX  denotes the cross-correlation function of y(t) and x(t), and )(tRXX  
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Fig. 1.4:  A linear channel. 

denotes the autocorrelation function of x(t), and ⊗ denotes the convolution operator. 

When the power spectrum of the input x(t) is white and its autocorrelation 

function )(tRXX  approaches the delta function )(tδ , the cross-correlation function 

)(tRYX  is equal to the CIR h(t) approximately (i.e., )()()()( ththttRYX =⊗≅ δ ) [23]. 

That is, as the input x(t) is known, the CIR h(t) can be acquired through the 

cross-correlation of x(t) and y(t). This is the original idea of most channel estimation 

techniques. 

Channel estimation is normally done through transmitting a training sequence 

that is also known to the receiver. For the simplicity of implementation, most channel 

estimators usually use a correlation method to obtain the estimated CIR [24]−[28]. 

Since this method is executed by multiplying a central portion of the training 

sequence (called the normal training sequence) by different shifted versions of the 

received signal, it usually requires that a guard interval (a precursor and a postcursor) 

be added in the front and back portion of the training sequence, respectively. In 

addition, this correlation method requires that the normal training sequence has a good 

autocorrelation property in order to make an accurate CIR estimation. These 

limitations can be avoided by using the least-squares (LS) channel estimation method 

which requires only a precursor in the front portion of a training sequence and makes 

no assumption on good correlation property of the normal training sequence [26]− 

[28].  

For reducing noise effects, an iterative channel estimation method has received 

great attention and has been proven effective [28]−[31]. This iterative channel 

estimation method was developed based on the idea that if the output of the equalizer 

can be used as an extended training sequence in the channel estimator, the quality of 

the channel estimation can be greatly improved. Obviously, a major restriction on the 
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iterative channel estimation method is that the decision errors of the equalizer output 

will be fed back to the channel estimator, known to as the error propagation, causing 

significantly degradation to system performance. In some extreme cases, such as in a 

fast fading environment, this method breaks down due to error propagation. In 

addition, the performance enhancement is obtained at the expense of an increase in 

implementation complexity and longer time delay due to hardware processing, which 

leads to difficulties in real time applications in practice. To alleviate the effects of 

error propagation, the iterative channel estimation method can be alternatively 

performed using the channel decoder output when the forward error correction coding 

has been taken into account [32], [33]. Nevertheless, the tremendous hardware 

complexity and more additional processing time further make this realization 

impractical.  

1.5 Motivation for this Dissertation 

A guard interval is usually added in the training sequence to keep the normal training 

sequence away from the multipath effects and the length of the guard interval should 

be greater than the maximum channel memory (or delay spread) of the channel. In a 

typical mobile radio communication environment, the effective multipath delays are 

usually much smaller than the length of the guard interval [34], [35]. For example, the 

root mean square (rms) delay spreads in the urban and hilly residential areas are 2-3 

and 5 µs, respectively, corresponding to about 1-2 bit periods for the GSM (Global 

System for Mobile Communications) system in which the guard interval setting is 5 

bits. This implies that most bits in the guard interval might not be affected by ISI, 

which are called here as the uncorrupted data and are available for estimating the CIR. 

This suggests that an improved channel estimation method can be developed based on 

both the uncorrupted data and the normal training sequence. 

In order to fully utilize all the useful information in the guard interval, two types 

of two-stage channel estimation methods are proposed: the least-squares based 

two-stage channel estimation (LS-2SCE) method and the multipath interference 

cancellation based two-stage channel estimation (MIC-2SCE) method. Both methods 

execute a conventional channel estimation method based on the normal training 

sequence to obtain a coarse CIR in the first stage. The corresponding results were 
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used to estimate both the maximum channel memory and the effective paths, and then 

to locate the uncorrupted data in the guard interval. The uncorrupted data together 

with the normal training sequence, referred to as an extended normal training 

sequence, could be used to enhance the performance in the channel estimation.  

In the LS-2SCE method, the LS algorithm was performed again on the extended 

normal training sequence to obtain the fine-tuned CIR in the second stage. Since more 

useful data can be used in the second stage, the estimation performance can be 

improved. 

In order to reduce the computation complexity, the MIC-2SCE method is 

proposed to replace the LS algorithm in the second stage of the LS-2SCE method. 

Since the training sequence was already known in the receiver, and both the maximum 

channel memory and the effective paths were obtained in the first stage, the multipath 

interference cancellation (MIC) algorithm, which is similar to the subtractive 

interference cancellation method in MUD of CDMA systems [20], [36]−[38], could be 

executed on the extended normal training sequence to extract the individual path 

signal. As a result, the correlation method could be used to obtain the fine-tuned CIR 

in the second stage. 

Since the multipath phenomenon in the radio channel provides multiple versions 

of original transmitted signal at a receiver. If the individual path components can be 

separated and gathered back together through optimal linear combining, the SNR 

would be increased and therefore the reliability of data reception can be improved. In 

other words, if the individual path components in multipath channel can be separated, 

they can be utilized to achieve path diversity. In CDMA systems, the multipath 

interference can be suppressed by the processing gain, and the multipath diversity can 

be efficiently achieved by using a RAKE receiver. However, there are no spreading 

codes used in TDMA systems. Therefore, the multipath interference cannot be 

suppressed and the individual path signal cannot be extracted. Nevertheless, we can 

treat each individual path as a single user and the multipath interference as MAI. Then 

the individual path components can be separated by using an MIC method if we can 

get known data and the information of CIR. 

In order to achieve implicit multipath diversity in TDMA systems, a posterior 
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block iterative decision feedback detector is proposed to enhance the performance of a 

conventional detector (or equalizer) in this dissertation. Using a conventional detector 

as a preliminary detector, the preliminary decided data and estimated CIR can be 

obtained. Jointly using these results, we can use the MIC algorithm to remove the 

multipath interference and to extract the individual path signal. In other words, a 

means for reducing ISI is devised. Then the maximal-ratio combining (MRC) 

technique can be used to combine these signals to increase the SNR of the system and 

therefore achieve more reliable data detection. Furthermore, the more reliably 

detected data can be feedback to the posterior detector to improve the system 

performance again in an iterative manner.  

1.6 Organization of this Dissertation 

This dissertation presents two channel estimation methods and a posterior block 

iterative decision feedback detector for digital wireless communication systems. The 

subjects covered in the following chapters are organized as: 

 In Chapter 2, the proposed LS-2SCE method is described. Both theoretical 

analysis and computer simulations were done to verify the efficiency of the proposed 

method. 

In Chapter 3, the proposed MIC-2SCE method is described. Theoretical analysis, 

computer simulations, and a discussion on computation complexity were done to 

verify the efficiency and the feasibility of the proposed method. 

In Chapter 4, the proposed posterior block iterative decision feedback detector is 

described. Computer simulations were done in both static and fading multipath 

channels to verify its performance enhancement in BER. 

In Chapter 5, a conclusion of this dissertation and a discussion on future research 

directions are given. 
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Chapter 2 

A Least-squares Based Two-stage 

Channel Estimation Method 

2.1 Introduction 

The radio channels in digital wireless communications usually are multipath fading 

channels, which generate intersymbol interference (ISI) in the received signal that 

may cause serious performance degradation. To alleviate the ISI effects, equalizers are 

commonly employed and they usually require an accurate estimate of channel impulse 

response (CIR) in order to ensure successful equalization. 

 Conventionally, CIR is estimated based on a known training sequence, which is 

sent by the transmitter and is repeated in every transmitted data burst. A guard interval 

included in the training sequence is used to keep the normal training sequence away 

from the ISI caused by the adjacent random data. Since the length of the guard 

interval in a communication system should be large than the maximum channel 

memory in all possible radio propagation environments, the effective multipath delay 

is usually much smaller than the length of guard interval in practice [34], [35]. This 

suggests that the uncorrupted data in the guard interval can be employed to improve 

the channel estimation accuracy.   

In order to fully utilize all the useful information in the guard interval, a novel 

least-squares based two-stage channel estimation (LS-2SCE) method is proposed in 

this chapter. In the first stage, a least-squares (LS) algorithm [39] was used to estimate 
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the CIR based on the normal training sequence. In order to determine the maximum 

channel memory, the weaker paths with strength less than a certain threshold θ  were 

discarded. The threshold θ  was defined as a small factor of the strongest amplitude 

of all estimated paths. After the maximum channel memory was estimated, it was used 

to locate the uncorrupted data in the guard interval. In the second stage, the 

uncorrupted data together with the normal training sequence were sent to the LS 

algorithm again to obtain the fine-tuned CIR. Since more bits were utilized for 

channel estimation, the proposed method led to an improved performance compared 

to conventional methods. To verify the efficiency of the proposed LS-2SCE method, 

both a theoretical analysis and computer simulations have been done. Our computer 

simulation results confirm the analysis results and demonstrate that the proposed 

LS-2SCE method really outperforms a conventional single-stage channel estimation 

method. 

 This chapter describes the operation principles, conducts the theoretic analysis 

and evaluates the performance of the proposed LS-2SCE method. In Section 2.2, both 

the system model and the conventional channel estimation methods are described. In 

Section 2.3, the details of the proposed LS-2SCE method including the function of 

each stage and the algorithms used are presented. In Section 2.4, theoretic analysis on 

the LS-2SCE method is given. Computer simulation results are presented in Section 

2.5. Finally, a conclusion is given in Section 2.6. 

2.2. The System Model and Conventional Channel 

Estimation Methods 

The scenario considered here involves a digital communications system in a 

multipath channel which consists of L paths. In the receiving end, the received 

baseband signal at a certain sampling instant can be expressed as 

 ∑
−

=

+−=
1

0

][][][][
L

k

mnkmdkhmr  (2.1) 

where ][md  is the transmitted data symbol and ][kh  denotes the complex gain 

associated with the k th path. It is noteworthy that the L complex gains and their 
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corresponding delays determine the overall CIR and ][mn  is the additive white 

Gaussian noise (AWGN) with zero mean and variance 2
nσ . A conventional channel 

estimation method is usually based on a known training sequence [8], e.g., the 

midamble of the transmitted data burst in the GSM system, the preamble in the IEEE 

802.11a wireless local area network standard and the pilot tones in the DVB (Digital 

Video Broadcasting) system [40], [41]. 

 A guard interval is typically generated from the cyclic extension of the normal 

training sequence [42], [43]. Without loss of generality, let a binary normal training 

sequence be denoted as { }110 ,,, −Nsss , where { }1,1 −∈is . Including a cyclically 

extended prefix, the transmitted training sequence is then given by 

{ }110)1(1 ,,,,,,, −−+−− NNMNMN ssssss , where M is the length of the guard interval and 

1−≥ LM . The training sequence is depicted in Fig. 2.1. Note that the training 

sequence can be divided into the N-bit normal training sequence portion which is used 

by conventional channel estimation methods and the M-bit prefix portion (guard 

interval). These prefix bits might be corrupted from the data bits transmitted in front 

due to the multipath effects introduced by the radio environment. 
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Fig. 2.1: The guard interval and the normal training sequence of the training sequence. 

The received signal associated with the normal training sequence can be 

expressed in an 1×N  vector tr  as given by  

 nShr +=t  (2.2) 
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where the complex CIR vector [ ]TLhhh 110 −=h  with T denoting the 

transpose operator, and the 1×N  vector n  denotes the noise samples. The LN ×  

normal training sequence matrix S  is then given by  
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The goal of a conventional LS channel estimator is to find an estimate of h  in 

order to minimize the sum of squared error between the received data and the 

reconstructed data, which can be written as 

2min lst
ls

Shr
h

−  (2.4) 

where .  denotes the 2-norm operator. The optimum solution of this cost function is 

[44]  

 ( ) t
HH

ls rSSSh 1ˆ −
=  (2.5) 

where ( ) 1. − and H denote the matrix inverse and Hermitian operations, respectively. 

The above solution, referred to as the LS channel estimation, has been shown to be the 

best linear unbiased estimate of the CIR [45]. A normal training sequence is said to be 

perfect if its associated correlation matrix SSH  is diagonal and the mean squared 

channel estimation error can be minimized [46]. This holds for the 16-bit normal 

training sequences of GSM, which is in the central part of a midamble of 26 bits. In 

this case, the solution in (2.5) can be further simplified to 

 t
H

ls rSh α=ˆ  (2.6) 

where α  is a scaling constant. The simplified channel estimator can be obtained by 

correlating the received signal with the normal training sequence. In this case, the LS 

channel estimation method is the same as the correlation channel estimation method. 

For simplicity and consistency, hereafter, this chapter uses the term Conv-CE method 

to denote the conventional LS channel estimation method based on the normal 
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training sequence.  

2.3 The Proposed LS-2SCE Method 

A flow chart of the proposed LS-2SCE method is shown in Fig. 2.2. The details of the 

proposed LS-2SCE method are described below: 

2.3.1 The first stage 

As shown in Fig. 2.2, the purpose of the first stage channel estimation is to find the 

maximum channel memory K. Therefore, an initial estimation of CIR can be obtained 

by executing the Conv-CE method. As we mentioned above, if the correlation matrix 

SSH  is diagonal, the Conv-CE method can be reduced to the correlation channel 

estimation method.  
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Fig. 2.2: A flow chart of the proposed LS-2SCE method 

After obtaining the initial CIR estimation, the strongest path among all the 
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estimated paths is selected as the reference path and its amplitude is denoted as maxA . 

All the paths whose amplitude (normalized by maxA ) smaller than a threshold θ  are 

discarded. The threshold θ  is a system parameter and is a small factor of maxA  [47], 

[48]. 

Following the above selection procedure, only effective paths remain in the 

initially estimated CIR. Accordingly, the last effective path needs to be found and its 

position is located. If the location of the first path is set to 0, the maximum channel 

memory K, is set to the location of the last effective path.  

2.3.2 The second stage 

After the maximum channel memory K is estimated in the first stage, it can be used to 

locate the KM −  uncorrupted data in the guard interval, which can be utilized to 

improve the performance of channel estimation in the second stage.  

In matrix notation, the 1)( ×−+ KMN  extended received signal vector augr  

associated with the KM −  uncorrupted bits plus the normal training sequence of 

length N is given by 

nhSr += traug  (2.7) 

where the LKMN ×−+ )(  vector trS  consists of the transmitted data and the 

1)( ×−+ KMN  vector n  denotes the noise samples. Let us define an 

LKMN ×−+ )(  augmentation matrix augS  which is composed of the training 

sequence and express it in terms of the normal training sequence matrix S  as below 
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where [ ])()()( KMKMNKM −+−×−= IOG  is a selection matrix which is used to extract 

the uncorrupted data in the guard interval corresponding to the normal training 

sequence matrix S ; I  and O  denote identity matrix and null matrix, respectively.  

The matrix trS  can be represented by augS  plus an error matrix ∆  and (2.7) 

can be rewritten as  

( ) nh∆Sr ++= augaug  (2.9) 

where the LKMN ×−+ )(  error matrix ∆  denotes the difference between the 

matrix trS  and the matrix augS (i.e., augtr SS∆ −= ). Most elements in matrix ∆  are 

null except those lie in the small upper right triangular region of the matrix. Since all 

these nonzero elements in matrix ∆  are multiplied by the corresponding weaker 

paths which is in vector h  in the product ∆ h . When the threshold θ in stage 1 is 

set small enough, the paths discarded are very weak and the corresponding values in 

the residual vector ∆ h  are also very small. Neglecting the effect of the residue 

vector ∆ h , (2.9) can be approximately written as 

nhSr +≈ augaug  (2.10) 

Therefore, the goal of the second stage LS channel estimation is to find h  which 

achieves 

 
2

2
2

min saugaug
s

hSr
h

−  (2.11) 

Accordingly, the LS solution is given by 

 ( ) aug
H
augaug

H
augs rSSSh 1

2
ˆ −

=  (2.12) 

Although both (2.5) and (2.12) are needed in the proposed LS-2SCE method and 

matrix inverse operations are required, the computation is simple because both the 

matrix S  and the matrix augS  are only functions of the known training sequence, 

and the matrix inverse operations can be computed and stored in advance. 

The algorithm of the proposed LS-2SCE method is summarized as follows: 
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Stage I. 

1. Set the system parameters: the maximum CIR length L and the threshold θ . 

2. Obtain an initially estimated CIR lsĥ , according to (2.5).  

3. Find the strongest path: ( )ihA maxmax =  for 1,...,1,0 −= Li . 

4. Set the negligible path to zero: If θ<)( maxAhi , then let 0=ih  for 

1,...,1,0 −= Li . 

5. Find the last nonzero path: ih  for 10 −≤≤ Li . Then, set the maximum 

channel memory iK = . 

 Stage II. 

1. Use the parameter K to get the augmentation matrix augS . 

2. Obtain a finally estimated CIR s2ĥ , according to (2.12).  

2.4 Performance Analysis 

In this section, a theoretical analysis is given to verify that the performance of the 

proposed LS-2SCE method is superior to the Conv-CE method.  

According to the optimum solution in (2.5), the corresponding mean square error 

(MSE) of the conventional LS channel estimator is given by [44] 

( ){ }12 −
= SSH

nconv trMSE σ  (2.13) 

where ( ).tr  denotes the trace operator and 2
nσ  denotes the input noise power. 

Applying the singular value decomposition (SVD) technique [49] to the normal 

training sequence matrix S  yields  

 HV
O
Σ

US 







=  (2.14) 
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where Σ  denotes an LL ×  diagonal matrix formed by the singular values of matrix 

S ; O  denotes an LLN ×− )(  null matrix, and both the NN ×  matrix U  and 

the LL ×  matrix V  are unitary. Substituting (2.14) into (2.13), the MSE of the 

Conv-CE method becomes 

[ ]




























=

−1

2 HH
nconv trMSE V

O
Σ

UUOΣVσ   

( ){ }122 −
= H

n tr VVΣσ  

{ }22 −= Σtrnσ   

∑
=

−=
L

i
in

1

12 λσ   (2.15) 

where iλ  for i =1,2,…,L are the eigenvalues of the correlation matrix SSH . Since 

the matrix SSH  is positive semidefinite [50], its eigenvalues are nonnegative.  

The following analysis of the proposed LS-2SCE method is based on the 

assumption that the paths discarded are very weak. When the residual vector ∆ h  is 

relatively small compared with the noise, it can be neglected and equality in (2.10) 

holds. Replacing S  with augS in (2.13) and expressing augS  in terms of S  as 

given in (2.8), the MSE of the LS-2SCE method can be expressed as 

 ( ){ }12
2

H
S n aug augMSE trσ

−
= S S   

 

1

2 H H
ntrσ

−     =          

G
S G I S

I
 

 ( ){ }12 H H
ntrσ

−
 = + S I G G S  (2.16) 

Assuming the signal power is normalized to unity, (2.13) and (2.16) indicate that in 

dB scale both convMSE  and SMSE2  decrease linearly as SNR increase. 
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In the case of 0=− KM , there is no uncorrupted data in the guard interval and 

the correlation matrix OGG =H . The result of convS MSEMSE =2  can be obtained 

from (2.13) and (2.16). In the case of NKM =− , there are N bits uncorrupted data 

in the guard interval and the correlation matrix IGG =H . The result of 

convS MSEMSE
2
1

2 =  can be obtained from (2.13) and (2.16).  

Substituting (2.14) into (2.16) yields 
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Let us further partition the unitary matrix U into four matrices as given by 

  







=

−×−×−

−×+−×+−

)()()(
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LNKMLKM
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such that  

 [ ] ZΣ
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
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


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Substituting (2.19) into (2.17) and performing some matrix operations, we get 

( ){ }HH
nS trMSE VΣZZIVΣ 1112

2
−−− +=σ  
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       ( ){ }122 −− += ZZIΣ H
n trσ  (2.20) 

Applying the SVD technique again to the (M−L)×L matrix Z  yields 

 HV
O
ΣUZ ~~~








=  (2.21) 

where Σ~  denotes an LL ×  diagonal matrix formed by the singular values of matrix 

Z ; O  denotes an LLKM ×−− )(  null matrix, and both the )()( LMLM −×−  

matrix U~  and the LL ×  matrix V~  are unitary. Substituting (2.21) into the 

autocorrelation matrix  

 [ ] HHHHH VDVVΣVV
O
ΣUUOΣVZZ ~~~~~~~~~~~ 2 ==







=  (2.22) 

where D  is a diagonal matrix with diagonal eigenvalue elements iλ
~  i =1,2,…,L. 

Substituting (2.22) into (2.20), the MSE of the LS-2SCE method can be rewritten as    

{ }2 2 1
2 ( )H

s nMSE trσ − −= +Σ I VDV  

{ }2 2 1( )H H
ntrσ − −= +Σ VV VDV  

{ }2 2 1( ) H
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where H
iv~  is the i th row of the unitary matrix V~.  
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Since the matrix ZZH  is positive semidefinite, its eigenvalues iλ
~  for i =1,2,…,L 

are nonnegative and the diagonal elements of 1)( −+ DI are equal or less than one. It 

follows that 

 conv

L

i
ini

L

i
inS MSEMSE ==≤ ∑∑

=

−

=

−

1

122

1

12
2

~ λσλσ v  (2.24) 

indicating that the proposed LS-2SCE method outperforms the Conv-CE method.  

2.5 Computer Simulations 

To evaluate the performance of the proposed LS-2SCE method, a series of computer 

simulations were carried out under different channel conditions. In order to compare 

the performance of different channel estimators, the normalized MSE between the 

ideal CIR vector, h , and the estimated CIR vector, ĥ , was defined as 

 { } { }2 2ˆ /MSE E E= −h h h  (2.25) 

where {}⋅E  denotes the expectation operator. 

Our simulations were divided into two parts. In the first part, the general 

behavior of the LS-2SCE method was investigated in a multipath environment. In the 

second part, the data burst of GSM was employed to examine the performances of the 

LS-2SCE method in both a two-path fixed channel and a two-path fading channel. As 

a comparison, the corresponding results of the Conv-CE method were also included. 

In all our simulations, the power of the CIR vector was normalized to one. The 

maximum CIR length L was set to 6 and the binary phase shift keying (BPSK) 

modulation method was assumed.  

2.5.1 Part 1: General behavior of the proposed channel estimator 

In the first part of our simulations, the input SNR was set to 15 dB and the length of 

the normal training sequence was set to 20. The training sequence was randomly 

generated such that it constructs a full rank normal training sequence matrix S . The 

analysis result of the LS-2SCE method calculated from (2.16) is plotted as a dashed 
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line in each figure.  

To investigate the effect of the guard interval length on channel estimation in an 

equal-gain two-path fixed channel, the first path was set at the 1st sample, the second 

path was set at the 2nd sample, and the guard interval length was varied from 7 to 21. 

The threshold θ  used in the first stage was set to –15 dB relative to the strongest 

amplitude of all the estimated paths. The corresponding MSE versus the ratio of the 

length of the uncorrupted data to the length of the normal training sequence is shown 

in Fig. 2.3. This ratio, NKM /)( − , is referred to as the excess length ratio. It is 

observed that the MSE of the simulated LS-2SCE method is close to the analysis 

result and it decreases as the excess length ratio increases. This is because that the 

length of the uncorrupted data increases as the guard interval length increases. On the 

contrary, the MSE of the Conv-CE method is approximately a constant due to the 

fixed length of the normal training sequence. Note that the MSE ratio of the Conv-CE 

method to the LS-2SCE is close to 2 when the excess length ratio is 1. This result is 

consistent with our analysis result. In this case, the MSE of the LS-2SCE method is 

approximate 3 dB less than that of the Conv-CE method. 

To evaluate the effect of the maximum channel memory on the performance of 

the LS-2SCE method, the guard interval length was set to 10, and an equal-gain 

two-path channel was modeled in such a way that the first path was fixed at the 1st 

sample and the second path was changed from the 2nd sample to Lth sample. The 

threshold θ  was set to –15 dB. The corresponding MSE versus the variation in 

maximum channel memory is shown in Fig. 2.4. It is observed that the MSE of the 

LS-2SCE method is close to the analysis result and increases as the maximum channel 

memory increases. This is because that fewer bits are used for channel estimation in 

the LS-2SCE method as the maximum channel memory increases. 

To examine the effect of weaker paths on the performance of the LS-2SCE 

method, the guard interval length was again set to 10, and a channel with two strong 

paths of equal power followed by four weaker paths also of equal power was 

employed in the simulation. The amplitudes of strong paths were set to 1 and the 

amplitudes of weaker paths were varied from 0 to 0.25. The corresponding MSE 

versus different amplitudes of the four weaker paths under two different SNRs and 

threshold θ s is shown in Fig. 2.5. It is observed that the analysis result is consistent 
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with the simulation result when the amplitudes are small. However, as the amplitudes 

begin to increase, the residual vector ∆ h  in (2.9) becomes significant and this leads 

to a performance degradation in MSE. Gradually, when the amplitudes (normalized by 

maxA ) are larger than the threshold, the weaker paths will be taken in and considered 

as effective paths. Finally, all weaker paths are retained and the maximum value of K 

is obtained. In this case, the corresponding MSE becomes a constant. It is noteworthy 

that the MSE curves in the SNR =13 dB case are smoother as compared with those 

obtained in the SNR=18 dB case. This is because that the effect of noise is more 

significant than the effect of the residual vector ∆ h  in (2.9) at a lower SNR. 

Furthermore, to clarify the combined effect of weaker paths and the threshold, we 

simulated the cases of amplitudes of weaker paths being equal to 0, 0.1, and 0.25 

respectively. Fig. 2.6 shows that only in the case of weaker path amplitude = 0.25, and 

when the threshold is improperly chosen (>–10 dB), the performance of MSE will 

significantly degrade. This is because that the weaker paths were discarded at a high 

threshold θ  value and this causes the effect of residual vector ∆ h  more significant. 

Therefore, a small value of threshold is suggested to use in practice. As a rule of 

thumb, the threshold θ  can be approximately chosen as a –SNR (dB) value such that 

the performance improvement can be assured. 

2.5.2 Part 2: Performance Enhancement with the Proposed Channel 

Estimator 

In the second part of our simulations, the GSM burst structure with a GSM midamble 

00100101110000100010010111 as defined by ETSI (European Telecommunications 

Standards Institute) [25] was employed, and the BPSK modulation method was 

simulated at a data rate of 270.833 kbit/sec. When the GSM midamble is mapped into 

the structure of Fig. 2.1, it can be separated into a 10-bit guard interval and a 16-bit 

normal training sequence. The threshold θ  was set to –15 dB in the following 

simulations.  

To illustrate the performance of the LS-2SCE method in an equal-gain two-path 

fixed channel, the first path was located at the 1st sample, the second path was 

randomly located from the 2nd to the Lth sample, and the SNR was varied from 10 to 

20 dB. The corresponding results are shown in Fig. 2.7. This figure shows that the 
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MSE of the LS-2SCE method is close to the analysis result, which is calculated from 

(2.16) and is plotted as a dashed line. This figure also shows that the MSE of both 

methods decreases linearly as the input SNR increases. This result confirms the 

analysis results in (2.13) and (2.16). It is clearly observed that the LS-2SCE method 

outperforms the Conv-CE method because more bits can be used for channel 

estimation in the former method.  

To investigate the performance of the proposed LS-2SCE method in a fading 

environment, a two-path (with equal average power) Rayleigh fading channel is 

simulated with the first path located at the 1st sample and the second path randomly 

located from the 2nd to the Lth sample., The average SNR is varied from 10 to 20 dB 

again. Note that the complex gains of the two fading paths were generated 

independently using Jake's fading channel model [51], at a vehicle speed of 60 km/h, 

and at a carrier frequency of 900 MHz. Fig. 2.8 plots the simulation results. The MSE 

performances in Fig. 2.8 are worse than the corresponding MSE performances in Fig. 

2.7. This is because the fading phenomenon affects the accuracy of the channel 

estimation. Nevertheless, the improvement in the MSE ratio of the Conv-CE method 

to the LS-2SCE method is not greatly reduced. From Fig. 2.8, it is clearly observed 

that the LS-2SCE method still outperforms the Conv-CE method even in a fading 

environment.  

To examine the fading effects, the two-path fading channel model above is used 

again; the vehicle speed was varied from 3 km/h (slow fading) to 300 km/h (fast 

fading), and the input SNR was fixed at 15 dB. The corresponding results are shown 

in Fig. 2.9. It is clearly observed that the MSE of the Conv-CE method is larger than 

the MSE of the proposed LS-2SCE method at different vehicle speeds. These results 

further demonstrate that the LS-2SCE method outperforms the Conv-CE method in 

both slow and fast fading channels.  

2.6 Conclusion 

In this chapter, a novel channel estimation method is proposed in order to fully utilize 

the known data in the guard interval for channel estimation. The proposed method 

was designed as a two-stage procedure. In the first stage, the LS algorithm was used 

to compute the initial CIR estimation based on the normal training sequence. Based 
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on the initial CIR estimation, the maximum channel memory can be estimated. In the 

second stage, the estimated maximum channel memory was used to extract the 

uncorrupted data in the guard interval. Finally, both the uncorrupted data and the 

normal training sequence were sent to the LS algorithm again to estimate a fine-tuned 

CIR. Both a theoretical analysis and computer simulations were carried out to confirm 

that the proposed LS-2SCE method outperforms the Conv-CE method. Overall, we 

demonstrated that the LS-2SCE is an efficient and feasible method. 
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Fig. 2.3: MSE versus excess length ratio in an equal-gain two-path fixed channel at an 

SNR of 15 dB. 
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Fig. 2.4: MSE versus different maximum channel memory K in an equal-gain 

two-path channel at an SNR of 15 dB. 
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Fig. 2.5: MSE versus amplitude of the weaker paths in a multipath channel. This 

channel has two strong paths of equal power followed by four weaker paths also of 

equal power. 
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Fig. 2.6: MSE versus threshold θ  in three different multipath channels with the 

same channel model as described in Fig. 2.5. 
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Fig. 2.7: MSE versus SNR in an equal-gain two-path fixed channel with the first path 

located at the 1st sample and the second path randomly located from the 2nd to the 

Lth sample. 
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Fig. 2.8: MSE versus average SNR in a two-path Rayleigh fading channel with the 

first path located at the first sample and the second path randomly located from the 

second to the sixth sample at the vehicle speed of 60 km/h. 
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Fig. 2.9: MSE versus different vehicle speeds in a two-path Rayleigh fading channel 

with the same channel model as described in Fig. 2.8 at an SNR of 15 dB. 
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Chapter 3 

A Multipath Interference Cancellation 

Based Two-stage Channel Estimation 

Method 

3.1 Introduction 

Since the length of the guard interval is usually larger than the length of the effective 

multipath delay in a typical mobile radio communication environment, we proposed 

the LS-2SCE method in Chapter 2 to fully utilize the uncorrupted data in the guard 

interval to improve the performance of channel estimation. Also, we verified the 

benefits of the LS-2SCE method. 

 However, the LS-2SCE method needs to execute the LS algorithm on an 

augmented matrix in the second stage, the computation complexity is high. To avoid 

this computation complexity, a multipath interference cancellation [36]−[38] based 

two-stage channel estimation (MIC-2SCE) method is proposed in this chapter. In the 

first stage, a conventional channel estimation method was used to estimate the CIR 

based on the normal training sequence. In order to determine the maximum channel 

memory and the effective paths, we discarded those weaker paths whose amplitude 

(normalized by the peak amplitude) smaller than a certain threshold θ . The threshold 

θ  was defined as a small factor of the peak amplitude of all estimated paths. Then 

the maximum channel memory and the effective paths were estimated. In the second 

stage, both the maximum channel memory and the effective paths were used to locate 
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the uncorrupted data in the received training sequence and to reconstruct the 

individual path data of each effective path in this uncorrupted region. Note that the ISI 

in this region was generated by the known training sequence only. Therefore, the 

individual path interference could be calculated and the individual path signal could 

be extracted. Since there was only a single path data remained in each individual path 

signal, the correlation method could be used to estimate each individual path gain. 

Then, the individual path signal was used to correlate with the corresponding data in 

the training sequence to obtain the fine-tuned CIR. Since extra bits were utilized for 

channel estimation, the proposed method led to an improved performance compared 

to conventional methods. In addition, only the mulipath interference cancellation and 

the correlative channel estimation were added, the computation complexity was 

relatively low. To verify the efficiency of the proposed method, both theoretical 

analysis and computer simulations were done. Computer simulation results confirm 

the analytical results and demonstrate that the proposed method really outperforms a 

conventional single-stage channel estimation method.  

This chapter describes the operation principles, conducts theoretical analysis and 

evaluates the performance of the proposed method. In Section 3.2, the conventional 

channel estimation methods are described. In Section 3.3, the details of the proposed 

method including the function of each stage and the algorithms used are presented. In 

Section 3.4, theoretical analysis on the proposed method is given. Computer 

simulation results are presented in Section 3.5. Finally, discussion and conclusion are 

given in Section 3.6. 

3.2 The Conventional Channel Estimation Methods 

A conventional channel estimation method is usually based on a known training 

sequence [8]. A guard interval is typically generated from the cyclic extension of the 

normal training sequence [42], [43]. Let a binary normal training sequence be denoted 

as { }110 ,,, −Nsss , where { }1,1 −∈is . Including a cyclically extended prefix, the 

transmitted training sequence is then given by { }110)1(1 ,,,,,,, −−+−− NNMNMN ssssss , 

where M is the length of the guard interval and 1−≥ LM . The training sequence 

including its related parameters is depicted in Fig. 3.1. Note that the training sequence 

can be divided into the N-bit normal training sequence portion and the M-bit prefix 
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portion (guard interval).  

 

Guard Interval Normal Training Sequence

0s
1−NsMNs −1−−MNs

M N

1N−sMNs − KMNs +−

N~K  

Fig. 3.1: The guard interval and the normal training sequence of the training sequence. 

K and N  denote the maximum channel memory and the extended normal 

training sequence, respectively. 

Considering a digital data communication system in a multipath channel with a 

maximum delay spread of L samples, the received signal associated with the normal 

training sequence can be expressed in an 1×N  vector r  as given by  

nShr +=  (3.1) 

where the complex CIR vector [ ]TLhhh 110 −=h  with T denoting the 

transpose operator, and the 1×N  vector n  denotes the additive white Gaussian 

noise (AWGN) samples with zero mean and variance 2
nσ . The LN ×  normal 

training sequence matrix S  is then given by (2.3) (in Section 2.2) 

Based on executing a LS algorithm on the normal training sequence, the 

optimum result of estimated CIR is [44]  

( ) rSSSh HH
ls

1ˆ −
=  (3.2) 

where ( ) 1. − and H denote the matrix inverse operator and the Hermitian operator, 

respectively. The above LS channel estimation solution has been shown to be the best 

linear unbiased estimate of the CIR [45]. A normal training sequence is said to be 

perfect if its associated correlation matrix SSH  is diagonal allowing for the mean 

squared channel estimation error to be minimized [46]. In this case, the solution in 

(3.2) can be further simplified to 
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rSh H
ls N

1ˆ =  (3.3) 

where N is the length of the normal training sequence. The simplified channel 

estimator can be obtained by correlating the normal training sequence with its 

associated received signal. In this case, the LS channel estimation method is the same 

as the correlative channel estimation method. Hereafter, this chapter uses the term 

Conv-CE method to denote the conventional LS channel estimation method based on 

the normal training sequence for simplicity and consistency.  

3.3 The Proposed MIC-2SCE Method 

The details of the proposed method, as shown in Fig. 3.2, are described below: 

3.3.1 The first stage 

The purpose of the first stage is to estimate the effective paths and the maximum 

channel memory. An initial estimation of CIR can be obtained by executing the 

Conv-CE method. In particular, if the correlation matrix SSH  is diagonal, meaning 

that the correlations among different paths are zero, the Conv-CE method can be 

reduced to the correlative channel estimation method.  

After obtaining the initial CIR estimation, the strongest path among all the 

estimated paths is selected as the reference path and its amplitude is denoted as maxA . 

To select the effective paths, all the paths whose amplitude (normalized by maxA ) is 

smaller than a threshold θ  are set to zero and then the remaining nonzero paths are 

referred to as effective paths. Note that the threshold θ  is a system parameter which 

is related to the peak amplitude maxA .  

Accordingly, the last effective path can be found and its position is located. If 

the position of the first path is set to 0, the maximum channel memory K, is set to the 

position of the last effective path. Currently, all the effective paths are collected to 

form an 1×L  CIR vector ĥ , and the elements of this vector are either the effective 

path gains or zeros. 
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Fig. 3.2: A flow chart of the proposed MIC-2SCE method 
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3.3.2 The second stage 

After the maximum channel memory K is obtained in the first stage, it can be 

used to locate the KM −  uncorrupted data in the guard interval. By combining the 

KM −  uncorrupted data with the normal training sequence, we can obtain an 

extended normal training sequence with length NKMN +−=~  shown in Fig. 3.1. 

Under the condition that the threshold θ  used in the first stage is set small enough, 

the discarded paths are relatively weak and the ISI effect caused by the adjacent 

random data can be neglected. Then the received signal vector r~  associated with the 

extended normal training sequence can be approximately written as 

nhSr ~~~ +≈  (3.4) 

where the 1~ ×N  vector n~  denotes the extended noise vector, and the LN ×~  

augmentation matrix S~  is composed of the training sequence and can be expressed 

as below 
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Note that the vector ks~  for 1,...,1,0 −= Lk  denote the k th column vector of matrix 

S~ . 

Typically, the normal training sequence is designed to have ideal correlation 

property, i.e., its associated correlation matrix SSH  is diagonal. However, the 

extended normal training sequence usually does not preserve this property and it will 

generate ISI due to multipath propagation [52], [53]. In order to use the correlation 

method in the second stage, we must remove the ISI and extract each individual path 

signal from the received signal. 
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From (3.4) and (3.5), we know that the ISI in the received signal vector r~  is 

caused by solely the known training sequence. Therefore, the k th effective path data 

can be reconstructed by multiplying the k th column vector ks~  by the k th effective 

path gain (i.e., kk hs~ ).  

Let us define an LL×  diagonal matrix kD  as a selection matrix in which the 

k th diagonal entry is zero and the others are one. Then the k th path interference for 

the k th effective path can be calculated by the matrix operation hDS ˆ~
k . Accordingly, 

the 1~ ×N  signal vector of individual path kr~  for Kk ≤≤0  can be extracted from 

the received signal by 

hDSrr ˆ~~~
kk −=  (3.6) 

In the ideal situation, the estimated CIR hh =ˆ , then (3.6) will be reduced to  

nsr ~~~ += kkk h . Since most of the multipath interference can be successfully cancelled, 

the k th path gain kh~  for Kk ≤≤0  can be estimated by the following correlation 

operation: 

Nh k
H

kk
~/~~~ rs=  (3.7) 

Therefore, an 1×L  vector h~  of a fine-tuned CIR can be obtained by collecting all 

the estimated path gains.  

The algorithm of the MIC-2SCE method is summarized as follows: 

Stage I. 

1. Set the system parameters: the maximum CIR length L and the threshold θ . 

2. Obtain an initially estimated CIR lsĥ , according to (3.2).  

3. Find the strongest path: )(ˆmaxmax ihA ls= , where )(ˆ ihls  for 1,...,1,0 −= Li  

denote the i th entry of the vector lsĥ . 
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4. Set the weak paths to zero: If ( ) θ<max/)(ˆ Aihis , then let 0)(ˆ =ihls  for 

1,...,1,0 −= Li . 

5. Determine the maximum channel memory K: Find the last nonzero path )(ˆ ihls . 

Then, set the maximum channel memory iK = . 

6. Collect all the nonzero paths to form an effective path vector, ĥ . 

Stage II. 

1. Locate the uncorrupted data and form the augmentation matrix S~ . 

2. Extract the individual path signal vector kr~  for Kk ≤≤0 , according to (3.6).  

3. Obtain the k th path gain kh~  for Kk ≤≤0 , according to (3.7). 

4. Collect all the path gains to form a fine-tuned estimated CIR h~ .  

3.4 Performance Analysis 

In this section, theoretical analysis is given to verify that the performance of the 

proposed method is superior to the Conv-CE method.  

For brevity, the following analysis of the MIC-2SCE method is based on the 

assumption that the paths discarded in the first stage are very weak. When the effect 

of the discarded paths are relatively small compared to the noise, it can be neglected 

and the equality in (3.4) holds. According to the LS solution in (3.2), the 

corresponding mean square error (MSE) of the conventional LS channel estimator is 

given by [44] 

( ){ }12 −
= SSH

nconv trMSE σ  (3.8) 

where ( ).tr  denotes the trace operator. In the case of a perfect normal training 

sequence, its associated correlation matrix SSH  is diagonal. The minimum MSE can 

be achieved and the LS channel estimation method can be simplified to the correlative 

channel estimation method. When there are P effective paths, the MSE of the 
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Conv-CE method in (3.8) can be simply written as 

2MSE /conv n P Nσ= ×  (3.9) 

Substituting (3.1) into (3.2) and neglecting the weak paths, we can derive the 

following relationship: 

hnSSShh ˆ)(ˆ 1
1 ≈+= − HH

s  (3.10) 

Note that the nSSS HH 1)( −  term dominates the estimation error in the LS method. 

Substituting (3.6) into (3.7), the estimated k th path gain can be rewritten as  
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Taking the expectation of the difference between the estimated path gain kh~  and true 

path gain kh , and after some detailed linear algebraic operations, we are able to 

arrive at the MSE associated with the kth path  
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where {}⋅E  and •  denote the expectation operator and the absolute operator, 

respectively. A more detailed derivation is described in Appendix. Under the condition 

that the correlations among different time shifts of the original training sequence are 

small, i.e., 1~/~~ <<Nj
H

i ss  for ji ≠ , we have 

Nk
H

k
H

k
H

k
~~~)(~~ 1 <<− sSDSSDSs  (3.13) 

such that (3.12) can be reduced to 

Nn
~/MSE 2

k σ≈  (3.14) 
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In the case of P effective paths, the MSE of the proposed method can be expressed as 

NPn
~/MSE 2

MIC2S ×≈σ  (3.15) 

According to (3.9) and (3.15), we know that the MSE performance of the MIC-2SCE 

method is approximately NN /~  times better than that of the Conv-CE method. In the 

case of NN =~ , there is no uncorrupted data in the guard interval, and the result of 

convMSE=MIC2SMSE can be obtained from (3.9) and (3.15). In the case of NN 2~ = , 

there are N bits of uncorrupted data in the guard interval, and the result of 

convMSE
2
1MSEMIC2S =  can also be obtained from (3.9) and (3.15). 

3.5 Computer Simulations 

To evaluate the performance of the proposed MIC-2SCE method, a series of computer 

simulations were carried out under different channel conditions. In order to compare 

the performance of different channel estimators, the MSE between the ideal effective 

path vector, effh , and the estimated effective path vector, h~ , was defined as 

{ } { }22~MSE hhh EE eff −=  (3.16) 

where •  denotes the 2-norm operator. 

Our simulations were divided into two parts. In the first part, the general 

behavior of the MIC-2SCE method was investigated in a multipath environment. In 

the second part, the data burst of GSM was employed to examine the performance of 

the MIC-2SCE method in both a two-path fixed channel and a two-path fading 

channel. For comparison purpose, the corresponding results of the Conv-CE method 

were also included. 

In all our simulations, the power of the CIR vector was normalized to one. The 

maximum CIR length L was set to 6 and the binary phase shift keying (BPSK) 

modulation method was assumed.  
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3.5.1 General Behavior of the Proposed Channel Estimator 

In the first part of our simulations, the input SNR was set to 10 dB and the 

central 16-bit pattern of a GSM midamble which was defined by ETSI (European 

Telecommunications Standards Institute) was used as the normal training sequence 

[25]. The threshold θ  used in the first stage was set to –10 dB relative to the peak 

amplitude of all the estimated paths, and the analytical result of the MIC-2SCE 

method calculated from (3.15) was plotted as the dashed line in each figure.  

To investigate the effect of the guard interval length on channel estimation in an 

equal-gain two-path fixed channel, the first path was set at the 1st sample, the second 

path was set at the 2nd sample, and the guard interval length varied from 7 to 17. The 

corresponding MSE versus the ratio of the length of the extended normal training 

sequence to the length of the normal training sequence is shown in Fig. 3.3. This 

ratio, NN /~ , is referred to as the useful length ratio. It is observed that the MSE of the 

simulated MIC-2SCE method is close to the analytical result and it decreases as the 

useful length ratio increases. This is because the length of the uncorrupted data is 

directly related to the guard interval length. On the contrary, the MSE of the Conv-CE 

method is approximately a constant due to the fixed length of the normal training 

sequence. For example, when the useful length ratio is 2, the MSE of the proposed 

method is reduced to one-half (50%) of that of the Conv-CE method.  

To evaluate the effect of the maximum channel memory on the performance of 

the MIC-2SCE method, the guard interval length was set to 10, and an equal-gain 

two-path channel was modeled in such a way that the first path was at the 1st sample 

and the second path was changed from the 2nd to the Lth sample. The corresponding 

MSE versus the variation in maximum channel memory is shown in Fig. 3.4. It is 

observed that the MSE of the MIC-2SCE method is close to the analytical result and 

increases as the maximum channel memory increases. This is because fewer bits are 

used for channel estimation in the MIC-2SCE method as the maximum channel 

memory increases. 

To examine the effect of weaker paths on the performance of the MIC-2SCE 

method, the guard interval length was again set to 10, and a channel with two strong 

paths of equal power followed by two weaker paths also of equal power was 
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employed in this simulation. The amplitudes of strong paths were set to 1 and the 

amplitudes of weaker paths varied from 0 to 0.1. The corresponding MSE versus 

different amplitudes of the weaker paths is shown in Fig. 3.5. Note that the amplitude 

levels as shown in Fig. 3.5 and as mentioned above are not normalized. It is observed 

that the analytical results are consistent with the simulation results when the 

amplitudes are small. However, the MSEs for both curves slightly increase as the 

amplitudes increase. This is because the total effect of the discarded paths becomes 

more significant and can lead to performance degradation in MSE. Nevertheless, the 

ratio of the MSE of the Conv-CE method to the MSE of the MIC-2SCE method 

remains approximately constant. 

3.5.2 Performance Enhancement with the Proposed Channel 

Estimator 

In the second part of our simulations, the GSM burst structure was employed, 

and the BPSK modulation method was simulated at a data rate of 270.833 kbits/sec. 

When the GSM midamble was mapped into the structure of Fig. 3.1, it could be 

separated into a 10-bit guard interval and a 16-bit normal training sequence. In 

addition to the two channel estimation methods discussed above, both the LS-2SCE 

method [54] and the correlative two-stage channel estimation (Corr-2SCE) method 

were also included for comparison. Note that the Corr-2SCE method directly executes 

a correlative channel estimation on the received signal associated with the extended 

training sequence, i.e., it does not execute the MIC algorithm in the second stage. 

To illustrate the performance of the MIC-2SCE method in an equal-gain 

two-path fixed channel, the first path was located at the 1st sample and the second 

path was set at the 2nd sample. The threshold θ  was set to –10 dB and the average 

SNR varied from 5 to 15 dB. The corresponding results are shown in Fig. 3.6. This 

figure shows that the MSEs of both the MIC-2SCE and LS-2SCE methods are close 

to the analytical result which is calculated from (3.15). This figure also shows that 

except for the Corr-2SCE method, the MSEs of all other methods decrease linearly as 

the input SNR increases. This result confirms the analytical results of (3.9) and (3.15). 

Although the Corr-2SCE method performs better than the Conv-CE method in the low 

SNR region, it is inferior to the Conv-CE method in the high SNR region. This is 
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because the noise effect dominates the accuracy of channel estimation when the SNR 

is low. However, as the SNR increases, the ISI effect caused by the nonideal 

correlation property of the extended normal training sequence becomes significant 

and can lead to performance degradation in MSE. From Fig. 3.6, it is clearly observed 

that the proposed method performs as well as the LS-2SCE method and outperforms 

the other two methods.  

To investigate the performance of the proposed method in a fading environment, 

a two-path (with equal average power) Rayleigh fading channel was simulated with 

the first path located at the 1st sample and the second path at the 2nd sample. The 

threshold θ  was set to –15 dB and the average SNR varied from 5 to 15 dB again. 

Note that the complex gains of the two fading paths were generated independently 

using Jake's fading channel model [51], at a vehicle speed of 60 km/h, and at a carrier 

frequency of 900 MHz. Fig. 3.7 plots the simulation results. The MSE performance in 

Fig. 3.7 is worse than the corresponding MSE performance in Fig. 3.6. This is because 

the fading phenomenon affects the accuracy of the channel estimation. Nevertheless, 

the general trend in the MSE performance of these four channel estimation methods 

remains the same. It is clearly observed that the proposed method still performs 

approximately the same as the LS-2SCE method and outperforms the other two 

methods even in a fading environment.  

To examine the fading effects, the two-path fading channel model above was 

used again; the vehicle speed varied from 3 km/h (slow fading) to 300 km/h (fast 

fading), and the average SNR was fixed at 10 dB. The threshold θ  was set to –15 

dB and the corresponding results are shown in Fig. 3.8. It is clearly observed that the 

MSE of the proposed method is almost identical to that of the LS-2SCE method, and 

these two MSEs are also smaller than the MSEs of the other two methods at different 

vehicle speeds.  

3.6 Discussion and Conclusion 

As far as the computation complexity of the channel estimation methods mentioned 

above, the Conv_CE method is the lowest because it only has a single stage. Since the 

other three two-stage methods have the same computation complexity in the first 

stage, we only compare their efforts in computation (in number of multiplications) in 
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the second stage. By replacing S  with S~  and r  with r~  in (3.2), the computation 

complexity [55] of the LS-2SCE method is ( )2 3 2L N L L N L N× + + × + × . As a 

comparison, the proposed MIC-2SCE method needs to execute the multipath 

interference cancellation and to perform the correlative channel estimation, and they 

need ( )( 1)L L N× − ×  and ( )L N×  multiplications, respectively. Finally, the 

Corr-2SCE method needs only to execute the correlative channel estimation according 

to (3.7) with ( )L N×  multiplications. In summary, the approximate computation 

complexity of the three two-stage methods are listed as below:  

• LS-2SCE: ( )2 3 2L N L L N L N× + + × + ×  

• MIC-2SCE: ( )( 1)L L N L N× − × + ×  

• Corr-2SCE: ( )L N×  

In this chapter, a novel MIC-2SCE method with a relatively low computation 

complexity is proposed to fully utilize the uncorrupted data in the guard interval of a 

training sequence for channel estimation. Jointly using the knowledge of maximum 

channel memory and effective paths which have been estimated in the first stage, the 

individual path interference could be reconstructed and the individual path signal 

could be extracted in the uncorrupted region. Since the multipath interference was 

removed in the individual path signal, we could use the correlation method operating 

on an extended normal training sequence to estimate a fine-tuned CIR in the second 

stage. Both theoretical analysis and computer simulations confirm that the proposed 

method outperforms the Conv-CE method. Furthermore, from our simulation results 

and discussion on computation complexity, we conclude that the MSE performance of 

the MIC-2SCE method is approximately equal to that of the LS-2SCE method, but the 

former method has a lower computation complexity. Therefore, the proposed 

MIC-2SCE method is a feasible and useful channel estimation scheme.  
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Fig. 3.3: MSE versus useful length ratio, NN /~ , in an equal-gain two-path fixed 

channel at an SNR of 10 dB. 

 

 

 

 

 



 51

 

 

 

 

 

1 2 3 4 5
Maximun Channel Memory, K

1.0E-3

1.0E-2

1.0E-1

M
SE

Conv-CE simulation

MIC-2SCE simulation

MIC-2SCE analysis

 

Fig. 3.4: MSE versus different maximum channel memory K in an equal-gain 

two-path channel at an SNR of 10 dB. 
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Fig. 3.5: MSE versus amplitude of the weaker paths in a multipath channel, this 

channel has two strong paths of equal power followed by two weaker paths also of 

equal power at an SNR of 10 dB. 
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Fig. 3.6: MSE versus SNR in an equal-gain two-path fixed channel. 
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Fig. 3.7: MSE versus average SNR in a two-path (with equal average power) Rayleigh 

fading channel at the vehicle speed of 60 km/h. 
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Fig. 3.8: MSE versus different vehicle speeds in a two-path fading channel at an 

average SNR of 10 dB. 
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Chapter 4 

A Posterior Block Iterative Decision 
Feedback Detector 

 

4.1 Introduction 

The performance of a wireless communication system is significantly degraded by 

intersymbol interference (ISI) in a multipath fading channel. Since the multipath 

phenomenon in the radio channel provides multiple versions of original transmitted 

signal at a receiver, an effective way to improve the reliability of data reception is 

through the use of an implicit diversity combing technique which collects the signal 

energy from all the received signal paths [15]. In code division multiple access 

(CDMA) systems, implicit multipath diversity combing can be achieved by using a 

RAKE receiver [8], [13], [56]. In addition, some multi-user detection algorithms can 

be used to reconstruct the multiple access interference (MAI) contributed by other 

users, and then subtract the MAI from the received signals to further improve the 

detection capability of each individual user [20], [57], [58]. 

However, a RAKE receiver cannot be used in a time division multiple access 

(TDMA) system because there is no spreading code used in signal modulation and 

different multipath components cannot be resolved individually. In order to make the 

maximum use of the multipath components in TDMA systems, a novel posterior block 

iterative decision feedback detector is proposed in this paper. The whole detector is 

divided into a preliminary detector and a posterior detector. After the preliminary 
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detector, both the estimated channel impulse response (CIR) and preliminarily 

decided data are used jointly to calculate individual path interference and extract 

individual path signals. Maximal-ratio combining (MRC) technique is then used to 

combine these signals in a co-phased and weighted manner to get more reliable data. 

Furthermore, a soft decision is executed and its output is fed back to the detector to 

improve the system performance successively. Finally, a hard decision is made to get 

the final estimated data. 

This chapter describes the system blocks, operation principles and evaluates the 

performance of the proposed method. In Section 4.2, the system model is described. 

In Section 4.3, the details of the proposed method including the function of each stage 

and the iterative manner are presented. Computer simulation results are presented in 

Section 4.4. Finally, discussion and conclusion are given in Section 4.5. 

4.2 System Model 

Here, we treat the transmitter filter, the channel, and the receiver filter together as an 

effective multipath channel for the transmitted data [9]. Consider a block-oriented 

data transmission system in such an effective multipath channel with a maximum 

delay spread of M  samples, we have the equivalent baseband system block diagram 

of our proposed detector as shown in Fig. 4.1. Let the block length be L, then the 

length of the whole received signal sequence ][nr  will be 1−+= MLN . For 

notational convenience, we represent most of the operations as a sequence operation, 

and hereafter we use zero padding to make all the sequences have a length of N. In 

this way, the linear convolution is equivalent to the circular convolution. Thus, we can 

use the circular convolution to represent linear convolution. Let a transmitted binary 

data sequence be denoted as { }1110 0,...,0,,,,][ −−= NLdddnd , where { }1,1 −∈id . The 

sequence ][nr  can be expressed as below [59], [60]: 

][][][][ nwnhndnr +⊗=                                        (4.1) 

where ⊗  denotes a circular convolution operator, the complex CIR sequence is 

denoted as { }1110 0,...,0,,...,,][ −−= NMhhhnh , and the N-point sequence ][nw  denotes 

the additive white Gaussian noise (AWGN) with zero mean and variance 2
nσ . 
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Fig. 4.1:  An equivalent baseband system block diagram. 

After the received signal sequence ][nr  passes through a channel estimator and 

a preliminary data detector, the estimated CIR sequence ][ˆ nh  and the preliminarily 

decided data sequence ][ˆ nd  can be acquired. Afterwards, these two sequences 

together with the sequence ][nr  are sent to the proposed detector. 

4.3 The Proposed Detector 

As shown in Fig. 4.2, the proposed posteriori detector is divided into four stages and 

each stage is described as follows: 

 1.) The first stage: Let the estimated CIR sequence be decomposed as 

 ][ˆ...][ˆ][ˆ][ˆ 110 nhnhnhnh M −+++=                              (4.2) 

where ][ˆ nhi  for 1,...,1,0 −= Mi  denote the individual path weight 

sequences which consist of a single value iĥ  located at position i  and zeros 

elsewhere. Accordingly, the circular convolution of ][ˆ nhi  and ][ˆ nd  can be 

reduced to delay and multiplication operations. That is, each of the 

reconstructed individual path data sequence ][i np  associated with path i  

can be written as 
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Fig. 4.2:  Structure of the proposed posterior detector. 
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 ]))[((ˆˆ][ˆ][ˆ][ iii Nindhnhndnp −=⊗=      (4.3) 

for 1,...,1,0 −= Mi , where Nin ))(( −  denotes i  points circular shift to the 

right of an N-point sequence. Then, an overall data sequence ][all np  can be 

reconstructed by adding all the sequence ][i np  together 

 ][ˆ][ˆ][][
1

0
all nhndnpnp

M

i
i ⊗== ∑

−

=

 (4.4) 

 2.) The second stage: The individual path interference sequences ][npi  for 

1,...,1,0 −= Mi  can be calculated by subtracting sequence ][i np  from the 

sequence ][all np  as follows: 

 ][][][ iall npnpnpi −=  (4.5) 

 3.) The third stage: The individual path signal sequences ][î nr  for 

1,...,1,0 −= Mi  can be obtained by subtracting sequence ][npi  from the 

sequence ][nr , i.e., 

 ][][][ˆ ii npnrnr −=   

][ˆ][ˆ][ˆ][ˆ][][][ nhndnhndnwnhnd i⊗+⊗−+⊗=   (4.6) 

 4.) The fourth stage: The MRC operation can be represented as 

 ]))[((ˆˆ][
1-M

0i
i

*
i Ninrhns +=∑

=

 (4.7) 

where ][ns  denotes the combined signal sequence and Nin ))(( +  denotes i  

points circular shift to the left of an N-point sequence. In an ideal situation, the 

estimated sequences ][][ˆ ndnd =  and ][][ˆ nhnh = , then (4.6) will be reduced 

to ][][][][î nwnhndnr i +⊗= . Substitute it into (4.7) and after some algebraic 

operations, we get 
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where the power of CIR has been normalized to one, that is 1
1

0

2 =∑
−

=

M

i
ih . Since 

all the circular noise components in (4.8) are independent at any sample 

instant, the total noise power will still be 2
nσ . In other words, the theoretic 

BPSK performance (the matched filter bound) can be achieved. 

In practice, the preliminarily decided data sequence ][ˆ nd  is not ideal and a soft 

decision is used to reduce the effect of error propagation. The combined signal 

sequence ][ns  is truncated to length L and sent to the soft decision block. Assume 

that the noise plus interference at the MRC output is a zero mean Gaussian random 

variable. At the k th sampling instant, a minimum mean square error criterion based 

soft decision function [61], [62] is used here to estimate the soft data information kd , 

i.e., 









−= ∑∑

−

=

−

=

1

0

22
1

0

2 ˆˆtanh
M

i
ik

M

i
ikk hshsd  (4.9) 

where the variance of noise plus interference is estimated by ∑
−

=

−
1

0

22 ˆ
M

i
ik hs . The soft 

decision output sequence ][nd  is then fed back to the proposed detector for the next 

iteration. Finally, a hard decision is made to get the final estimated data sequence 

][~ nd .  

4.4 Simulation Results 

To evaluate the performance of the proposed detector, a series of computer 

simulations were carried out under different channel conditions. Without loss of 

generality, the GSM packet format was employed for convenience [20]. Accordingly, 

the block data length L was set to 148 and the maximum CIR length M was set to 6. 

The carrier frequency was set to 900 MHz and the BPSK modulation method was 

simulated at a data rate of 270.833 kbit/sec. The power of CIR was normalized to one. 
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Two-path channels [63] were assumed and modeled in such a way that the first path 

was at the first sample and the second path was at the second sample. Two different 

kinds of detectors were employed as preliminary detectors: a zero forcing (ZF) 

equalizer [16] and an minimum mean square error based decision feedback equalizer 

(MMSE_DFE) (jointly optimizing the tap weights of both the feedforward and 

feedback filters with a priori knowledge of the CIR) [64], [65]. A soft decision was 

used at the output of each preliminary detector. The simulation results corresponding 

to the ZF detector were plotted as solid lines and those corresponding to the 

MMSE_DFE detector were plotted as dash lines.  

In the first set of simulations, the performance of the proposed detector in a 

two-path fixed channel with the second path smaller than the first path by 3 dB was 

examined. The SNR per bit was varied from 6 to 11 dB and the ideally estimated CIR 

was assumed. The corresponding results are shown in Fig. 4.3. It is clearly observed 

that the bit error rate (BER) of the ZF preliminary detector plus posterior detector 

(ZF+PD) outperforms the ZF detector, and the BER performance of the MMSE_DFE 

preliminary detector plus posterior (MMSE_DFE+PD) outperforms the MMSE_DFE 

detector. Also, the BER performances of both the ZF+PD and the MMSE_DFE+PD 

detectors become better and better as iteration time increases. This is because more 

reliable data can be detected with each iteration and it can be used to reconstruct more 

accurate multipath interference. Accordingly, a more precise individual path signal 

can be extracted and a better MRC gain can be acquired. It is worth pointing out that 

because the channel condition is not too severe for a linear equalizer to handle, the 

BER performance of the ZF+PD detector performs well and it outperforms the 

MMSE_DFE detector as iteration time increases. 

In the second set of simulations, the performance of the proposed detector in an 

equal-gain two-path fixed channel was examined. The SNR per bit was varied from 6 

to 11 dB and the ideally estimated CIR was assumed also. The corresponding results 

are shown in Fig. 4.4. It is clearly observed that the BER performance of the ZF+PD 

detector outperforms the ZF detector, and the BER performance of the 

MMSE_DFE+PD detector outperforms the MMSE_DFE detector. The BER 

performances of the two iterative detectors also become better and better as iteration 

time increases. Since the transfer function of the channel in this case has spectral nulls 
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and it results in a large noise enhancement at the output of the ZF detector, the BER 

performance suffers from a high error floor. Though the BER performance of the 

ZF+PD detector becomes better as iteration time increases; it is still inferior to the 

MMSE_DFE detector which generates much less noise enhancement as compared 

with the ZF detector. 

In the third set of simulations, the performance of the proposed detector in a 

two-path (with equal average power) Rayleigh fading channel was evaluated. The 

average SNR per bit was varied from 10 to 20 dB and the estimated CIR was obtained 

by means of the correlation method [26]. Note that the complex gains of the two 

fading paths were generated independently by using Jake’s fading channel model [51], 

at a vehicle speed of 60 km/h. The corresponding results are shown in Fig. 4.5. It is 

clearly observed that the BER performance of the ZF+PD detector outperforms the ZF 

detector, and the BER performance of the MMSE_DFE+PD detector outperforms the 

MMSE_DFE detector. The BER performances of the two iterative detectors again 

become better and better as iteration time increases. In addition, the fading 

phenomenon reduces the probability of spectral nulls of the effective channel. 

Therefore, the noise enhancement is reduced at the output of the ZF detector and the 

BER performance of the ZF+PD detector approaches that of the MMSE_DFE 

detector as iteration time increases. 

4.5 Discussion and Conclusion 

In this chapter, a novel posterior detector for digital wireless communication systems 

is proposed. The structure of the preliminary detector together with the posterior 

detector is similar to that of a decision feedback equalizer (DFE) [14]−[16] which is 

composed of a feedforward filter and a feedback filter. There are three major 

differences between our detector and a DFE as following: 

1.) The inputs to this proposed detector are the estimated CIR sequence, the 

preliminarily decided data and the received signal sequence. That is, a 

preliminary detector and a channel estimator are needed in the proposed 

detector. As a comparison, the input to a DFE is the received signal only.  

2.) The proposed detector can be used to extract each individual path signal by 
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subtracting the reconstructed multipath interference from the received signal, 

and then make a maximal ratio combining (MRC) to achieve the multipath 

diversity gain. In contrast, the feedback filter of a DFE exploits the previously 

detected symbols to suppress the ISI in the present symbol for data detection 

and it does not provide the multipath diversity gain.  

3.) The proposed detector can be operated in an iterative way [66]. Since a more 

reliable decided data can be used to reconstruct a more accurate multipath 

interference. Accordingly, a more precise individual path signal can be 

extracted and a better MRC gain can be acquired. Therefore, a soft decision is 

executed and its output is fed back to our detector to improve the system 

performance successively. In contrast, a conventional DFE cannot be operated 

in an iterative manner. 

In addition, the structure of the proposed detector has an advantage over a DFE in 

that it can be easily modified to a tap-selectable structure [64]−[66] in which a path 

selection unit and variable delay elements are used. In other words, the computation 

complexity can be greatly reduced as compared with a DFE when the multipath 

channel has a sparse impulse response and a long delay spread [67]−[69]. 

Computer simulations were done to evaluate the performance of the proposed 

detector with two different kinds of preliminary detectors. Simulation results indicate 

that the proposed detector can achieve implicit diversity gains in both fixed and fading 

multipath channels and its BER performance is clearly improved with successive 

iterations. It is noteworthy that the preliminary detector used by the proposed scheme 

can be of any kind of detectors. Moreover, the proposed detector structure can be 

easily modified and used in a CDMA RAKE receiver to further improve its detection 

capability. 
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Fig. 4.3:  BER performance in a two-path fixed channel with the second path smaller 

than the first path by 3 dB. 
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Fig. 4.4:   BER performance in an equal-gain two-path fixed channel. 
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Fig. 4.5:  BER performance in a two-path Rayleigh fading channel at a vehicle speed 

of 60 km/h. 

 

 

 



 68

 

Chapter 5 

Conclusion and Future Research 

5.1 Conclusion 

Two channel estimation methods and one posterior detector for digital wireless 

communications are presented in this dissertation. All these methods can be used to 

enhance the equalization ability of the receiver in digital wireless communications and 

thereby improve the BER performance of the transmission system. 

In Chapter 2, a novel LS-2SCE method is proposed in order to fully utilize the 

uncorrupted data in the guard interval for channel estimation. The proposed method 

was designed as a two-stage procedure. In the first stage, the LS algorithm was used 

to compute the initial CIR estimation based on the normal training sequence, and then 

the maximum channel memory could be estimated. In the second stage, the estimated 

maximum channel memory was used to extract the uncorrupted data in the guard 

interval. Finally, the extended normal training sequence was sent to the LS algorithm 

again to estimate a fine-tuned CIR. Both a theoretical analysis and computer 

simulations were carried out to confirm that the proposed LS-2SCE method 

outperforms the Conv-CE method.  

In Chapter 3, a novel MIC-2SCE method is proposed to avoid relatively high 

computation complexity in processing the LS algorithm in the second stage of the 

LS-2SCE method. Jointly using the knowledge of maximum channel memory and 

effective paths which have been estimated in the first stage, the individual path 

interference could be reconstructed, and then the individual path signal could be 
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extracted in the region corresponding to the extended normal training sequence. 

Therefore, the correlation method could be used to estimate a fine-tuned CIR in the 

second stage. Both theoretical analysis and computer simulations confirm that the 

proposed method outperforms the Conv-CE method. Furthermore, from our 

simulation results and discussion on computation complexity, it is clear that the 

MIC-2SCE method has approximately equal MSE performance as that of the 

LS-2SCE method but it has a lower computation complexity.  

In Chapter 4, a novel posterior detector for digital wireless communication 

systems is proposed. The whole detector is divided into a preliminary detector and a 

posterior detector. After the preliminary detector, the preliminarily decided data and 

estimated CIR could be acquired. Jointly using these corresponding results, the 

individual path interference could be calculated and the individual path signals could 

be extracted. Then, maximal-ratio combining (MRC) technique was used to combine 

these signals to get more reliable data. Furthermore, a soft decision was executed and 

its output was sent back to the posterior detector to improve the system performance 

successively. Computer simulation results indicate that the proposed detector can 

achieve implicit diversity gains in both fixed and fading multipath channels and its 

BER performance is clearly improved with successive iterations. It is noteworthy that 

the preliminary detector used by the proposed scheme can be of any kind of detectors.  

5.2 Future Research 

The channel estimation and posterior detection techniques presented in this 

dissertation are general and can be used for most TDMA systems. There are several 

related topics which could be addressed: 

1.) The two stage channel estimation methods can be easily modified and applied to 

OFDM systems. In OFDM systems, a guard interval which is a cyclic extension 

of an OFDM pilot symbol is included in the serial data stream in order to keep 

this pilot symbol away from ISI during its transmission [40], [41]. The structure 

of the whole OFDM symbol (including the guard interval) is similar to that of the 

training sequence as depicted in Fig. 2.1. Therefore, the two stage channel 

estimation methods can be employed to make a more accurate channel 

estimation.  
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2.) The purpose of the first stage of the LS-2SCE method is to find the maximum 

channel memory K. Therefore, it is not necessary to execute the Conv_CE 

method to obtain an initial estimated CIR in the first stage if other methods [73] 

can be used to obtain the maximum channel memory K. 

3.) The two stage channel estimation methods and the posterior detector can be used 

jointly in parallel to improve the system performance. As two-stage channel 

estimation method makes more accurate channel estimation, and this may help 

the preliminary detector to make more correct data detection. Furthermore, it 

helps the posterior detector to make more precise data reconstruction, multipath 

interference calculation and signal extraction, and the detection ability of the 

posterior detector will also be enhanced. 

4.) The architecture of the posterior detector can be modified to be a tap-selectable 

structure [67] in which a path selection unit and variable delay elements are used. 

The computation complexity of the modified architecture only increases linearly 

with the number of the effective paths. Therefore, it may be a good structure with 

relative low computation complexity when the multipath channel has a sparse 

impulse response and a long delay spread [70]. 

5.) The channel decoder and deinterleaver can be included in the posterior detector 

to further improve the system performance. From that point of view, the 

combined structure is similar to the structure of a turbo equalizer. Also, when a 

tap-selectable structure of the posterior detector is used, the computation 

complexity of the combined structure can be greatly lower than a conventional 

turbo equalizer when the multipath channel has a sparse impulse response and a 

long delay spread.  
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Appendix   

Derivation of the Mean Square Error 
Associated with the kth Path 

Taking the expectation of the difference between the estimated path gain kh~  and true 

path gain kh  according to equation (3.11), the mean square error (MSE) associated 

with the kth path can be written as 
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where {}⋅E  denotes the expectation operator, •  denotes the absolute operator, and 

the expectation  { } ][~
)~(

2
NNNNNn

HE ×−×= IOnn σ . Let us further define an 1×L  

vector [ ]TL 110 111 −=f to rewrite 

 [ ] ( )fDISsIO kk −=~  (A.2) 
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Substituting (A.2) into (A.1), the MSE associated with the kth path becomes 
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