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Abstract

Multiple sequence alignment (MSA) has received much attention in the fields of

bioinformatics and computational biology because it is very useful for discovering

the biological meanings of sequences. Usually, biologists may have advanced knowl-

edge about the structures/functionalities/evolutionary relationships of sequences of

interest, such as active site residues, intramolecular disulfide bonds, substrate bind-

ing sites, enzyme activities and conserved motifs (consensuses). They would ex-

pect an MSA program that is able to align these sequences such that the struc-

tural/functional/conserved bases (i.e., nucleotides or residues) are aligned together.

However, most available MSA programs cannot satisfy such a requirement because

they generate an alignment based only on the content of the sequences, ignoring the

known functional/structural/conserved information. Hence, in this thesis, we study

and develop a so-called constrained multiple sequence alignment (CMSA) tool, which

takes as input the sequences and several user-specified constraints, each with corre-

sponding to the known functional/structural/conserved bases, and generates an output

of alignment in which the bases corresponding to a user-specified constraint are aligned

together. We use the progressive approach to design efficient programs for heuristi-

cally solving the CMSA problem. The kernel of this approach is an efficient algorithms

for optimally solving the constrained pairwise alignment (CPSA) problem. We use

two different approaches, called as dynamic programming and divide-and-conquer, to

design a time-efficient algorithm and a memory-efficient algorithm respectively for opti-

mally solving the CPSA program. Based on those two algorithms, we then develop two

programs, called MuSiC (Multiple Sequence Alignment with Constraints) and MuSiC-

ME (Memory-Efficient MuSiC), respectively. To demonstrate the applicabilities of our

programs, we test them on a data set of RNA sequences of 3′ UTRs of several coron-

aviruses, including SARS, for detecting a fragment in the 3′ UTR of SARS that is able

to fold into a stable pseudoknotted structure, where such a pseudoknot is considered

to be involved in the RNA replication of coronaviruses.
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Chapter 1

Introduction

Multiple sequence alignment (MSA) is one of the fundamental problems in bioinfor-

matics and computational biology that have been studied extensively, because it is

a useful tool in the phylogenetic analyses among various organisms, identification of

conserved motifs and domains in a group of related proteins, secondary and tertiary

structure prediction of a protein/RNA and so on [4, 5, 14, 23, 24]. The sum-of-pairs

score is widely used for selecting an optimal MSA. This kind of MSA problem, called

sum-of-pairs MSA (SPMSA) problem, can be solved by extending the dynamic pro-

gramming algorithm of Needleman and Wunsch for aligning two sequence [22]. In the

worst case, it needs to take O(2knk) time to align k sequences of length n. This expo-

nential time limits the dynamic programming technique to align only a small number

of short sequences. Actually, the SPMSA problem has been shown to be NP-complete

[3, 40], which means that it seems to be impossible to design an efficient algorithm to

find the mathematically optimal alignment. Hence, some approximate and heuristic

methods are introduced to overcome this problem.

For the approximate methods, Gusfield [13] first proposed a polynomial time ap-

proximation algorithm with performance ratio of 2 − 2
k
. Then Pevzner [26] improved

the performance ratio to 2 − 3
k
. Recently, Bafna, Lawler and Pevzner [2] further im-

proved the performance ratio to 2 − l
k

for any fixed l. It is worth mentioning that

Li, Ma and Wang [19] have given a polynomial time approximation scheme for finding

a multiple sequence alignment within a constant band, which is often useful in many
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practical cases. For the heuristic methods, the most widely used heuristic methods are

so-called progressive strategies [8, 11, 16, 35, 37].

Usually, biologists may have advanced knowledge about the struc-

tures/functionalities/evolutionary relationships of sequences of interest, such as

active site residues, intramolecular disulfide bonds, substrate binding sites, enzyme

activities and conserved motifs (consensuses). They would expect an MSA program

that is able to align these sequences such that the structural/functional/conserved

bases (i.e., nucleotides or residues) are aligned together. However, the currently

existing MSA tools, such as CLUSTAL W, do not guarantee that the generated

alignments meet such a requirement that some particular bases would be aligned

together. Hence, Tang et al. [34] defined and studied the so-called constrained

multiple sequence alignment (CMSA) problem that given the input sequences with

several user-specified constraints, generates an MSA in which the bases corresponding

to a user-specified constraint are aligned together, where each user-specified constraint

corresponds to the know functional/structural/constrained bases. Tang et al. designed

a dynamic programming algorithm for finding an optimal constrained alignment of

two sequences and then used it as a kernel to develop a constrained multiple sequence

alignment tool based on the progressive method, where each constraint used by Tang

et al. is a single base. Their proposed algorithm for two sequences runs in O(γn4)

time and consumes O(n4) space, where γ is the number of the constrained bases and

n is the maximum length of sequences. Later, this result was improved independently

to O(γn2) time and O(γn2) space using the same approach of dynamic programming

[7, 44].

In fact, each of the columns requested to be aligned together can represent a con-

served site of a protein/DNA/RNA family and each conserved site may consist of a

short segment of bases, instead of a single base. In other words, the user-specified

constraint may be a fragment of bases. For some applications, biologists may further

expect that some mismatches are allowed among the bases of the columns requested

to be aligned. Hence, in this thesis, we consider a more generalized CMSA problem

in which the user-specified constraints are a fragment of bases and some mismatched
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may occur in the columns requested to be aligned.

We use the progressive approach to design efficient programs for heuristically solving

the CMSA problem. The kernel of this approach is an efficient algorithms for optimally

solving the constrained pairwise alignment (CPSA) problem. First of all, we use the

dynamic programming technique to design an algorithm of O(γn2) time and O(γn2)

space optimally solving CPSA and then use this algorithm as the kernel to develope

CMSA tool, called as MuSiC (Multiple Sequence Alignment with Constraints). The

result greatly increases the performances and practical usage of the CMSA tools devel-

oped by the progressive approach. However, the requirement of O(γn2) memory still

limits it to align a set of short sequences, at most several hundreds of bases. To align

large genomic sequences, there is a need to design a memory-efficient algorithm for the

CPSA problem, which is the key limiting factor relating to the applicable extent of

the progressive CMSA tools. Hence, in the second part, we adopt the so-called divide-

and-conquer approach to design a memory-efficient algorithm for optimally solving the

CPSA problem, which runs in O(γn2) time, but consumes only O(γλn) space, where

λ is the maximum of the lengths of constraints and usually λ << n in practical appli-

cations. Based on this algorithm, we have finally developed a memory-efficient CMSA

tool, called as MuSiC-ME (Memory-Efficient MuSiC), using the progressive approach.

To demonstrate the applicabilities of our programs, we test them on a data set of

RNA sequences of 3′ untranslated regions (UTRs) of several coronaviruses, including

SARS, for detecting a fragment in the 3′ UTR of SARS that is able to fold into a stable

pseudoknotted structure, where such a pseudoknot is considered to be involve in the

RNA replication of coronaviruses.

The rest of this thesis is organized as follows. In Chapter 2, we give the formal def-

inition of the CMSA problem we study in this thesis and also introduce the main steps

of the adopted progressive MSA. In Chapter 3, we first use the dynamic programming

technique to design a time-efficient algorithm for optimally solving the CPSA problem,

then use the divide-and-conquer technique to design a memory-efficient algorithm for

the CPSA problem, and finally used the progressive approach to develop two CMSA

programs. In Chapter 4, we demonstrate the applicability of our developed programs
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by testing them on a data set of RNA sequences. Finally, we make some conclusions

in Chapter 5.
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Chapter 2

Preliminaries

2.1 Problem Formulation

Let S = {S1, S2, · · · , Sk} be the set of k sequences over the alphabet Σ. Then a

multiple sequence alignment (MSA) of S is a rectangular matrix consisting of k rows

of characters of Σ ∪ {-} such that no column consists entirely of dashes and removing

dashes from row i leaves Si for any 1 ≤ i ≤ k. The sum-of-pairs score (SP score) of

an MSA is defined to be the sum of the scores of all columns, where the score of each

column is the sum of the scores of all distinct pairs of characters in the column. In

practice, the score of the pair of two dashes is usually set to zero. Then the problem

of finding an MSA of S with the optimal SP score is the so-called sum-of-pairs MSA

problem [4, 5, 14, 23, 24].

Let l(P ) be the length of a fragment sequence P . Let dH(P ′, P ′′) denote the Ham-

ming distance between two fragments P ′ and P ′′ of equal length (i.e., l(P ′) = l(P ′′)),

which is equal to the number of mismatched pairs in the alignment of P ′ and P ′′ with-

out any gap. Given an alignment L of S, a band is defined as a block of consecutive

columns in L (i.e., a submatrix of L). For any band B of L, B(Si) denotes the frag-

ment of Si whose residues/nucleotides are all in the band B, where 1 ≤ i ≤ k. A

sequence S = s1s2 . . . sλ is said to appear in L if L contains a band B of λ columns, say

x1, x2, . . . , xλ, such that the characters of column xj, where 1 ≤ j ≤ λ, are all equal

to sj, or equivalently, B(Si) = S for each 1 ≤ i ≤ k. If dH(B(Si), S) ≤ l(S) × ε for
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a given error ratio 0 ≤ ε < 1 (i.e., some mismatches are allowed between B(Si) and

S), then S is said to approximately appear in L. From the biological viewpoint, S can

be considered as the consensus among the fragment sequences in B and hence S is

also called as an induced consensus by the band B. For any two sequences S ′ and S ′′,

S ′ ≺ S ′′ is used to denote that S ′ (approximately) appears strictly before S ′′ in L (i.e.,

their corresponding bands do not overlap). Let C = (C1, C2, . . . , Cγ) be a ordered set of

γ constraints, each Ci = ci,1ci,2 . . . ci,λi
with length of λi. Then the constrained multiple

sequence alignment (CMSA) of S with respect to C is defined to be an MSA L of S in

which all constraints of C approximately appear in the order C1 ≺ C2 ≺ . . . ≺ Cγ such

that dH(Bj(Si), Cj) ≤ λj × ε for each band Bj whose induced consensus is Cj, where

1 ≤ i ≤ k and 1 ≤ j ≤ γ. Given a set S of k sequences along with an ordered set C of γ

constraints and an error ratio ε, the so-called constrained multiple sequence alignment

problem is to find a CMSA w.r.t. C with the optimal SP score.

2.2 Progressive multiple sequence alignment

The progressive approach is one of the widely used heuristics for efficiently finding a

good MSA of several sequences. The ideas behind it are as follows [8, 11, 16, 35, 37]:

1. Compute the distance matrix by aligning all pairs of sequences: Usually, this

distance matrix is obtained by applying FASTA [20, 27] or the dynamic pro-

gramming algorithm of Needleman and Wunsch [22] to each pair of sequences.

2. Construct the guide tree from the distance matrix: For the existing progressive

methods, they mainly differ in the method used to build the guide tree for di-

recting the order of alignment of sequence. To build the guide tree, for example,

PILEUP (a program of GCG packages) uses UPGMA (Unweighted Pair-Group

Method using Arithmetic mean) method [33] and CLUSTAL W [37] uses NJ

(Neighbor-Joining) method [31].

3. Progressively align the sequences according to the branching order in the guide

tree: Initially, the closest two sequences in the tree are aligned using the normal
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dynamic programming algorithm. After aligning, this pair of sequences is fixed

and any introduced gaps cannot be shifted later (i,e., once a gap, always a gap).

Then the next two closest pre-aligned groups of sequences are joined in the same

way until all sequences have been aligned. (Here, we may consider a sequence as

an aligned group of a sequence.) To align two groups of the pre-aligned sequences,

the score between any two positions in these two groups is usually the arithmetic

average of the scores for all possible character comparisons at those positions.

We call this kind of scoring methods as a set-to-set scoring.

In fact, MST has been used as a significant tool for data classification in the fields of

biological data analysis. In [34], Tang et al. proposed a variant of progressive method

by using the Kruskal MST to construct the guide tree, called Kruskal merging order

tree. The Kruskal merging order tree of k sequences is constructed as follows. First,

we create a complete graph G = (V, E) of k sequences in a way that each vertex of

V represents a sequence and each edge e of E is associated with a weight d(e) to

represent the distance between the corresponding sequences of its end-vertices. Then

we use the Kruskal’s algorithm [18] to construct the Kruskal MST of G, denoted by T .

For completeness, we describe the Kruskal method for constructing T as follows.

1. Sort all edges of E in non-decreasing order according to their distances.

2. Initially, T is empty. Then we repeatedly add the edges of E in non-decreasing

order to T in a way that if the currently adding edge e to T dose not create a

cycle in T , then we add e to T ; otherwise, we discard e.

Next, according to the Kruskal MST T , we build the Kruskal merging order tree

TK as follows.

1. Let V = {v1, v2, . . . , vk} and e1, e2, . . . , ek−1 be the edges of T with d(e1) ≤

d(e2) ≤ . . . ≤ d(ek−1).

2. For each vertex vi ∈ V , we create a tree Ti such that Ti contains only a node vi.

For the purpose of merging trees, we consider Ti as a rooted tree by designating

vi as its root, and define the merge of two tree Ti and Tj respectively rooted at

7



vi and vj to be a new tree rooted at a new vertex u such that vi and vj become

the children of u.

3. For each eK = (vi, vj), where K increases from 1 to k − 1, we find the trees Ti

and Tj containing vi and vj respectively and then merge them into a new tree.

This process is continued until the remaining is only one tree. Then this final

tree is the so-called Kruskal merging order tree TK.

The construction of G for k sequences can be done in O(k2) time and the computation

of the Kruskal’s MST T of G can be done in O(k2 log k) time. Then the construction of

TK from T can be implemented by the disjoint set union and find algorithm proposed

by Gabow and Tarjan [12] in O(m + k) time, where m denotes the number of union

and find operations. It is not hard to see that m = O(k) and hence the construction

of TK takes O(k) time. Therefore, the total time complexity of constructing TK is

O(k2 log k).

8



Chapter 3

Algorithms

Here, we describe our algorithms to efficiently solve the CMSA problem based on the

progressive approach adopted by Tang et al. [34]. The ideas behind this progressive

approach are first to design an efficient algorithm to optimally solve the constrained

pairwise sequence alignment (CPSA) and then use it as a kernel to progressively align

the input sequences into a CMSA according to the branching order of a guide tree.

The main different part of our progressive algorithm from Tang’s is the algorithms for

solving the CPSA problem. In the following, we first use the dynamic programming

technique to design a time-efficient algorithm for optimally solving the CPSA problem,

then use the divide-and-conquer technique to design a memory-efficient algorithm for

the CPSA problem, and finally use the progressive approach to develop two CMSA

programs.

3.1 Constrained pairwise sequence alignment

3.1.1 Dynamic programming method

In this section, we shall use dynamic programming method to design a time-efficient

algorithm for solving the CPSA problem with two given sequences A = a1a2 . . . am and

B = b1b2 . . . bn, a given order set C = (C1, C2, . . . , Cγ) of γ constraints and a given error

threshold ε.

For any two characters a, b ∈ Σ, let σ(a, b) denote the score of aligning a with b.

9



The gap penalty adopted here is the so-called affine gap penalty that penalizes a gap

of length l with wo + l × we, where wo > 0 is the gap-open penalty and we > 0 is

the gap-extension penalty. For convenience, let Ai = a1a2 . . . ai, Bj = b1b2 . . . bj and

Ck = (C1, C2, . . . , Ck), where 1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ k ≤ γ. LetMk(i, j) denote the

score of an optimal constrained alignment of Ai and Bj w.r.t. Ck. Clearly, Mγ(m, n)

is the score of an optimal constrained alignment of A and B w.r.t. C. L is called as a

semi-constrained alignment of Ai and Bj w.r.t. Ck if it is a constrained alignment of

Ai and Bj w.r.t. Ck−1 and also ends (or begins) with a band whose induced consensus

is equal to a prefix of Ck (or a suffix of C1). Nk(i, j, h) is defined to be the score of an

optimal semi-constrained alignment of Ai and Bj w.r.t. Ck that ends with an induced

consensus equal to Ck,h, where Ck,h = ck,1ck,2 . . . ck,h. Let MD
k (i, j) and MI

k(i, j) be

the maximum scores of all constrained alignments of Ai and Bj w.r.t. Ck that end with

a deletion pair (i.e., (ai,−)) and an insertion pair (i.e., (−, bj)), respectively. By the

definition, it is not hard to derive the recurrence of Mk(i, j), where 1 ≤ i ≤ m and

1 ≤ j ≤ n, as follows. If k = 0, then

Mk(i, j) = max


Mk(i− 1, j − 1) + σ(ai, bj),

MD
k (i, j),

MI
k(i, j).

If 1 ≤ k ≤ γ, then

Mk(i, j) = max



Mk(i− 1, j − 1) + σ(ai, bj),

MD
k (i, j),

MI
k(i, j),

Nk(i, j, λk).

Clearly, Nk(i, j, λk) = Mk−1(i−λk, j−λk)+Σ0≤h≤λk−1σ(ai−h, bi−h), if dH(Ai(λk), Ck) ≤

λk × ε and dH(Bj(λk), Ck) ≤ λk × ε, where Ai(λk) = ai−λk+1 . . . ai and Bj(λk) =

bj−λk+1 . . . bj. Otherwise, Nk(i, j, λk) = −∞. To simply describe the computation of

MD
k (i, j) and MI

k(i, j), we introduce another notation MS
k (i, j) which is defined to be

the maximum score of all constrained alignments of Ai and Bj w.r.t. Ck that end with

a substitution pair (i.e., (ai, bj)). Let LD
k (Ai, Bj) denote the alignment of Ai and Bj
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with score MD
k (i, j) which ends with a deletion pair (ai,−). Let L′ be the portion of

LD
k (Ai, Bj) before the last aligned pair (ai,−). Then there are three possibilities when

we consider the last aligned pair of L′.

Case 1: The last aligned pair of L′ is a substitution pair. Then the score of L′ is

MS
k (i − 1, j) and (ai,−) is charged by a gap-open penalty and a gap-extension

penalty in MD
k (i, j). Hence, MD

k (i, j) = MS
k (i− 1, j)− wo − we.

Case 2: The last aligned pair of L′ is a deletion pair. Then the score of L′ is MD
k (i−

1, j) and (ai,−) is charged by only one gap-extension penalty inMD
k (i, j). Hence,

MD
k (i, j) = MD

k (i− 1, j)− we.

Case 3: The last aligned pair of L′ is an insertion pair. Then the score of L′ is

MI
k(i − 1, j) and (ai,−) is charged by a gap-open penalty and a gap-extension

penalty in MD
k (i, j). Hence, MD

k (i, j) = MI
k(i− 1, j)− wo − we.

In summary, we have

MD
k (i, j) = max


MS

k (i− 1, j)− wo − we,

MD
k (i− 1, j)− we,

MI
k(i− 1, j)− wo − we.

However, by including an extra MD
k (i− 1, j)−wo −we into the right-hand site of the

above recurrence, we can reformulate the above recurrence as

MD
k (i, j) = max


Mk(i− 1, j)− wo − we,

MD
k (i− 1, j)− we.

Similar to the discussion above, the recurrence of MI
k(i, j) can be derived as

MI
k(i, j) = max


Mk(i, j − 1)− wo − we,

MI
k(i, j − 1)− we.

The initializations of Mk(i, j),MD
k (i, j) and MI

k(i, j) for all 0 ≤ k ≤ γ are as follows.

• If k = 0, then Mk(0, 0) = 0, MD
k (0, 0) = MI

k(0, 0) = −∞, Mk(i, 0) =

MD
k (i, 0) = −wo − iwe and MI

k(i, 0) = −∞ for all 1 ≤ i ≤ m, and Mk(0, j) =

MI
k(0, j) = −wo − jwe and MD

k (0, j) = −∞ for all 1 ≤ j ≤ n.

11
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Figure 3.1: The schematic diagram of four adjacent entries of G, where

entry (i, j, k) consists of three nodes Mk,MD
k and MI

k corresponding to

Mk(i, j),MD
k (i, j),MI

k(i, j), respectively.

• If 1 ≤ k ≤ γ, then Mk(0, 0) = 0, MD
k (0, 0) = MI

k(0, 0) = −∞, Mk(i, j) =

MD
k (i, j) = MI

k(i, j) = −∞ for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.

According to the recurrences above, we can design an algorithm to compute

Mγ(m, n) and its corresponding constrained alignment using the technique of dy-

namic programming as follows. For convenience, we can depict the recurrences of

matrices Mk,MD
k ,MI

k and Nk for all 0 ≤ k ≤ γ by a 3D grid graph G, which

consists of (m + 1) × (n + 1) × (γ + 1) entries and each entry (i, j, k) consists of

four nodes Mk,MD
k , MI

k and Nk corresponding to Mk(i, j),MD
k (i, j),MI

k(i, j), and

Nk(i, j, λk), respectively. Figure 3.1 illustrates the relationship of four adjacent entries

(i, j, k), (i−1, j, k), (i, j−1, k) and (i−1, j−1, k) of G for each fixed k. Note that there

is a directed edge, which is not shown in Figure 3.1, with weight Σ0≤h≤λk−1σ(ai−h, bj−h)

from the Mk−1 node of the entry (i − λk, j − λk, k − 1) to the Nk node of the entry

(i, j, k). Then each path from M0(0, 0) node of entry (0, 0, 0) to Mγ(m, n) node of

entry (m, n, γ) corresponds to a constrained alignment of A and B w.r.t. C. As a re-

12



sult, an optimal constrained alignment of A and B can be obtained by backtracking a

shortest path from Mγ(m,n) to M0(0, 0) in G. It is not hard to see that the algorithm

costs both computer time and memory in the order of O(γmn). We call the above

algorithm based on the dynamic programming approach as CPSA-DP algorithm.

3.1.2 Divide and conquer method

In this section, we shall use divide-and-conquer method to design a memory-efficient

algorithm for solving the CPSA problem with two given sequences A = a1a2 . . . am and

B = b1b2 . . . bn, a given order set C = (C1, C2, . . . , Cγ) of γ constraints and a given error

threshold ε.

Recall that Hirschberg [17] developed a linear-space algorithm for solving the longest

common subsequence problem based on the technique of divide and conquer. Since

then, this strategy has been extended to yield a number of memory-efficient algorithms

for aligning biological sequences [6, 21]. In this paper, we generalize the Hirschberg’s

algorithm so that it is able to deal with the constrained pairwise sequence alignment. As

compared with others, our generalization is more complicated because the grid graph

G we deal with here is 3D, instead of 2D, and the input sequences are accompanied

with several constraints which need to be considered carefully. The central idea of

our memory-efficient algorithm is to determine a middle position (imid, jmid, kmid) on

an optimal path from M0(0, 0) to Mγ(m,n) in G so that we are able to divide the

constrained alignment problem into two smaller constrained alignment problems, then

these smaller constrained alignment problems are continued to be divided in the same

way, and finally the optimal constrained alignment is obtained completely by merging

the series of the calculated mid-points (see Figure 3.2 for an illustration).

Before describing our algorithm, some notation must be introduced as follows. Let

Ai and Bj denote the suffixes ai+1ai+2 . . . am and bj+1bj+2 . . . bn of A and B, respectively,

for 1 ≤ i ≤ m and 1 ≤ j ≤ n. Let Ck denote the ordered subset (Ck+1, Ck+2, . . . , Cγ) for

1 ≤ k ≤ γ. Define Mk(i, j) to be the score of an optimal constrained alignment of Ai

and Bj w.r.t. Ck, and define MS
k (i, j),MD

k (i, j) and MI
k(i, j) to be the maximum score

of all constrained alignments of Ai and Bj w.r.t. Ck that begin with a substitution pair

13
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Figure 3.2: Schematic diagram of divide and conquer approach: two light gray areas

are the reduced subproblems after middle position (imid, jmid, kmid) is determined, each

of which will be further divided into two subproblems of dark gray areas.

(i.e, (ai+1, bj+1)), a deletion pair (i.e., (ai+1,−)) and an insertion pair (i.e., (−, bj+1)),

respectively. Let Ck(h) = (C1, C2, . . . , Ck−1, Ck,h) and Ck(h) = (Ck,h, Ck+1, . . . , Cγ),

where Ck,h = ck,h+1ck,h+2 . . . ck,λk
. Let N k(i, j, h) denote the score of an optimal semi-

constrained alignment L of Ai and Bj w.r.t. Ck(h) that begins with a band whose

induced consensus is equal to Ck,h. Note that the recurrences for computing matrices

Mk,M
S

k ,MD

k , MI

k and N k can be developed similarly as those for computing Mk,

MS
k , MD

k , MI
k andNk, respectively. Clearly, MS

k (i, j) = Mk(i−1, j−1)+σ(ai, bj). For

simplicity, let Ai(h) (respectively, Bj(h)) denote the suffix of Ai (respectively, Bj) with

length of h (i.e., Ai(h) = ai−h+1 . . . ai and Bj(h) = bj−h+1 . . . bj). If dH(Ai(λk), Ck) ≤

λk × ε and dH(Bj(λk), Ck) ≤ λk × ε, then we can reformulate the recurrence of Nk as

follows: Nk(i, j, 1) = Mk−1(i− 1, j− 1)+σ(ai, bj) and Nk(i, j, h) = Nk(i− 1, j− 1, h−

1) + σ(ai, bj) for each 1 < h ≤ λk.

Next, we describe our divide-and-conquer algorithm, called as CPSA-DC algorithm,

for computing an optimal constrained alignment between A and B w.r.t. C as follows.

The key point is to determine the middle position (imid, jmid, kmid) of the optimal path

in G to divide the problem into two subproblems, each of which is recursively divided

into two smaller subproblems using the same way. Given an alignment L, we use

14



score(L) to denote the score of L. Let Lγ(A, B) be an optimal constrained alignments

of A and B w.r.t. C and clearly score(Lγ) = Mγ(m, n). Let imid = bm
2
c. Then

we partition Lγ(A, B) into two parts by cutting it at the position immediately after

aimid
and we let L1

γ(A, B) denote the part containing aimid
and L2

γ(A, B) denote the

remaining part. Let bjmid
be the last character in L1

γ(A, B) from B, and let kmid be

the largest index so that a prefix of Ckmid
with length hmid appears in L1

γ(A, B). Then

there are two possibilities when we consider the last aligned pair of L1
γ(A, B).

Case 1: The last aligned pair of L1
γ(A, B) is a substitution pair (i.e., (aimid

, bjmid
)).

In this case, we have Mγ(m, n) = score(Lγ(A, B)) = score(L1
γ(A, B)) +

score(L2
γ(A, B)). If (aimid

, bjmid
) is not a constrained column in Lγ(A, B), then

L1
γ(A, B) is an optimal constrained alignment of Aimid

and Bjmid
w.r.t. Ckmid

ending

with a substitution pair (aimid
, bjmid

), and L2
γ(A, B) is an optimal constrained alignment

of Aimid
and Bjmid

w.r.t. Ck. Hence, Mγ(m, n) = MS
kmid

(imid, jmid)+Mkmid
(imid, jmid).

If (aimid
, bjmid

) is a constrained column in Lγ(A, B), then L1
γ(A, B) is an optimal semi-

constrained alignment of Aimid
and Bjmid

w.r.t. Ckmid
(hmid) ending with a band B1

whose induced consensus is equal to Ckmid,hmid
. If hmid < λkmid

, then L2
γ(A, B) is an

optimal semi-constrained alignment of Aimid
and Bjmid

w.r.t. Ckmid
(hmid) beginning

with a band B2 whose induced consensus is equal to Ckmid,hmid
. Moreover, the induced

consensus of the merge of B1 and B2 have to be equal to Ckmid
. In this case, we

have Mγ(m, n) = Nkmid
(imid, jmid, hmid) +N kmid

(imid, jmid, hmid). If hmid = λkmid
, then

L2
γ(A, B) is an optimal constrained alignment of Aimid

and Bjmid
w.r.t. Ckmid

(hmid), and

hence Mγ(m,n) = Nkmid
(imid, jmid, λkmid

) +Mkmid
(imid, jmid).

Case 2: The last aligned pair of L1
γ(A, B) is a deletion pair (i.e., (aimid

,−)).

If the first aligned pair in L2
γ(A, B) is not a deletion pair, then Mγ(m, n) =

max{MD
kmid

(imid, jmid)+M
S
kmid

(imid, jmid),MD
kmid

(imid, jmid)+M
I
kmid

(imid, jmid)}. If the

first aligned pair in L2
γ(A, B) is a deletion pair, then Mγ(m, n) = MD

kmid
(imid, jmid) +

MD

kmid
(imid, jmid) + wo. Since the open penalty of the gap containing aimid

and aimid+1

in Lγ(A, B) is charged twice by MD
kmid

(imid, jmid) and MD
kmid

(imid, jmid), we need to

compensate it by adding wo.

15



In summary, the recurrence of Mγ(m,n) is derived as follows.

Mγ(m, n) = max



MD
kmid

(imid, jmid) +MS
kmid

(imid, jmid),

MD
kmid

(imid, jmid) +MI
kmid

(imid, jmid),

MD
kmid

(imid, jmid) +MD

kmid
(imid, jmid) + wo,

MS
kmid

(imid, jmid) +Mkmid
(imid, jmid),

Nkmid
(imid, jmid, hmid) +N kmid

(imid, jmid, hmid),

Nkmid
(imid, jmid, λkmid

) +Mkmid
(imid, jmid)


By adding extra MD

kmid
(imid, jmid) +MD

kmid
(imid, jmid) into the right-hand side, the

above recurrence is not changed, but can be reformulated as follows.

Mγ(m,n) = max



MD
kmid

(imid, jmid) +Mkmid
(imid, jmid),

MD
kmid

(imid, jmid) +MD
kmid

(imid, jmid) + wo,

MS
kmid

(imid, jmid) +Mkmid
(imid, jmid),

Nkmid
(imid, jmid, hmid) +N kmid

(imid, jmid, hmid),

Nkmid
(imid, jmid, λkmid

) +Mkmid
(imid, jmid)


In other words, jmid, kmid and hmid are the indices j, k and h, where 1 ≤ j ≤ n,

0 ≤ k ≤ γ and 1 ≤ h < λk, such that the following maximal value is the maximum.

max



MD
k (imid, j) +Mk(imid, j),

MD
k (imid, j) +MD

k (imid, j) + wo,

MS
k (imid, j) +Mk(imid, j),

Nk(imid, j, h) +N k(imid, j, h),

Nk(imid, j, λk) +Mk(imid, j)


Now, we show how to use O(γλn), instead of O(γmn), memory to determine

jmid, kmid and hmid, where λ = max1≤k≤γ λk and usually λ << m. In fact, a single

matrix E of size (γ + 1)× (n + 1) with each entry E(k, j) of (λ + 4) space is enough to

compute Mk(imid, j), MS
k (imid, j), MD

k (imid, j) MI
k(imid, j) and Nk(imid, j, h), where

1 ≤ j ≤ n, 0 ≤ k ≤ γ, 1 ≤ h ≤ λk. When reaching the entry (i, j, k) of 3D grid graph

G, we use entry E(k, j) of E to hold the most recently computed values of Mk(i, j),

MS
k (i, j), MD

k (i, j) MI
k(i, j) and Nk(i, j, h), which clearly needs a total of λk +4 space.

Note that the old values in entry E(k, j) will be moved into an extra entry, called as Vk
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Figure 3.3: The grid locations of E(k − 1), E(k) and the values in Vk−1 and Vk when

the entry (i, j, k) of G, marked with ”?”, is reached for the computation.

whose space is equal to E(k, j), before they are overwritten by their newly computed

values. Before moving the old values in E(k, j) into Vk, however, we need to first move

Mk(i−1, j−1) in Vk into a space, called as vk,k+1. The mechanism above will enable us

to compute Nk(i, j, 1), which needs to refer to Mk−1(i− 1, j− 1) that is kept in vk−1,k,

and computeNk(i, j, h) for each 2 ≤ h ≤ λk, which needs to refer toNk(i−1, j−1, h−1)

that is kept in Vk, compute MS
k (i, j) which needs to refer Mk(i−1, j−1) that is kept in

Vk, and finally we are able to compute Mk(i, j). Figure 3.3 shows the grid locations of

E(k− 1), E(k) and the values in Vk−1 and Vk when we reach the entry (i, j, k) of G for

the computation, where E(k) denotes the the kth row of E. Hence, the totally needed

space for computing and storing all Mk(imid, j), MS
k (imid, j), MD

k (imid, j) MI
k(imid, j)

and Nk(imid, j, h) is the sum of the space of matrix E, the space of all Vk, 0 ≤ k ≤ γ,

and the space of all vk,k+1, 0 ≤ k < γ, which is equal to O(γλn). Similarly, the

process of computing and storing all Mk(imid, j), M
S
k (imid, j), M

D
k (imid, j) M

I
k(imid, j)

and N k(imid, j, h) still needs O(γλn) space. Hence, the determination of jmid, kmid and

hmid can be done in O(γλn) space. The details of CPSA-DC algorithm are described

as follows, where the program code of BestScoreRev is similar to that of BestScore and

hence is omitted.
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Algorithm CPSA-DC(istart, iend, jstart, jend, kstart, kend)

Input: Sequences aistart . . . aiend
and bjstart . . . bjend

with constraints (Ckstart , . . . , Ckend
)

Step 1: if (istart > iend) or (jstart > jend) then

Align the nonempty sequence with spaces;

else

imid = b istart+iend

2
c;

BestScore(istart, imid, jstart, jend, kstart, kend);

BestScoreRev(imid + 1, iend, jstart, jend, kstart, kend);

end if

Step 2: max = −∞;

for j = jstart − 1 to jend do

for k = kstart − 1 to kend do

if MD
k (·, j) +Mk(·, j) > max then

max = MD
k (·, j) +Mk(·, j);

jmid = j; kmid = k; type = case 1;

end if

if MD
k (·, j) +MD

k (·, j) > max then

max = MD
k (·, j) +MD

k (·, j);

jmid = j; kmid = k; type = case 2;

end if

if MS
k (·, j) +Mk(·, j) > max then

max = MS
k (·, j) +Mk(·, j);

jmid = j; kmid = k; type = case 3;

end if

if k ≥ 1 then

for h = 1 to λk − 1 do

if (H1(k,h)+H1(k,h)
λk

≤ ε) and (H2(k,h)+H2(k,h)
λk

≤ ε) then

if Nk(·, j, h) +N k(·, j, h) > max then

max = Nk(·, j, h) +N k(·, j, h);

jmid = j; kmid = k; hmid = h; type = case 4;
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end if

end if

end for

if (H1(k,λk)
λk

≤ ε) and (H2(k,h)
λk

≤ ε) then

if Nk(·, j, λk) +Mk(·, j) > max then

max = Nk(·, j, λk) +Mk(·, j);

jmid = j; kmid = k; hmid = h; type = case 5;

end if

end if

end if

end for

end for

Step 3: if type = case 1 then

CPSA-DC(istart, imid − 1, jstart, jmid, kstart, kmid);

Align aimid
with a space;

CPSA-DC(imid + 1, iend, jmid + 1, jend, kmid + 1, kend);

end if

if type = case 2 then

CPSA-DC(istart, imid − 1, jstart, jmid, kstart, kmid);

Align aimid
aimid+1 with two spaces;

CPSA-DC(imid + 2, iend, jmid + 1, jend, kmid + 1, kend);

end if

if type = case 3 then

CPSA-DC(istart, imid − 1, jstart, jmid − 1, kstart, kmid);

Align aimid
with bjmid

;

CPSA-DC(imid + 1, iend, jmid + 1, jend, kmid + 1, kend);

end if

if type = case 4 then

CPSA-DC(istart, imid − hmid, jstart, jmid − hmid, kstart, kmid − 1);

Align aimid−hmid+1 . . . aimid+λk−hmid
with bjmid−hmid+1 . . . bjmid+λk−hmid

;
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CPSA-DC(imid + λk − hmid + 1, iend, jmid + λk − hmid + 1, jend, kmid + 1, kend);

end if

if type = case 5 then

CPSA-DC(istart, imid − λk, jstart, jmid − λk, kstart, kmid − 1);

Align aimid−λk+1 . . . aimid
with bjmid−λ+1 . . . bjmid

;

CPSA-DC(imid + 1, iend, jmid + 1, jend, kmid + 1, kend);

end if

Algorithm BestScore(istart, iend, jstart, jend, kstart, kend)

Input: Sequences aistart . . . aiend
and bjstart . . . bjend

with constraints (Ckstart , . . . , Ckend
)

Output:

Step 1: /* Reindex */

m = istart − iend + 1; n = jstart − jend + 1; γ = kstart − kend + 1;

Step 2: /* Initialization */

for j = 0 to n do

for k = 0 to γ do

if (j = 0) and (k = 0) then Mk(·, j) = 0; else Mk(·, j) = −∞;

if (j = 0) or (k > 0) then MI
k(·, j) = −∞; else MI

k(·, j) = −wo − jwe;

MS
k (·, j) = MD

k (·, j) = −∞;

if k ≥ 1 then

for h = 1 to λk do

Nk(·, j, h) = −∞;

end for

end if

end for

end for

Step 3: /* Computation */

for i = 1 to m do

for k = 0 to γ do /* For the case of j = 0 */
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Vk(Mk(·, 0)) = Mk(·, 0);

if k ≥ 1 then

for h = 1 to λk do

Vk(Nk(·, 0, h)) = Nk(·, 0, h));

Vk(H1(k, h)) = H1(k, h);

Vk(H2(k, h)) = H2(k, h);

end for

end if

MS
k (·, 0) = MI

k(·, 0) = −∞;

Mk(·, 0) = MD
k (·, 0) = −wo − jwe;

end for

for j = 1 to n do /* For the case of j > 0 */

for k = 0 to γ do

tempk(Mk(·, j)) = Mk(·, j) ;

if k ≥ 1 then

for h = 1 to λk do

tempk(Nk(·, j, h)) = Nk(·, j, h);

tempk(H1(k, h)) = H1(k, h);

tempk(H2(k, h)) = H2(k, h);

end for

end if

MS
k (·, j) = V (Mk(·, j)) + σ(aistart+i−1, bjstart+j−1);

MD
k (·, j) = max{MD

k (·, j)− we,Mk(·, j)− wo − we};

MI
k(·, j) = max{MI

k(·, j − 1)− we,Mk(·, j − 1)− wo − we};

if k ≥ 1 then

for h = 1 to λk do

if h = 1 then

Nk(·, j, h) = vk−1,k + σ(aistart+i−1, bjstart+j−1);

if aistart+i−1 6= ck,h then H1(k, h) = 1; else H1(k, h) = 0;

if bjstart+j−1 6= ck,h then H2(k, h) = 1; else H2(k, h) = 0;
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else

Nk(·, j, h) = Vk(Nk(·, j, h− 1)) + σ(aistart+i−1, bjstart+j−1);

if aistart+i−1 6= ck,h then H1(k, h) = H1(k, h− 1) + 1;

if bjstart+j−1 6= ck,h then H2(k, h) = H2(k, h− 1) + 1;

end if

end for

end if

Mk(·, j) = max


MD

k (·, j),MI
k(·, j),Nk(·, j, λk)

Vk(Mk(·, j)) + σ(aistart+i−1, bjstart+j−1),

;

vk,k+1 = Vk(Mk(·, j));

Vk(Mk(·, j)) = tempk(Mk(·, j));

if k ≥ 1 then

for h = 1 to λk do

Vk(N (·, j, h)) = tempk(Nk(·, j, h));

H1(k, h) = tempk(H1(k, h));

H2(k, h) = tempk(H2(k, h));

end for

end if

end for

end for

Now, we analyze the time complexity of our CPSA-DC algorithm for solving the

constrained pairwise sequence alignment. As illustrated in Figure 3.2, after determining

the middle position (imid, jmid, kmid) of the optimal path in G, we can divide the original

problem into two subproblems, each of which further can be recursively divided into

two smaller subproblems using the same way. Note that regardless of where the optimal

path passes through (imid, jmid, kmid), the total size of the two reduced subproblems is

just half the size of the original problem, where the size is measured by the number

of the entries in G. In is not hard to see that the time complexity of determining the

middle position of each subproblem at each recursive stage is proportional to the size of
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the subproblem. Let T denote the size of the original problem (i.e., T = γmn). Then

the total time complexity of our CPSA-DC algorithm is equal to T + T
2

+ T
4

+ · · · = 2T ,

which is twice as high as the CPSA-DP algorithm.

3.2 Constrained multiple sequence alignment

In this section, we use Algorithm CPSA-DP and CPSA-DC in previous section as

kernels to design two CMSA algorithms, called Algorithm CMSA-DP and CMSA-DC

respectively, for progressively aligning the input sequences into a CMSA according

to the branching order of a guide tree, where the guide tree we use here is the so-

called Kruskal merging order tree. We refer the reader to Section 2 for the details of

constructing the Kruskal merging order tree. Except for the adopted CPSA kernel,

CMSA-DP and CMSA-DC have the same execution steps, which are described as

follows.

1. Compute the distance matrix D by globally aligning all pairs of sequences using

Algorithm CPSA-DP or CPSA-DC , where D(i, j) denotes the distance between

sequences Si and Sj.

2. Create a complete graph G from the distance matrix D and then compute the

Kruskal merging order tree Tk from G to serve as the guide tree.

3. Progressively align the sequences according to the branching order of the guide

tree Tk in a way that the currently two closest pre-aligned groups of sequences

are joined by applying Algorithm CPSA-DP or CPSA-DC to these two groups of

sequences, where the score between any two positions in these two groups is the

arithmetic average of the scores for all possible character comparisons at those

positions.

In the following, we analyze the time complexity of Algorithm CMSA-DP/CMSA-

DC. It is not hard to see that step 1 costs O(γk2n2) time, where n is the maximum

of the lengths of k sequences. According to the paper of Tang et al. [34] , step 2 can

be done in O(k2 log k) time. In step 3, there are at most O(k) iterations for calling
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Algorithm CPSA-DP/CPSA-DC, whose time complexity is O(γn2), to join two pre-

aligned groups of sequences. Hence, the time complexity of step 3 is O(γkn2). Clearly,

the cost of Algorithm CMSA-DP/CMSA-DC is dominated by step 1 and hence its time

complexity is O(γk2n2).
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Chapter 4

Implementation and Discussion

4.1 MuSiC

We use Java language to implement the CMSA-DP algorithm as a web server, called

as MuSiC, which is a short for Multiple Sequence Alignment with Constraints. It can

be easily accessed via a simple web interface (see Figure 4.1). The input of the MuSiC

system consists of a set of protein/DNA/RNA sequences and a set of user-specified

constraints, each with a fragment of bases that (approximately) appears in all input

sequences. The output of MuSiC is a constrained multiple sequence alignment in which

the fragments of the input sequences whose bases exhibit a given degree of similarity

to a constraint are aligned together. The use of the proposed MuSiC system is illus-

trated below to help to detect a fragment of an RNA sequence in the 3′ untranslated

region (UTR) of the SARS-TW1 sequence, which can fold itself into a pseudoknot

structure. The structural elements in the 5′ and 3′ UTRs of a plus-straind RNA virus

have been postulated to be involved in RNA replication, transcription and transla-

tion by interacting with viral or cellular proteins. Much evidence supports the fact

that the pseudoknots in 3′ UTRs among coronaviruses participate in the replication

of RNA [43]. The SARS (Severe Acute Respiratory Syndrome) virus, which caused

several hundreds of deaths since its outbreak in early 2003, is a novel type of coron-

avirus, so a pseudoknot is expected to be observed in its 3′ UTR. By comparing the

sequences of the phylogenetically conserved pseudoknots among many coronaviruses,
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Figure 4.1: The interface of MuSiC.

Williams et al. found that these sequences contain several fragments of conserved

nucleotides (consensuses). They found 12 consensuses, say CU, CA, AA, GG, C, UG,

A, G, AG, U and A, among coronaviruses including HCV-229E (human coronavirus),

PEDV (porcine epidemic diarrhea virus), TGEV (porcine transmissible gastroenteritis

virus), BCV (bovine coronavirus) and MHV (mouse hepatitis virus). To determine

whether or not the 3′ UTR of SARS has a pseudoknot, SARS-TW1 (AY291451) was

chosen as the test subject and the MuSiC system was used to align the sequence of

the 3′ UTR of SARS-TW1 with those of the detected pseudoknots in the 3′ UTRs

of BCV, MHV, PEDV, TGEV and HCV-229E coronaviruses. The consensuses de-

scribed above were used as the constrained sequences in the proposed MuSiC system

and then the default scoring matrix and gap penalties were chosen with the initial

setting ε = 0. As a result, no CMSA was found to satisfy the requirement, because

the postulated pseudoknot in the 3′ UTR of SARS-TW1 may comprise the fragments

that are only partially, rather than completely, similar to the constraints. Hence, this
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Figure 4.2: The partial display of the resulting CMSA of MuSiC by aligning the se-

quences of SARS-TW1 3′ UTR with those of other five coronaviruses.

case was tested again with letting ε = 0.5 so that in the band of the resulting CMSA,

of length two or three, no more than one mismatch may exist between the fragment

of each input sequence and the constraint. Consequently, as indicated in Figure 4.2 ,

a satisfied CMSA was found. Note that, the band of the resulting CMSA that corre-

sponds to a constraint is black and its corresponding constraint is displayed beneath it.

In some bands of this resulting CMSA, such as the fourth, sixth and ninth, at most one

mismatch exists between the fragment of each input sequence and the corresponding

constraint. Moreover, the part of SARS-TW1 aligned with the pseudoknot sequences

of other coronaviruses is interspersed with only two gaps of length one. This finding

suggests that this part of SARS-TW1 may fold itself into a pseudoknot structure and

possibly be involved in replicating SARS viruses. Therefore, this SARS-TW1 fragment

is further validated by applying PKNOTS, developed by the Eddy group [30], to de-

termine whether it can fold itself into a pseudoknot structure with a stable free energy.

Consequently, this fragment of SARS-TW1 indeed folds itself into a stable pseudoknot

whose base pairings have a topology, as indicated in Figure 4.3 , that is very similar

to those of other coronaviruses described in the literature [43]. However, whether or

not this SARS-TW1 fragment participates in replicating the RNA of SARS must be

investigated experimentally in the laboratory.
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PSfrag replacements

5′

CUACU CUUGUGC
GAACACG

AGAAUGAAUUCUCG

CAAAUCAAU
GUUUAGUUA

A

UAG

ACUUUAA 3′

Figure 4.3: The diagram of the predicted pseudoknot in the 3′ UTR of SARS-TW1

ranging from 29460 to 29521 bp.

4.2 MuSiC-ME

We also use Java language to implement the CMSA-DC algorithm as a web server,

called as MuSiC-ME that is short for Memory-Efficient tool for Multiple Sequence

Alignment with Constraints (see Figure 4.4). It is worth mentioning that for MuSiC-

ME, the letters representing the constraints are not just the individual bases, but also

the IUPAC (International Union of Pure and Applied Chemistry) codes. For example,

nucleotides N and R have the meanings of any bases and purine (i.e., A or G), respectively.

To demonstrate the practicability of our MuSiC-ME system, we also use it to detect

a fragment of an RNA sequence in the 3′ UTR of the SARS-TW1 sequence being able

to fold into a stable pseudoknot.

In this test, we aligned the sequence of the 3′ UTR of SARS-TW1 with those of

the 3′ UTRs of BCV, MHV, PEDV, TGEV and HCV-229E coronaviruses, and used

the consensuses as described before as the constraints. Since these constraints are

too short, they occur frequently in the large genomic sequences. For our purpose, we

further combine a few of constraints into a new and larger constraint as follows. Among

the consensuses above, the first and second (respectively, ninth and tenth) consensuses

are located in the 5′ (respectively, 3′) end of stem 1 and they are separated by other 4

(respectively, 4) bases, and the seventh and eighth (respectively, eleventh and twelfth)

consensuses are located in the 5′ (respectively, 3′) end of stem 2 and they are separated

by other 3 (respectively, 3) bases. Since both stems 1 and 2 contain no loops, we are

able to combine the consensuses in the same stem into a new and larger constraint.

Hence, we have new constraints like CUNNNNC for the 5′ end of stem 1, GNNNNAG for the
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Figure 4.4: The interface of MuSiC-ME.

3′ end of stem 1, UNNNA for the 5′ end of stem 2, and UNNNA for the 3′ end of stem 2.

Finally, we got eight constraints with the order of (CUNNNNC, A, AA, G, C, UNNNA,

GNNNNAG, UNNNA) for this test. After running MuSiC-ME, a satisfied CMSA was found

as shown in Figure 4.5. This resulting CMSA implies that the fragment of SARS-TW1

between the first band and the last band may fold into a pseudoknot structure that

is possibly involved in replicating SARS viruses. In fact, the fragment is the one we

found in the test with MuSiC and hence it can fold into a stable pseudoknot as shown

in Figure 4.3.

Note that above test was run on IBM PC with 1.26 GHz processor and 128 MB

RAM under Linux system. Under this limited memory environment, the instance can

not be executed by the MuSiC system whose kernel, the CPSA-DP algorithm, was

implemented by the dynamic programming approach, due to running out of memory.

The input sequences above were also tested by Clustal W 1.82, the most commonly

used MSA tool. According to its resulting MSA as shown in Figure 4.6, the fragments
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Figure 4.5: The partial display of the resulting CMSA of MuSiC-ME by aligning the

sequences of SARS-TW1 3′ UTR with those of other five coronaviruses.

of all pseudoknots, including our detected pseudoknot for SARS-TW1, are not able

to be aligned well so that it is difficult for us to identify the exact fragment of the

SARS-TW1 pseudoknot from this MSA.

Figure 4.6: The partial display of the resulting MSA of Clustal W 1.82 by aligning

the 3′ UTR sequences of six coronaviruses, where the bases not in the pseudoknots are

marked with dots.
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Chapter 5

Conclusions

In this thesis, we studied a generalized CMSA problem, which is to find a CMSA for

the input sequences with several user-specified constraints such that the fragments of

the input sequences whose bases exhibit a given degree of similarity to a constraint

are aligned together. In this model, each of the user-specified constraint may be a

fragment of bases, instead of a single base only, and the adopted gap scoring is the so-

called affine gap penalty that penalizes a gap once for opening and then proportionally

to its length.

First, we adopted the dynamic programming and divide-and-conquer techniques

to design a time-efficient algorithm and a memory-efficient algorithm respectively for

optimally solving the CPSA problem. Based on these two kernel algorithms, we de-

veloped two CMSA programs, called as MuSiC and MuSiC-ME respectively, using the

progressive approach. The MuSiC program generates a good CMSA efficiently, but its

high memory requirement limits it to align a set of short sequences, at most several

hundreds of bases. The MuSiC-ME program made it possible to align several large-

scale sequences with constraints through the desktop PC with the limited memory.

In this system, moreover, the letters allowed to represent the constraints are the IU-

PAC codes, which will enable the user to define a more flexible constraints or combine

several small constraints with fixed distances into a large one. The practicabilities of

MuSiC and MuSiC-ME were also demonstrated by helping us to detect the fragment

of the 3′ UTR of SARS that is able to fold itself into a stable pseudoknot for possibly
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participating in replicating the RNA of SARS.
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