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Source Model for Transform Video Coder and Its
Application—Part Il: Variable Frame Rate Coding

Jiann-Jone Chen and Hsueh-Ming Hasgnior Member, IEEE

Abstract—In the first part of this paper, we derive a source full, a large step size is used to reduce the output bit rate.
model describing the relationship between bits, distortion, and On the other hand, a small step size is used to avoid buffer
guantization step size for transform coders. Based on this source underflow if the buffer is nearly empty. The effectiveness of
model, a variable frame rate coding algorithm is developed. The . ) o -
basic idea is to select a proper picture frame rate to ensure a this scheme depends Or! how frequently the step S'Ze is adjusted
minimum picture quality for every frame. Because our source and how random the input data are. The major drawback
model can predict approximately the number of coded bits whena of this scheme is the unevenness of image quality across a
certain quantization step size is used, we could predict the quality picture or a sequence. The buffer/quantizer controller may

and bits of coded images without going through the entire real- : P - .
coding process. Therefore, we could skip the right number of use a small step size at the beginning of an image if the

picture frames to accomplish the goal of constant image quality. INtial buffer level is low. Then the step size is increased
Our proposed variable frame rate coding schemes are simple rapidly owning to the large number of bits generated by the
but quite effective as demonstrated by simulation results. The small step sizes. As it proceeds, the buffer level would drop
][esu'ts of using anothe(u; Vﬁ”ab'e ll‘ramfe rate SChf‘?m‘;- fTESt Model again, for fewer bits are generated by the large step sizes. The
C(gd::'g(asigmg SI%élf:ar:entc: K/ngetfé) fgrSIIr—]i?zgll)E;Méimaerera;Eo buffer/quantizer co_ntrc_JIIer then again uses small step sizes.
provided for comparison. The value of quantization step may thus form an up-and-down
cycle. In a hardware system, because of the inherent delay
of one-pass system between the buffer status feedback and
the quantization operation, the cyclic phenomenon becomes
even more obvious. It may be further reinforced by the image
l. INTRODUCTION content when one portion of the picture is smooth and the
RANSFORM coding is a very popular technique in imagéther portion has deep texture.
compression. It is one of the key components in the Several algorithms have been suggested to improve the
international video communication standards [1]-[3]. Sincgmple one-pass RM8 buffer control scheme. One key element
the channel bit rate is limited, bit-rate control or outpuil @ more advanced buffer control scheme is the bits model that
buffer control becomes one of the essential problems piedicts the number of coded bits when a certain quantization
designing a video compression system because its outputS@p size is in use. In the trial-and-error and RM8 heuristic
rate varies drastically. A simple rate control scheme achieviegffer control schemes, bits model is not explicitly used, and
a preselected output bit rate by trial-and-error; namely, tryhgnce, the control strategy is inefficient. The bits model could
quantization step size, compare the produced bits to the tarfgetconstructed from the statistics of data ([6] and [7]). For
bit, and then adjust the step size and try again [4]. It may taR¥ample, Puri and Aravind [6] select the quantization step size
several iterations before reaching an adequate quantization stean image block according to its activity measure (variance)
size since no side information is collected to help predi@nd a pretrained table. The entries in this pretrained table
the right value. Although buffer underflow and overflow caare computed from the statistics of training images coded
be eliminated under this multipass scheme, it is impractica$ing the same coders. Although quite effective, this scheme
for real video coding because the many iterations of quaslemands a large amount of training task and the coders
tization and variable-wordlength coding operation require and the processed images are limited to those similar to the
tremendous amount of hardware overhead. training set. Another precalculated bits model example is Sun
A simple one-pass causal scheme was proposed by #ieal [7]. A different activity measure, sum of the absolute
Reference Model §RM8)—an encoder model used in thevalues of discrete cosine transform (DCT) coefficients with
process of defining H.261 standard [5]. In this scheme, tl¥C component, is demonstrated to produce a better statistical
guantization step size is assigned (linearly) proportional to thelation.
current output buffer level. When the output buffer is nearly In contrast, the bits model can also be obtained through

_ _ _ _ the theoretical analysis of image and coder structures. Such
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that when the bits number allocated to an image framevsth F(g;) = exp{G(gs)}. In the above equations(-)
not large enough to produce a reasonable quality imageyéapresents the average coded bits perqdk the quantization
would be better off to skip several image frames to maintastep sizeg? the variance of théth coefficient,L the number
a minimum quality of every coded frame. Takishimtial. of pels (coefficients) in one block, a parameter decided by
[8] show that for a given sequence, the optimum frame ratiee probability distribution (assumed to be a constant if all
can be uniquely specified through detailed off-line statisticie coefficients have similar distributiond);; the weighting
analysis of the entire image sequence. Howeverpmdtine factor for theith coefficient, usually preselected, ahgos
adaptive algorithm is needed because a real-time videotli® bits used to represent the end-of-block symbol (in JPEG,
changing its characteristics frequently and abruptly. A simpk.261, and MPEG). The model parameters;;) and /3(qs)
one-pass variable frame rate control had been proposed inwWere originally constants in the quantizer asymptotic model,
Test Model for H.263 (TMN-1.5) [9], [10]. It determines thebut they are now variables adjusted to match the underlying
number of skipped frames based on the buffer state while wioleo coder and the real picture characteristics. For low to
picture coding complexity analysis is undertaken in codingedium bit rate coding, the values 8{q;) can be tabulated.
process. As a result, the frame skipping is quite regular sudB for «(g;), we obtain a first-order linear approximation
that the performance is very similar to the fixed but fewesmpirically
frame rate coding.

We like to demonstrate in this paper a methodology of using (qs) = @a - 4s +ba- 4)

an analytic bits model (source model) to adjust the quantizatigfkial values ofa,, andb,, are calculated from picture data and
step size and frame rate of a video coder to produce neagy , — , .7y 104 + | Cave/10] - 0.0018 — [Fave/20] -

constant quality pictures and, in the meanwhile, to limit thg 4096_0.02 andb,, = [Tave/10]-0.3—| 0ave/20]-0.37+0.80
motion jerkiness to within a tolerable range. Although thiﬁ/herea _ EN oi /(N — 1)

. . v ave — =2 Y .
approach can be extended to select the quantization step Sizgjnce the picture characteristics from the coding point of

for every image block to achieve the best tradeoff betwegq.,, are completely represented by the functiofy, ), £(g)
bits and distortion for every single image block as shown BY . jeq “coding complexity function.” For ease distinction,
Lin et al [11], Ortegget_ al [12], z_and Ramchandraat al. we denoteF (g, ) by F(g,) if it is computed by using (2) with
[13], we select quantization step size only once for the enti ) = exp{G(g,)}. And we denoteF(q,) by F™(q,) if
image as an application example. Therefore, this approach%s) is set to a constant in (3) anl(q, ) is allowed to vary

much simpler than the optimization formulation proposed iy accommodate the variation of the originally nonconstant
[11]-[13], and thus the real-time implementation is practlcala(qs)_ In Part |, we found that bottF°(q,) and F(q,) can

The organization of this paper is as follows. The sourgg, 5ohroximated by a linear function@fwheng, is relatively
model or bits model proposed in Part | is briefly reviewed iBmall (between 10 to 30, say). In other words
Section Il. Section 1lI-A describes the basic encoder/decoder '

buffer relationship and the constraints of an H.261 video F(gs)=ap-qs +br (5)
coder. The buffer/quantizer control algorithms of variable )

frame rate coding are developed in Sections III-B and Iil-c¢VNeréar andby are two picture-dependent constants.

In Section IV, the variable frame rate coding control of Test

Model for H.263 is described for comparison. Simulation ll. VARIABLE FRAME RATE CODING

results are shown in Section V and Section VI summarizesps an application of our source model, a variable frame rate

our contribution in this paper. coder shown in Fig. 1 is described in this section. Based on
the information received from the entropy coder and the output
buffer, the buffer/quantizer controller in Fig. 1(a) determines
. i the frame rate and the quantization step to be used for the
In Part I, we derive a source model that describes the. coded frame. Thé& x 64 k standard specifies a receiver
relationship between_blts, distortion, and quantization step sizgear model, the hypothetical reference decoder (HRD) with
for block transform video coders. It can be represented by thgiich all the bit streams generated by a standard-compatible

following equations: encoder must comply. The well-known RM8 encoding scheme

1 s G(g) plescribed in Sectipn I assumes a fixed framg rate, whiph is
log, q; + (1) improper for low bit-rate applications. At low bit rates, during

%) o(g:) periods of rapid motion, it is preferred to transmit fewer frames

where per second but with a better quality of each transmitted frame.

1 3 s 9 ; There are anitiopaI drawbagks to the simple buﬁer/quantizer

Gla) =1 S log, {M} +a(g,) - EOB  control algorithm in RM8, which selects the quantization step

Il. PREAMBLE—SOURCE MODEL

b(Qs) = -

= W L size linearly proportional to the buffer level. First, it ignores
(2) the overall quality of the images, and second, it costs additional
andAy = {i|i € {0, 1, ---, L=1} and(¢?-0?) > W2-¢2/53:}. overhead bits for changing the quantization step frequently to
Or improve its stability.

B In the following, we analyze the requirements imposed on
@2 = Flg,) - e~2las)? (3) a variable frame raté® x 64 k codec and then construct an
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Fig. 1. A variable frame rate coding system: (a) System diagram of variable frame rate coder and (b) operations of the VFR algorithm in the bzdfer/quant
controller. Note that the number of pixets Lx (num of coded blocks).

adaptive buffer control algorithm based on our source modédllowing mathematical formulation for real systems. L&f,.

The most straightforward solution to satisfy the HRD requirdse the encoder buffer size adgl,.., the decoder buffer size.

ment is to simulate the (decoder) HRD buffer at the encodéfe have

and design a buffer control strategy to meet both the encoder

buffer and the decoder buffer (HRD) requirements. But it benc(n) =benc(n — 1) + b(n) — R (6)

is rather complicated to manage two buffers simultaneously. baec(n) =bgec(n — 1) + Re — b(n — d) (7)

Fortunately, there is a definite relationship between the encoder

buffer level and the decoder buffer level for constant rawghereb(n) are the coded bits of theth video frame. Further

channels. Hence, under proper choice of buffer size and targetivation leads to the following propositions [11].

level, if the encoder buffer does not overflow or underflow, Proposition 1:beyc(n) + baec(n + d) = constant= K.

the HRD requirement is always satisfied. Also, our proposé&toposition 1 says that the encoder and the decoder buffer

algorithm predicts a target quantization step size which lgvels are “complementary.” Thus, the controligf.(n) can

expected to be used for the whole frame to reduce frequdaet achieved by controlling onlfe,.(n).

adjustment. Proposition 2: The encoder and the decoder buffer under-
flows and overflows can be eliminated if

A. Buffer Constraints max (0, K — Bee) < bene(n) < min (Bene, K).

We useb.,.(n) to denote the encoder buffer level after the
nth video unit (frame) has been coded dngd.(n) to denote  The above two propositions are the constraints we adopted
the decoder buffer level. Lef represent the delay (in videoin designing buffer control algorithms. In the case whBig.
units) from the encoder buffer input to the decoder buffés specified ahead of time (the HRD requirement for H.261
output. A typical value ofd, excluding the processing andand the VBV requirement for MPEGL1), a simple choice is to
transmission delays, is on the order of 10s or slightly setK = B... = By (if the resulting delay is acceptable).
longer. We assume a constant channel rate and that, in the tithe goal is to control the value df,.(n) so as to make
span of one video unitk. bits are sent over the channel. Foby..(n) satisfy the HRD rules. Thdarget buffer fullness
simplicity, we assume that the encoder and the decoder h&V8F), the desired buffer fullness at the end of encoding
an infinite processing power (no processing delay) and ththe current frame, is chosen to be inside the legal range,
the channel introduces no transmission delay. The processing max (0, K — Byec) + wg - min ( Beye, K), wherew; and
and transmission delays can easily be incorporated into the satisfy wy + ws = 1 and wy, we > 0. If framesn to
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n + fsk — 1 are skipped, (6) becomes is outside our desired rangg¢sk may be increased to meet
bene(n -+ F5) = bene(n—1)+b(n-+ fsk) = (fsk-+1)-Re. (8) :ggelmggea;sepzti?é ?)Z?J)IR/_ requirement. Details of these two
Now, we Wishbey,.(n+ fsk) would approach the desired buffer 1) VFR Scheme 1—VFRIFhe first algorithm (VFR1) is
level, TBF. Therefore described by the flowchart in Fig. 2(a) with the solid-line
boxes. It first encodes the first pictuggc(0), with a default
b(n + fsk) =wy - max (0, K — Buec) guantization stepy,. The variances of the transformed coeffi-
+ wy - min (Bepe, K) cients, computed in the coding process, are used to guess the
+(fsk+1) R, —bene(n—1) () Initial values of thea, andb,, in (4). The *(g;) of pic(0) is
also computed from the coefficient variances using (2). Once
where fsk is the number of frames skipped and should bg;.(0) is coded, the generated bits, and the quantization
fewer thanbenc(n — 1)/R. to avoid buffer underflow. We scale usedg,, together with the compute#f*(-) are used to
choosew; = 1/3 andw; = 2/3 in the simulations below.  calculate a new value based on (3). Then, the andb, in
(4) are updated based on the eldralue and the new value.

B. Intraframe Coding The following simple, heuristic updating formulas are used:
In a video sequence, except for scene changes, many frames " Qrew _ qold
. . . new O
would generally have similar image content. In other words, ag™ =6-ag" +(1-6)- 7qnew N (10)
image contents usually does not change very much between prew _ new new  new s
o —U — 0y " 4s (11)

nearby frames. Since the picture frame to be coded is not
much different from the picture that has just been coded, tinere the superscripiew and old denote the previous and
model parametery(q;) and the coding complexity function the current coded pictures, respectively, @nd set to be one
F(qs) of the current picture are similar to those of thevhen ¢**V = ¢°4 and 0.3, otherwise. For the first frame,
previously coded pictures. In intraframe coding, where eaghc(0), g2V = ¢¢!4 = ¢,. There are several other possible
picture is independently coded by the intra DCT codingyays to generate the initiak{, b,) value in (4). For example,
picture frames can be skipped without introducing propagatigic(0) is coded twice with two different values gf. Clearly,
errors. Hence, we can easily employ this bits estimation modkls would double the hardware burden in a real-time machine.
and variable frame rate (VFR) coding strategy to improvEherefore, we developed an empirical formula to estimate (
coding performance. In order to compare the VFR coding with),) based on coefficient variances. And because of the simple
RM8, we simply use the intra mode of H.261. Note that at ttferm of our updating formula (11}54 is not used at all. Also
decoder, the last received picture is displayed on the monitaste that the only reason that we use the defgufor the first
until the next coded frame arrives. If the number of skippegicture is to match exactly what RM8 does on the first picture;
pictures is controlled within a reasonable rangé §k....x), the otherwise, we could have even better resultspdri0) if the
reconstructed picture jerkiness due to repeated frames shaddne change procedure described later is used instead.
be acceptable. If additional delay and hardware are allowed affhen, we start to encode the next frame under the as-
decoder, degradation due to frame skipping can be reducedsoynption thatF® of the current frame is similar to thé™
adding a proper temporal interpolator. obtained from the previously coded frame data. Note that
We now put together the aforementioned concepts to buédthough the value ot is updated from frame to frame, it is
a VFR coding algorithm. The general structure of our systeassumed to be independentgffor any given frame. We now
is based on Hang [14] but with significant extensions arehter the iteration loop of determining the number of skipped
modifications. Our goal is to determingsk, the number pictures. Starting withfsk = 0, the bits budget reserved for
of skipped frames before the next coded frame andthe the next picture is computed based on (9). And then the image
guantization step size of the next coded frame. There are tgqantization scale is estimated based on (3) using the previous
ways to use (3). In the first approach(g;) is a function frame £ and the linear model of(q,) (4). If the estimated
of ¢, (4) while F°(gq,) is assumed to be independent @f picture quality is not high enough; that is, the estimated
in a certain range of;;. This scheme is calleWFR1 We quantization scaley,.xt iS larger than the prechosef,.x
could also fixa(-) (treated as a constant), but théi*(¢,) and the maximum allowable number of skipped frames is not
becomes aj,-dependent variable (5). This is the second arekceeded fsk Z? fskumax), then we skip one additional frame
simpler scheme-MFR2 The basic concept is the same in botlto increase the bits budget for the next iteration. Otherwise,
approaches, which are illustrated by Fig. 1(b) (VFR2 is showhis ¢, iS satisfactory, and we jump out of the iteration
here). Initial /() (after scene change) is computed from thiop. Before it proceeds to the next iteration, the buffer level
coefficient variancesdp, - -+, or_1]. After the first frame is is checked to prevent the buffer from underflowing. For the
coded, F(-) [and/or «(-)] is updated based on (3) using thenew fsk value, we again estimate the corresponding.:
previously codedy, and b. The bits budgeb.; is derived value and check its associated image quality. The estimation
from (9) using the current buffer levebd,.(n — 1)], the TBF, and checking steps continue until enough bits are reserved to
and the predicted frame skif{k). The g; to be usedg,.x;, produce a good-quality picture. As said earlier, in determining
is estimated based on (3) using the bits budggt and the the number of skipped frames, we use thg,(b,) and £ of
previous frameF'(¢;) [and/or a(g;s)] under the assumption the previously coded picture in the iteration loop. Once a new
that F'(q,) [and/or a(g;)] is not changed very much. ... picture has been coded, the transform coefficient variances,
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Fig. 2. Flowchart of variable frame rate coding: (a) VFR coding without considering delay coding and (b) additional VFR steps for detecting and
handling scene changes.
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(0%, 0%, ..., 0_.], and the coding resultp( ¢;), are used using (3) and the coded bitsand quantization scalg. The

to updatef™ and @, b,). That is, F'° is computed directly updating procedure will be explained later.

using (2) and a new value is computed using (3), which The complete VFR2 algorithm is described by Fig. 2(a)

in term is used to update the,, b,) pair using the heuristic with dashed-line boxes in place of the corresponding boxes

formulas (10) and (11). in VFR1. Since« is treated as a constant, for a given bit
There are cases that would force the above procedurebtadgetb..;, the estimation ofy,..; is equivalent to finding the

encode the current picture without satisfying the minimumoots of the following quadratic equation:

guality constraint. For example, if the encoder buffer under- 2 — o (gmext) B

flow occurs or we hit the maximum skip framégsk,.x), Gnext = F'(qnext) - ¢ -

then picture(n + fsk + 1) is coded with ag,.x; that may ~(aF - Gnext + bF) - e~ best (12)

be larger tham,,.... In general, this scheme tries its best tgo i L _

keep the coded image quality within a reasonable range whjjgus: the computational complexity is reduced to calculating

it must strictly prevent the encoder buffer from underflo4'® "00ts of the above equation only once. In VFR1, we update

and overflow. This scheme performs quite well for picturgw exponent term in (3x(qs) = aa - g5 +ba. In VFR2, we
sequences without scene changes. update the multiplicative termf'(¢;) = ar - ¢s + br. Both

When scene change occurs, tie anda(g,) of the current are updated through the use of (3) based on the coded data

picture could be very different from those of the previouslg7 gs)- BhUt the former is morehsensg_ve to noise be_cause
coded frames. Similar to the steps used for the first pictur ts on the exponent. Hence, the coding process using VFR2

they now have to be computed from the statistics of the currépjtore stable as indicated ,by the sim.ulat.ions in _Section V-A.
The flowchart with dashed-line boxes in Fig. 2(b) is the VFR2

picture. Taking this into consideration, an additional scen X 3 SN
change detection step described by the flowchart with soli lgorithm with scene change detector. Its operation is similar to
e scene-change version of VFR1 except fifdtis computed

line boxes in Fig. 2(b) is developed. The entire processi e : .

procedure is almost the same as before except that a sc Ra" cqefﬁuent variances andl is held as a anStam' Once a
change detector is introduced. Now, the portion betwe@ﬁcu_”e is coded(ar, bpznrather than(a, be) is updated.
nodegD) and nodé) in Fig. 2(a) is replaced by Fig. 2(b). Scene Since the valyes o™ (g), QS] (and h(qs_), Gs) toq] are.
changes can easily be detected by comparing the variangggn clustered in a narrow region, for stability and simplicity,

of transform coefficients between the previous frame and theé adjust(ar, br) using the following heuristic formulas:

current frame. If the total absolute difference is greater than AV =6 a3 4 (1-6)

a properly selected threshold, scene change is assumed. In B od g

this case, theF° and the ., b,) pair are all computed (@™ e _qsld e ) (13)
. . . . . new __ Q.

directly from the coefficient variances using (2) and (4), Cx ')

respectively. PR = BV et e gRev (14)

2) Simplified Variable Frame Rate Scheme—VFR2the . )
VFR1 scheme(-) is computed from the coefficient vari-Where the superscr!ptﬂd and new Qenote the previous and
ances; hence, we need to accumulate the squared valudgfcurrent coded pictures, respectively, @rid set to be one
every coefficient of all frequencies. A certain amount oMheng*” = ¢g¢ and 0.3, otherwise.
hardware is needed to perform this task for real-time coders. )
Also, the worst-case computational complexity of the iteratidn- ntra/Inter Coding (H.261)
loop of determiningfsk is O(N), where NV is the number It is rather difficult to construct an accurate source model
of quantization scales. Further simplification can be achievést a coder with mixed intra/inter coding modes, since the
by using the modified coding complexity functiadhi™(g,). statistics of intra and inter coded pixels are very different.
We call this simplified scheme “VFR2.” In VFRL1, the pictureThis becomes even more complicated when the current frame
content variation is tracked by updating ba#ff and «. In  statistics depend on the previously coded frames. Nevertheless,
VFR2, only F™ is updated and as a matter of fact, just twit seems to be valid that in a video sequence, the numbers
coefficientsar and b have to be calculated. Note also thabf intra and inter coding blocks and their characteristics are
in VFR1, the initial guess ofd(,, b,) pair is made through roughly unchanged for nearby frames. Fig. 3(a) shows the
empirically determinedormulas [the equations about, and numbers of I and P blocks in each coded frame of the
b, next to (4)]. Now in VFRZ2, this initial guess is no longerSalesmarsequence coded by RM8 at a constant channel rate
needed and thus all the initial model parameters are estimatéd x 64 kb/s. It indicates that usually theblock number
based on theheoretically derivedormulas. in an inter coded frame is quite small. Then, we compute

Assume pictures are coded with acceptable quality eventla¢ average entropy of the and P blocks in each frame as
low channel rates; i.e., quantization scales are relatively smakown in Fig. 3(b). The entropy @t blocks is nearly constant.
As discussed in Part |, the value of(g;) would be close Because the number dfblocks is very small in this case, its
to one under the assumption of small quantization stepsisgitropy estimate is not accurate. However, our concern is the
hence,F™(g,) is quite close taF°(q;). Therefore, the initial bits versus;, characteristics in the coded sequence. As shown
value of F™(.) can be approximated by using’(-) which by Fig. 3(c), the bits generated using the sajneare similar
is computed from the coefficient variances. After start-ufor adjacent frames and the variations seem to be related to the
(ar, br) in (5) can be updated based on t#i&(¢,) computed number of coding blocks. Hence, the VFR algorithm described
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earlier can also be applied to intra/inter coding schemes with
some modifications.

1) Buffer Control Strategy:RM8 assumes half buffer full-
ness after the first intra picture is coded. However, this is
not always doable for real images. The picture quality after
scene change would degrade drastically if the buffer level is
not properly controlled (the curve of RM8 in Fig. 6). This
problem can be overcome through the use of bits model
and VFR algorithm. However, the statistics collected from
the intracoded frames cannot be applied to the intercoded
frames without careful modifications. A simple solution to
this problem is to encode the first inter (or more precisely,
inter/intra) frame using a default quantization step size and
the buffer/quantizer adjustment is active only after the first
inter frame is completely coded. Hence, in addition to picture
zero, which is intracoded with a defaglt, the first intercoded
picture also uses a defaulf. Again, the only reason that we
use defaultg, for the intra picture and the first inter picture
is to match what RM8 does on the first picture; otherwise, we
could estimatey, of the intra and the first inter pictures using
coefficient variances as that in the scene change procedure.

Therefore, in our experiment (Section V), the first picture is
intracoded with the default quantization scale and the second
frame is skipped automatically for the purpose of reserving
more bits for the next coded picture. The bits model for the
intercoded picture is constructed using the data produced by
the first (intracoded) and the third (intra/inter-coded) frames,
and then the buffer control algorithm of VFR2 (in Section IlI-
B-2) becomes active for the rest of the picture sequence.
Although both intercoded and intracoded image blocks coexist
in an intercoded picture, we assume they all follow the same
formula (3) with different#'(-) values. Suppose the ratio of
these two types of blocks remains approximately the same for
nearby frames, we only need to estimate a mi¥&d value,
which is a combination of originally two separaf-) values.
Therefore, the buffer control procedure is still similar to that
described in Section IlI-B.

Due to the fact that the dynamic range of buffer fullness is
smaller in interframe coding as compared to intraframe coding,
a preferred buffer control algorithm should set two different
TBF's for these two coding modes. Another reason of using a
smaller TBRy., is to leave more space in the encoder buffer
preparing for the large amount of intracoded bits during scene
changes. Therefore, in our experiments, T.BE and TBR;;
are defined as two separate values to deal with intra and inter
picture coding. The discontinuity between the two TBF values
is smoothed out by inserting intermediate TBF’s that decrease
gradually from TBR,,, t0 TBFR., after scene change; i.e.,

TBFsmooth = % ’ (TB-Fintra - TB-Finter) + TB-Finter (15)
wherek = m for the first inter picture after scene change and
then & is decreased by one for every frame uritireaches
zero. The smoothing duration parametet, is chosen to be
eight in our experiments. As we will see from Figs. 6(c) and
7(c), the end-of-picture buffer level decreases gradually after
the first intra picture is coded and the quantization scale is
controlled rather well during this transition period. The picture
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degradation after scene change is reduced by using this VFR is defined to bel2 - X/R., where X = [b(n, imB) —

algorithm and the new target buffer strategy. iMB/NiotalM B - Drarget]. The quantization scale is ad-
justed once for every 11 MB'’s according to the follow-
D. Extra Cost of Using VFR ing formula:
The tradeoff between quality improvement and system com- qs(ny ivB + 1) = qs(n — fsk = 1)|ave

plexity of the proposed VFR algorithms is discussed below.
These VFR schemes perform rather well in improving picture
quality. However, the extra costs are: 1) a larger coder output  where g;(n — fsk — 1)|ave is the averagey, of frame
buffer (compared to RM8) is needed, 2) additional memory  (n — fsk — 1). Note that the adjustment of quantizer
is needed to store the transform coefficients for scene change step is restricted to the next two coarser or finer step
handling and initial start-up, and 3) additional simple arith- sizes; i.e.|¢s(n, tmp + 1) — gs(n, iymp)| £ 2, where
metic operations are needed to execute the buffer/quantizer ¢, € {1-..31}.
control algorithm (Fig. 1). In reality, the scene change han-5) Complete encoding frame, then set new target frame
dling procedure should be active all the time since the timing  rate ftarget = frarget T 4 — [¢5(n)]ave/4.0] + 0.5,
of scene change is unpredictable. Hence, 2) is performed for  beye(n) = benc(n — 1) + b(n) — R, and go to 3).
every frame. Compared with many suggested buffer controlNote that the coder determines the number of skipped
algorithms, the above extra software/hardware cost is rathgfmes based on the “buffer fullness” to avoid buffer overflow,
mild and can easily be implemented. but the picture quality is not considered. On the other hand, the
purpose of skipping frames in our model-based VFR coding
IV. VARIABLE FRAME RATE CONTROL IN H.263 TESTMODEL method is to reserve sufficient bits to maintain a reasonable

The ITU-T Study Group XV has drafted H.263 for trans¢0ded video quality. To sum up, the VFR coding in H.263
mitting video below 64 kb/s while preserving reasonablid MN) is aiming at buffer control only while our VFR coding

picture quality. Because there are few well-known variablg designed for both buffer control and picture quality control.
frame rate coding algorithms and the Test Model of H.263

(TMN) implements a variable frame control strategy, we thus V. SIMULATION RESULTS

introduce it here and will simulate it for comparison purposes

later in the next section. Though H.261 and H.263 shafe Intraframe Coding

the same basic codec structure, H.263 has a significantly=qr image sequenceSalesman, Miss America (Missa),
enhanced performance due to improved motion estimation angire, and Swing, are concatenated to form a test sequence
the inclusion of other coding techniques, which are collectgg gemonstrate the rapid adaptation ability of our algorithms
as the optional coding-modes (“options”) in H.263. for different types of images and at scene changes. The first
The variable frame rate control strategy in TMN5 [10}hree sequences are “head and shoulders” type images and
is briefly described as follows. When the buffer fullnesghe |ast one is a computer graphics type image sequence.
exceeds a specific threshold (for example, TBR3 X P X |y our simulations, results using RM8 are also provided for
64k /pic_rate) in encoding framen, the controller determines comparison. It is denoted as RM8I because every frame is
the number of frames to be skipped (i.¢sk) so that the jntracoded. The buffer sizB.,. is set to be 640 1.5 P for
buffer fullness atn + fsk would drop below TBF. Then it yFR and 6400x P (RM8 specification) for RM8I when the
skips fsk frame and encodes franfe + fsk + 1). channel rate is”x 64 kb/s. Fig. 4 shows the simulation results
In order to focus only on the rate control methods, W&y intra frame coding at a channel rate of ¥264 kbl/s.
implement the aforementioned TMNS variable frame rate |t can be seen from Fig. 4(a) that both VFR1 and VFR2 can
control [10] on the H.261-type coder without the optionakffectively control the coding process to produce good-quality
PB-mode in H.263. We call this coder “TMN" hereafter. ltcoded pictures. Because VFR schemes skip frames when
consists of the following steps. necessary, the mean values of their quantization scales are
1) At the beginning we need to specify a target frame raggnaller and particularly the quantizer variation is much lower
frarget- Then, let picture number = 0 and encode as compared to those of RM8I. Since the quantization scale
picture zero with the defauly;. The initial new target is well controlled in a predefined range, the VFR approach
frame ratefiareet = frarget- performs consistently better in both humerical PSNR and in
2) Set the target bit ratd ;e = P X 64 kb/s/ftarget and subjective image quality than the simple RM8I. The PSNR
the target buffer fullness TBE 3 x P x 64k/pic_rate. improvement over RM8I is approximately 3—6 dB as shown
The initial buffer fullnessb.,.(n) is set to be’BF + by Fig. 4(b).
brarger @Nd leth(n) = biarger after encoding frame zero. The advantage of the VFR algorithm is that the frame
3) Determinefsk such that.,.(n) — fsk-R. < TBF < rate is adjusted according to the picture content, as can be

(14 Gaqgj + Lag;) + 0.5 (16)

bonc(n) — (fsk —1)- R., and seth =n + fsk+ 1. seen from Fig. 4(c). In the first subsequen8alesmanthe
4) Set the global adjustment fact6t.y; = [b(n — fsk — bit rate needed to encode pictures with reasonable quality at
1) — bearget]/(2 - brarget)- 30 frames/s is approximately twice the channel rate. Con-

Encode image blocks in frame. The image block sequently, almost every other frame is skippgdi = 1)
index is denoted byi,;p. The local discrepancy..q; [Fig. 4(c)]. The second subsequencaire, is a relatively
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Fig. 4. Comparison of VFR2 and RM8I. (a) Quantization scales of VFR2 and VFR1 versus ayeraJBRM8I, (b) PSNR, (c) end-of-picture buffer level,
and (d) estimated and real coded bits per picture. Note that the differnce between the estimated and the real coded bits in the second sequence portion i
not entirely the estimation error. It is mainly due to the fact that the lower limit of quantization scale is reached.

easy sequence to compress. Since the bit rate neededh®maximum quantization scale, it still produces many more
produce good-quality pictures is just slightly higher than theits than the channel can take; hence, the buffer overflows
given channel rate, the quantization scale has reached itnenediately. On the other hand, the VFR controller, though
prechosen lower limit and hence, it is running at the maximutransmitting fewer pictures per second, can still encode this
rate of 30 frames/s. Because the accumulated bits in the buffeage sequence steadily. On the average, it skips two frames
must comply with the HRD requirement, it forces an increasmit of every three frames to satisfy the high bits demand of
in quantization scale at the tail of this subsequence. At the libis image sequence.

ginning of the third subsequenddjssa the quantization scale We next examine the accuracy of our source model, ex-
fluctuates slightly. The coder is adjusting the quantization scalkiding the cases where the lower bound of quantization scale
to prevent the output buffer from underflow and overflow, and hit. Although VFR2 is simpler in calculation, simulation

in the meanwhile, it maintains the coded image quality withiresults show that it performs well in bits estimation. The
a reasonable range. As the coding procedure proceeds, ébémation error between the predicted bits and the real coded
variation of quantization scale (and also the range of PSNis is found to be within 4.5% in the VFR2 simulations. As
and the coded bits per picture) is reduced and it becomes morentioned in Section 111-B2, the bits estimation procedure in
stable. The fourth subsequen&sying pushes the quantizationVFR2 is in fact more stable because the adjustable terms
scale of RM8I to the upper limit at this channel rate. Even andb g in (12) are multiplicative factors. This can be observed
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from the fact that, at the beginning of the third subsequence, VER wide and narrow dynamic range control - qs and PSNR
the quantization scale in VFR2 fluctuates less as compared tossf T j ' '
that of VFR1 [Fig. 4(a) and (b)]. This phenomenon is also
reflected on the peak signal-to-noise ratio (PSNR) and the %}
coded bits per picture. Although the pictures produced by VFF%
are slightly more jerky, they are subjectively better Iookmg
because of the higher and more uniform quality of every coded ,,
picture.

Another advantage of the VFR scheme is that one can selecks 000900
the admissible range of quantization scales to match the pictu# s o s 65 6
quality request. The admissible range can be either wide @’20“ ©
narrow. As can be seen from Fig. 5, the quantization scale% '
are controlled well for two selected ranges. In the case of widé '
admissible range, the coding quality vibrates more frequently 0

IO

Ft—t

and the variation is larger in magnitude. In contrast, a narrow | s
admissible range forces a nearly constant image spatial quality 5 ) . i s .
but may skip more frames when necessary [Fig. 5(b)]; that is, ° 20 O cuchumer 100 120

less uniform temporal quality. Although quantization scales @
are expected to stay in a predefined range, there are occasions

where the quantization step is driven out of the desired range , 1q* VFR wide and narrow dynamlc range control --End of picture buffer level
due to buffer underflow constraint or the maximum skipped 1 » ' '
frame constraint. This happens more often when the admissible
range is very tight. A tight range also results in higher buffer
level variation.

000 wide
+——+ narrow
Buffer Size

B. Intra/Inter Coding

The intra/inter coding performance of RM8, TMN, and our
VFR algorithm is compared in this section.

1) Single SequenceWe apply RM8, TMN, and VFR2 al-
gorithms to theSalesmarsequence at a channel rate= 3
and the results are shown in Fig. 6. For VFR2, the buffer size
is set to(P + 4) x 6400 x 2.5, its TBR,,, IS two thirds
of the buffer size and the TBE.., 40% of TBF,... These : 111
numbers are chosen based partially on the expected average; i . o

buffer leve!

. K i 20 40 60 80 100 120
bits per frame and partially on our experiences. They are quantization scale
not optimized. The target frame rate of TMN is 23, which (b)

approximately equals the frame rate of VFR2, and #8Px  Fig 5. comparison of wide and narrow dynamic range control. (a) Quan-
6400, equal to the buffer size of RM8. At a constant frame ratéation scales and PSNR and (b) end-of-picture buffer level. For clarity and
30 frames/s, the coded bits per frame in RM8 is apprommateﬂ e of understanding, buffer fullness at each time interval is displayed and
arked by circles and plus sign.
equal to 6.4 k. Since every frame has roughly the same
number of bits, the reconstructed picture quality is loosely
inversely proportional to the picture coding complexity. Aentire sequence is controlled rather well and is kept at a
can be seen from Fig. 6(a), the quantization scales of RM&her level as compared to that of TMN and RM8 (Fig. 6(b):
for pictures 1-25, 50-70, and 110-130 are coarser; henB&NR). The tradeoff between these coding algorithms can
the picture quality degrades during these periods. For TM@asily be observed from Fig. 6(a) and (d). As Fig. 6(a) shows,
coding, because of its variable frame rate control, the codagproximately equal bit allocation to every picture in RM8 and
picture quality is improved (about 1 dB over RM8). HowevelTMN results in variation of coding quality. Our VFR scheme
since the TMN coder determines the number of skipped framean achieve constant coding quality, because the variation
based only on buffer state and the picture coding complexitya$ picture content is compensated by proper bit allocation
not considered in bit allocation, the number of skipped framsig. 6(d)].
is quite regular and thus the shape of PSNR of TMN and Another advantage of the VFR algorithm is the ability to
RM8 are quite similar except for an offset of about 1 dBandle scene changes. In our RM8 simulation, the quantization
as shown in Fig. 6(b). In our VFR, the quantization scalexale is adjusted to the maximum allowable vatt€Z) when
are controlled to stay in a narrower range—12-18. Durirthe buffer overflows. This would occur after an intra picture
periods of rapid motion, it transmits fewer pictures (Fig. 6(bJs coded. In this situation, it needs a longer time (about 25
frame skipped) and bits are allocated according to the codipigtures) for the coder to reach a stable state—pictures coded
complexity [Fig. 6(d)]; therefore, the coding quality of thewith reasonable quality. For TMN, since frames are skipped so
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Fig. 6. Comparison of RM8, VFR, and TMN5 rate control performance for channelffate 3 on sequence “Salesman.” (a) Quantization scales and

(b) PSNR and frame skipped. Note that the value denotes the number of skipped frames starting at a certain picture number. For example, in VFR, five
pictures (frames) are skipped between picture numbers 1 and 7. Hence, a value of five (marked by circles) is plotted for pictures 1 to 6. (c) Emd-of-pictu
buffer level and (d) estimated and real coded bits per picture

that the buffer fullness is kept near TBF and the quantizationThe above simulations demonstrate that the bits estimation
scale is adjusted according to (16), no abrupt change rimodel together with the VFR control algorithm can track
guantization scale is observed. On the other hand, due to lalek variation of coding complexity functions rather well. The
of coding complexity analysis in TMN, the resultant reguladegradation of picture quality after scene change can thus
frame skipping [Fig. 6(b)] makes its PSNR curve almost thee improved by this VFR control algorithm. In the periods
same the same as that of RM8; i.e., long adaptation tiroé drastic image contents variation, the bits estimation error
before reaching stable state. In our VFR, many pictures arethe intra/inter coding mode can be up to 58%; however,
skipped after encoding the first intracoded picture [Fig. 6(lthe bits estimator still provides valuable information and the
and (c)]. Though fewer pictures are transmitted, they are codéBR encoder improves the coded picture PSNR over RM8
with good-quality right from the beginning when scene changsd TMN by about 1.9 and 0.9 dB, respectively. The variance
occurs. Note that a good start-up very much helps the codematnd the mean of PSNR are listed in Table I. Most noticeable is
easily reach and stay at a good coded quality thereafter. Mahgt the PSNR variation of our VFR algorithm is much smaller
subjective tests report that a slightly jerky but better spatiilan that the other algorithms.

resolution video is often preferred when compared to a faster2) Multiple SequencesThe significance and efficiency of
refresh rate but poor spatial quality video. our source model in handling scene changes can be further
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TABLE | Quant. Step comparison of RM8, TMN and VFR at P=3
VARIANCE AND MEAN PSNRoF RM8, TMN, AND THE PROPOSED e T ; i T T T X T
VFR ALGORITHM PERFORMED ON THE SALESMAN SEQUENCE 60f” Salesman Missa Claire Swinlg g
[ RMBS8 (30 1lz) | TMN (22.8 Hz) | VFR (23 Hz) : o= VFR2 /"
Varlance 0.81 0.67 0.11 50k :
Mean PSNR 32.36 33.34 34.24

40

demonstrated by encoding the concatenated test sequence as
shown in Fig. 7. The interframe VFR buffer control strategy °sof,
has been described in Section IlI-C1. In our VFR algorithm, "'
the quantization scales are controlled to stay inside a se- .
lected narrow range, and thus four different subsequences can
all be well coded without being affected by scene changes
[Fig. 7(a)]. In TMN, there is no buffer size specification,
and no buffer state feedback information is used to adjust

10

guantization scales; hence, its buffer fullness can become % 20 a0 Picé?BNumbers‘o 100 120
very high as can be seen from Fig. 7(c). Also, the skipped
picture number and the quantization scale variation may be @)

unreasonably high after a scene change. The PSNR produced
by our VFR is maintained at a nearly constant level even right 4 — . — :
after scene changes. In contrast, it takes a significantly longer Salesman Missa
period of time for the TMN and the RM8 coders to re-enter 4o :
the normal image quality state [Fig. 7(b)].
Note that the buffer size used by VFR is larger than that used 35}
by RM8. It may be speculated that the coding performance of o
RM8 is limited by its small buffer size. From our simulation, 3o}
the degradation due to scene changes can be improved to sonj;}ia

PSNR comparison of RM8, TMN and VFR2 at P=3

Swing

extent if the RM8 buffer size is enlarged. For example, in 25 o+ RM8 : ]
Fig. 7(b) when the RM8 buffer is five times its normal size (so ct

that it is comparable to the VFR buffer size), the degradation 2°[ ST ! AMB(Large Bufy 1
of scene changes is reduced (another example is in Fig. 6(b): NENEVEIIVE S, it

PSNR). However, the average coding quality with large buffer : » ) |
size is not much improved as compared with that with normal ol : j |
buffer size [Figs. 6(b) and 7(b)]. This is because although the e i Lt .
range of buffer dynamic is enlarged, the coding quality is still  ° 20 e Number 100 120
constrained by the average bits per frame when the frame ()

rate is fixed. The VFR algorithm together with the new target

buffer fullness control strategy (15) can utilize the large buffer < 10° End-of-picture buffer level for RM8, TMN and VFR2 at P=3
space to eliminate the scene change degradation, and at the sacoman | Wi omre |\ Swng

same time, the HRD buffer requirements are satisfied. Fig. 7(c) 1ofver putsize - .~ 7~
shows the buffer behavior that helps explain the effect of
various buffer control schemes.

At very low rates, precise bit rate control becomes very crit-
ical. This is illustrated by comparing the coding performance
of VFR2 and RM8 (with 30 frames/s) on the concatenated
sequence fol? = 2 and P = 3. The advantage of VFR is
particularly noticeable at low bit rate coding, as can be seen
from Table Il where the PSNR improvement of VFR over
RM8 and TMN for channel rate @ = 2 is higher than that 3k
at P = 3. More importantly, the PSNR of VFR coding is :
maintained at almost a constant level for a particular image
sequence for a given channel rate. The only exception appears
at the beginning of the entire sequence, where the default ¢
qs 1S used to intra-encode the whole picture. Consequently, Picture Number
the PSNR of the first frame is significantly lower than that (c)
of the other frames. Therefore, the PSNR variance and per’;Ilk 7. Comparison of RM8, VFR, and TMN5 rate control performance for
difference are much larger in the first subsequeSadgsmahn g. I P ’ ' P

) ) ) . g = . channel rate” = 3 on multiple sequences. (a) Quantization scales, (b) PSNR,
This start-up situation can be improved if the initial quantizeand (c) end-of-picture buffer level.

7y === : RM8(Large Buf)

End-of-picture buffer level
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TABLE I
MEAN, VARIANCE, AND PEAK DIFFERENCE OFPSNRFOR THE CONCATENATED SEQUENCE AT = 2 AND PP = 3

A: RM8, B: RM8 (large buffer), C: TMN and D: Our VFR

Mean (dB) Variance (dB Peak diff.(dB)
A B C D A B C D A B C D
Sales P=2|29.79 | 30.66 | 31.38 | 33.33 | 1.30 | 0.28 | 0.23 | 2.47 | 4.80 | 0.57 | 1.74 | 4.67
P=3 | 30.88 | 31.72 | 32.34 | 34.01 | 0.55 | 0.11 | 0.75 | 0.15 | 3.17 1.83 | 3.14 | 1.84
Claire P=2 | 35.78 | 37.26 | 38.62 | 38.93 | 29.92 | 0.87 | 1.15 | 0.06 | 20.45 | 2.79 | 3.52 | 0.78
P=3 | 38.04 | 38.38 | 39.54 | 39.35 | 7.50 | 0.79 | 0.82 | 0.08 | 14.7 | 254 | 3.12 | 1.62
Missa P=2 | 34.26 | 38.07 | 39.79 | 39.70 | 61.66 | 0.70 | 1.86 | 0.34 | 24.74 | 2.70 | 4.92 | 2.16
P=3 | 38.13 | 39.88 | 41.71 | 41.09 | 2960 | 1.04 | 1.63 | 0.28 | 23.88 | 3.35 | 5.07 [ 2.49
Swing P=2 | 2334|2749 | 33.12 | 33.72 | 81.11 | 43.20 | 0.75 | 1.68 | 23.17 | 21.01 | 2.81 | 3.33
P=3 | 27.26 | 3251 | 35.22 | 35.16 | 72.14 | 242 | 0.81 | 041 | 25.01 | 1.66 | 3.21 | 2.64

scale is selected based on the computed image variancescade to achieve the bits budget could be a fractional number.
stated in Section IlI-B. For easy sequences suc@ilase and However, the quantization scale in H.261 is restricted to even
Missa the channel rates are sufficient for nearly maximuintegers. Therefore, it is, under this limitation, not possible to

frame rate transmission; hence, the lower limit @f is control the bit rate exactly. This situation can be improved by

frequently encountered, which leads to a rather high averaggjusting the quantization scales several times in the middle of
PSNR. On the other han8alesmarand Swingare difficult to a picture. The concept and approach of variable frame coding
compress. In order to skip fewer frames, the higher limit gfroposed here may be further extended to control multiple
g is often used, which leads to a lower average PSNR. Asvaleo sources over a shared channel. This topic is now under
result, it is quite interesting that there exist nearly two PSN&evelopment.

values, 34 and 40 dB, in VFR coding. In the case of RM8
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Analysis of the real coded bits and the estimated bits reveals
that bits estimation errors are due to the facts that: 1) the _
stationarity and ergodicity assumptions of signal source af@™-Jone Chen fora photograph and biography,
not completely satisfied for real pictures, and 2) our VFR
system is a one-pass system, and hence, the uncertainty in
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