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Symmetry forbidden vibronic spectra and internal conversion in benzene
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The spectra of symmetry-forbidden transitions and internal conversion were investigated in

the present work. Temperature dependence was taken into account for the spectra simulation.

The vibronic coupling, essential in the two processes, was calculated based on the Herzberg–Teller

theory within the Born–Oppenheimer approximation. The approach was employed for the

symmetry-forbidden absorption/fluorescence, and internal conversion between 11A1g and 11B2u

states in benzene. Vibrational frequencies, normal coordinates, electronic transition dipole

moments, and non-adiabatic coupling matrix elements were obtained by ab initio quantum

chemical methods. The main peaks, along with the weak peaks, were in good agreement with the

observed ones. The rate constant of the 11A1g ’ 11B2u internal conversion was estimated within

the order of 103 s�1. This could be regarded as the lower limit (about 4.8 � 103 s�1) of the

internal conversion. It is stressed that the distortion effect was taken into account both in the

symmetry-forbidden absorption/fluorescence, and the rate constants of internal conversion in the

present work. The distortion effects complicate the spectra and increase the rate constants of

internal conversion.

Introduction

The coupling between the electronic and nuclear motions in

molecules alias vibronic coupling is of great importance in

molecular spectroscopy, photochemical reactions, biological

processes, and laser technology. For example, the observation

of the weak symmetry-forbidden transitions in absorption and

fluorescence spectra is caused by vibronic coupling: it can

‘‘borrow’’ intensities from other intermediate allowed states

through certain normal modes of a particular symmetry, i.e.

the ‘‘promoting mode’’. Also, IC (internal conversion), defined

as the radiationless transitions of electronic states of like

multiplicity, involves the vibronic coupling. In this process,

the electronic excitation energy is transformed into the

vibrational energy of the electronic ground state.1

Using the perturbation method, Herzberg and Teller2

illustrated the principles of the vibronic coupling and the

intensity of symmetry-forbidden transitions. From that, one

can determine which normal modes will make transitions

allowed, and how to obtain intensities from the electronic

wave functions at its equilibrium. In this picture, the electronic

and nuclear wave functions are completely decoupled in the

zeroth-order approximations. Therefore the allowed vibronic

transitions arise due to the interaction between electronic and

nuclear motion. Thus, only some modes of a particular

symmetry can induce the transitions according to the

symmetry rule. This intensity-borrowing is effective when the

borrowing band is close to the symmetry-allowed band in

energy. On the other hand, the first derivatives of the

transition dipole moment along the normal coordinates can

be directly calculated by the finite difference method. Roos

et al.3 expressed the wave functions as a function of a

perturbation strength to obtain derivatives of the transition

properties, and then employ this method to calculate the

vibronic coupling for symmetry-forbidden transitions in

benzene. Borges et al.4 expanded the transition dipole

moments as a power series assuming that the total transition

dipole moment is the sum of the transition dipole moments

along each participating mode. The vibronic coupling can be

obtained by the Herzberg–Teller theory or directly by the

numerical method. The former is adopted in the present work

since the major inaccuracy may not come from approxima-

tions in the theory but from computational methods. It is

because that the algorithms used to compute excited states are

not as efficient as for ground states and it is even harder to

calculate reliable derivatives of the transition properties.

Once the vibronic coupling is known, we have to calculate

the Franck–Condon (FC) overlap integrals of vibrational

wave functions of the two electronic states. FC integrals are

essential in the theoretical description for the vibronic

structure of electronic spectra like absorption and fluores-

cence, as well as other nonradiative processes such as internal

conversion. However, exact calculation for multidimensional

FC integrals is impractical for large polyatomic molecules.

Within the harmonic or anharmonic framework, further

approximations such as displaced oscillator model, distorted

oscillator model, and the mode-mixing effect or the

Duschinsky effect can be introduced. Though a great deal of

theoretical works1,6–10 have been done on IC, practical

calculations based on ab initio wave functions are still scarce.

In the present work, we have considered the distorted
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oscillator effect in spectrum simulation and the rate constants

of the IC based on the ab initio computation of the vibronic

coupling.

Benzene and its derivatives form a basic structure for a vast

range of organic compounds in nature, and can therefore be

considered as a model compound for a wide variety of

hydrocarbons. Despite being a simple molecule, benzene has

been the subject of many theoretical and experimental

investigations.11–29 With 30 vibrational degrees of freedom,

benzene is of the D6h point group, giving unusual theoretical

accessibility. Its transition from the 1A1g ground state to the

low-lying 1B2u excited state is one-photon symmetry-forbidden.

The spectra of this absorption, though very weak, have a

relatively small number of lines. In other words, they are

distinguishable. Klessinger et al.27 implemented the program

HOTFCHT to simulate the absorption and fluorescence spectra

for the transition in benzene. They considered the temperature

effect, the anharmonic effect, the Duschinsky effect and so on.

Roos et al.3 also presented simulation on the vibronic spectra of

this transition. However, theoretical research for IC of benzene

is still rare.

The present work is outlined as follows: In the Theory

section, the fundamental formulation of the absorption

spectrum and fluorescence for symmetry-forbidden transitions

and rate constants of the IC are derived. In the Results and

discussion, the first symmetry-forbidden transition in benzene

is investigated by the approach given in the Theory section

based on results from ab initio methods. The simulated

absorption and fluorescence spectra between the two states

are reported. This section also presents calculations of rate

constants of IC for this transition. It is emphasized that the

distorted oscillator effect is considered. The Conclusions

section gives the concluding remarks of the present work.

Theory

Spectra for symmetry forbidden transitions

The transition processes can be described using the time-

dependent Schrödinger equation. Its Hamiltonian consists of

two parts: the zeroth order Hamiltonian Ĥ0, which denotes

the stationary properties of the molecule system, and the

perturbation term Ĥ0, which is responsible for the transition

process under consideration. If the perturbation term is small,

the problem can be solved by the perturbation method.

For the optical absorption processes, the perturbation is

time-dependent. The absorption coefficient a(o) in the gas

phase for a transition from the electronic initial state a to the

final state b takes the form30,31

aðoÞ ¼ 4p2o
3�hc

X
av

X
bv0

Pavjhjbv0 jm
*jjavij

2Dðobv0;av � oÞ ð1Þ

by means of the first-order perturbation method, which corres-

ponds to the one-photon absorption. In eqn (1), Pav is the

Boltzmann distribution function of the initial vibrational state

at temperature T, jav and jbv0 represent the molecular wave

functions with the vibrational quantum numbers v and v0

of the electronic initial and final states, respectively, and

D(obv0,av � o) is the Lorentzian line shape function.

Based on the Born–Oppenheimer adiabatic approximation,

jbv0 = Fb(q,Q)Ybv0(Q), jav = Fa(q,Q)Yav(Q) (2a)

all vibrational modes are assumed to be decoupled,

Ybv0 ¼
Y
i

wbn0
i
ðQiÞ ; Yav ¼

Y
i

wavi ðQiÞ ð2bÞ

and the electronic transition dipole moment ~mba can be

expanded around the equilibrium geometry Q= 0,

m!baðQÞ ¼ m!bað0Þ þ
X
i

@m!ba
@Qi

 !
0

Qi þ � � � ð2cÞ

the absorption coefficient for the symmetry-allowed transition

is approximated as

aðoÞ ¼ 4p2o
3�hc
jm!bað0Þj2

Y
i

X
ni

X
n0
i

Pani jhwbn0i jwani ij
2Dðobn0

i
;ani � oÞ

ð3Þ

while for symmetry-forbidden transition (~mba(0) = 0), the

second term of eqn (2c) dominates. It follows that

aðoÞ ¼ 4p2o
3�hc

X
v

X
v0

Pav

X
i

@mba
@Qi

� �
0

hwbv0
i
jQijwav0

i
i
Y
jai

hwbv0
j
jwavj i

�����
�����
2

�Dðobv0;av � oÞ
ð4Þ

The inducing mode Qi leads to (qmba/qQi)0 a 0, which

represents a transition moment induced by a distortion away

from the equilibrium geometry. The symmetry of the inducing

mode is determined according to the symmetry rule. For

fluorescence spectra, a form similar to eqn (4) can be obtained.

The first derivatives of the transition dipole moment,

(qmba/qQi)0 a 0, can be described by the first-order perturba-

tion theory.

Note that the electronic Hamiltonian can be expressed as

Hel(q;{Q}) = Tel(q) + Vee(q) + VeN(q,Q) + VNN(Q) (5a)

where Tel(q) is the electronic kinetic operator, Vee(q) the

electron–electron interaction energy, VNN(Q) the nuclear–

nuclear interaction energy, and VeN(q,Q) the nuclear–electron

interaction energy. q andQ denote the coordinates of electrons

and nuclei, respectively. The electronic part of Hel(q;{Q})

is implicitly dependent on the nuclear coordinates. At the

equilibrium geometry (Q = 0),

H0
elF

0
a = E(F0

a)F
0
a (5b)

H0
el(q;{0}) = Tel(q) + Vee(q) + VeN(q,0) (5c)

The electron–nuclear interaction can be expanded as

VeNðq;QÞ ¼ VeNðq; 0Þ þ
X
i

@VeN

@Qi

� �
0

Qi þ � � � ð5dÞ
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By means of the first-order perturbation method, the electronic

wave functions are therefore expressed as

Fa ¼ F0
a þ

X
a0

F0
a0
P
i

ð@VeN=@QiÞ0Qi

����
����F0

a

� �
EðF0

aÞ � EðF0
a0 Þ

F0
a0 ð6aÞ

Fb ¼ F0
b þ

X
b0

F0
b0
P
i

ð@VeN=@QiÞ0Qi

����
����F0

b

� �
EðF0

bÞ � EðF0
b0 Þ

F0
b0 ð6bÞ

Then the electronic transition dipole moment can be

obtained as

m!baðQÞ ¼ hFbjm!jFai ¼ hF0
bjm
!jF0

ai

þ
X
i

X
a0

hF0
a0 jð@VeN=@QiÞ0jF0

ai
EðF0

aÞ � EðF0
a0 Þ

hF0
bjm
!jF0

a0 i
(

þ
X
b0

hF0
b0 jð@VeN=@QiÞ0jF0

bi
EðF0

bÞ � EðF0
b0 Þ

hF0
b0 jm
!jF0

ai
)
Qi

ð7Þ

Note that small terms are ignored in eqn (7). For symmetry

forbidden transitions, ~mba(0) = hF0
ba|~m|F

0
ai= 0, it follows that

@mba
@Qi

� �
0

¼
X
a0

hF0
a0 jð@VeN=@QiÞ0jF0

ai
EðF0

aÞ � EðF0
a0 Þ

hF0
bjm
!jF0

a0 i

þ
X
b0

hF0
b0 jð@VeN=@QiÞ0jF0

bi
EðF0

bÞ � EðF0
b0 Þ

hF0
b0 jm
!jF0

ai

ð8Þ

Here, hF0
bjm
!jF0

a0 i and hF0
b0 jm
!jF0

ai are symmetry-allowed transition

moments;
hF0

a0 jð@V=@QiÞ0jF0
ai

EðF0
aÞ�EðF0

a0 Þ
and

hF0
b0 jð@V=@QiÞ0jF0

b
i

EðF0
b
Þ�EðF0

b0 Þ
are the vibronic

couplings related to the electronic states F0
a and F0

b.

Next, the vibrational modes are classified in order to

calculate FC overlap integrals. Based on the displaced

oscillator model ðo 0i ¼ oi; Q
0
i ¼ Qi � DQiÞ, DQi a 0 for those

totally symmetric modes. DQi is the displacement of the

oscillator between two electronic states. In general, the

inducing modes are usually non-total symmetric. For instance,

only those modes of e2g symmetry in benzene can induce the

vibronic coupling in radiation processes between S0 (
1A1g) and

S1 (1B2u) states based on eqn (8). hwbv0
i
jQijwavi ia 0 requires

n0i ¼ ni � 1 for the inducing mode.

The remaining modes in the vibrational overlap integrals are

separated into two parts, the totally symmetric (jT) and other

non-totally (jNT) symmetric modes:Y
jai

hwbv0
j
jwavj i ¼

Y
k2jT
hwbv0

k
jwavki

Y
l2jNT

hwbv0
l
jwavl i ð9Þ

Eqn (9) determines the profile of the spectrum. For the totally-

symmetric vibrational modes, jT, DQk a 0, the Franck–

Condon factors for each mode of this kind can be expressed as

jhwbv0
k
jwa0ij2 ¼

S
n0
k

k

n0k!
e�Sk ð10Þ

where the Huang-Rhys factor is defined as Sk ¼ ok
2�hðDQkÞ2. It

should be noted that eqn (10) is based on the displaced

oscillator approximation and is applicable only to the case

of transitions 0$ n0k. Each totally symmetric mode with

Sk a 0 constructs a progression k
v0
k
0 ðv0k  0Þ in the spectra.

The remaining modes are non-totally symmetric, jNT, DQl = 0,

and each of these modes constructs a sequence l
v0
l
vl (v0l  vl ,

v0l ¼ vl or nl = nl � 2, etc.). So it is concluded that for

symmetry-forbidden transitions, the absorption spectra

are of I
v0i
viK

n0
k

0 L
v0
l
vl , where I, K and L refer to the inducing mode,

the totally-symmetric modes, and the other modes,

respectively.

Parmenter et al.26 reported a detailed assignment of the

spectrum for the benzene 260-nm transition via single vibronic

level fluorescence. They have assigned 6105
2
0, 6

1
011

2
0, 6

1
016

2
0 and

61017
2
0 peaks in the spectra. That the lv+2

v peaks appear is

because the distortion effect of these modes is large, and

therefore the vibrational overlap integrals hwv|wv�2i are large.

In general, the Franck–Condon factors for distorted

oscillators are31

Fn0
l
;0 ¼

ffiffiffiffiffiffiffiffiffiffi
olo0l

p
ol þ o0l

o0l � ol

ol þ o0l

� �n0
l n0l !

2n
0
l
�1½ðn0l=2Þ!�

2
ð11Þ

where n0l is an even integer. It is seen that unless jo0l � ol j is
large, Fn0

l
;0 is much smaller than the unity for v0la0; in other

words, the distortion effect due to the quadratic coupling is

unimportant. If the frequency difference between the two

electronic states is not negligible, it influences the spectrum.

In addition, when the temperature is not very low, and the

molecules are in thermal equilibrium, some modes could

distribute in their vibrational excited states, especially for

those modes with low frequencies. Thus, some modes are

initially at ni = 1,2,. . ., which results in the hot bands in the

spectra.

It should be noted that the anharmonicity in the potential

curve is neglected here. In general, the anharmonicity has two

effects: to scramble the various normal modes and to cause

changes in vibrational level spacing of a normal mode. The

first effect is necessary in intramolecular vibrational relaxa-

tion. It is generally assumed that the vibrational relaxation

time is much shorter than that of the electronic relaxation

so that the transitions always originate from a Boltzmann

distribution of vibrational levels. The second effect may cause

changes in the Franck–Condon factor in cases where there are

modifications of frequencies and coordinates. Therefore,

the second effect can make a band shifted and a profile

changed.1,32,33

Rates of IC

IC is defined as radiationless transitions between two

electronic states of the same multiplicity. Its rate constants

can also be obtained by the perturbation method as for the

optical absorption discussed above. The perturbation

Hamiltonian for IC is the Born–Oppenheimer coupling.1 With

the application of the Condon approximation, the perturba-

tion term is further simplified. Following the same procedures

as for the absorption but with different perturbation term, the

rate of IC can be obtained. Note that the perturbation term for

this process is time-independent. General considerations

for IC have been reported.1,34 In the present work, we are
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concerned with the single level rate constants of IC based on

the displaced and distorted oscillator approximations.

Considering the T = 0 K case, the rate constant for IC

a0p - b promoted by the promoting mode vp is expressed, in

terms of Fermi’s Golden rule, as

Wa0p!b ¼
1

�h2
jRbaðQpÞj2

Z þ1
�1

dteitðobaþopÞ
Y
iap

GiðtÞ ð12Þ

where

RbaðQpÞ ¼
�hopffiffiffi
2
p Fb

���� @Fa

@Qp

� �
;

GiðtÞ ¼
P1
n0
i
¼0
jhwbv0

i
jwa0i i

2 exp it n0i þ 1
2

� 	
o0i � 1

2
oi


 �� 

; oba is the

energy gap between the two electronic states, and op is the

frequency of the promoting mode. For a displaced oscillator,

Gi(t) = exp[Si(�1 + eitoi)].

Similarly for a distorted oscillator, Gi(t) is given by

GiðtÞ ¼
2
ffiffiffiffiffiffiffiffiffiffi
oio0i

p
e�

itoi
2

½ðoi þ o0iÞ
2e�ito

0
i � ðoi � o0iÞ

2eito
0
i �
1
2

ð13Þ

If the distortion effect is not large, it is approximately

GiðtÞ ¼
2
ffiffiffiffiffiffiffiffiffiffi
oio0i

p
ðoi þ o0iÞ

e
it
2ðo

0
i�oiÞ ð14Þ

Eqn (12) can be rewritten as

GiðtÞ ¼ giðtÞe
it
2ðo

0
i�oiÞ ð15Þ

where

giðtÞ ¼
2
ffiffiffiffiffiffiffiffiffiffi
oio0i

p
ðoi þ o0iÞ 1� ðoi�o0iÞ

2

ðoiþo0iÞ
2 e

2ito0
i

� �1
2

ð16Þ

From eqn (16), it can be seen that gi(t) = 1 if the mode has

little distortion ðo0i � oiÞ, and therefore Gi(t) = 1. That means

these oscillators would not affect the rate constants of IC.

Thus if there is only one distortion mode gd(t), then

Wa0p!b ¼
1

�h2
jRbaðQpÞj2

Zþ1
�1

dt � gdðtÞ

exp it oba þ op þ
o0d � od

2

� �
þ
X
i

Sið�1þ eitoi Þ
" #

ð17Þ

while for the case with multiple distorted modes, it has the

general form of

Wa0p!b ¼
1

�h2
jRbaðQpÞj2

Zþ1
�1

dt exp it obaþ op þ
X
d

o0d � od

2

 !"

þ
X
i

Sið�1þ eitoi Þ
#Y

d

gdðtÞ

ð18Þ

By using the saddle-point method, we obtain

Wa0p!b ¼
1

�h2
jRbaðQpÞj2

Y
d

gdðt�Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pP
i

Sio2
i e

it�oi

vuut

� exp it� oba þ op þ
X
d

o0d � od

2

 !"

þ
X
i

Sið�1þ eit
�oi Þ
#

ð19Þ

where t*, the saddle-point value, is determined by

oab � op �
X
d

o0d � od

2
¼
X
i

Sioie
it�oi ð20Þ

Q
d

gdðtÞ is also estimated by
Q
d

gdðt�Þ. Though gd(t) is close to 1

for each distorted mode, the multiplication of all the distorted

modes would affect the rate constants to some extent.

Results and discussion

Properties of the ground and excited states of benzene

Ab initio and DFT (density functional theory) calculations

were performed with Ganssian 0335 and MOLPRO36

packages. The stable geometry of benzene in its ground

electronic state (S0
1A1g) was determined at various levels

including HF (Hartree–Fock, HF results were not presented),

MP2 (second order Møller–Plesset perturbation theory), DFT,

and CASSCF (complete active space self-consistent field). The

selection of the basis sets should be careful, for some special

basis sets at MP2 level give imaginary frequencies for the

out-of-plane vibrational modes of benzene.37 Most calcula-

tions in the present work were performed with the basis

set 6-31+G(d,p), and also a few basis sets, e.g. cc-pVTZ

(correlation consistent polarized valence triple-zeta basis set)

and aug-cc-pVTZ (augmented correlation consistent polarized

valence triple-zeta), were selected to verify that the calculation

was not sensitive to basis sets. For the lowest excited state

(S1
1B2u) of benzene, its stable structures were determined at

the CASSCF(6,6)/6-31+G(d,p) level. The active space for the

CASSCF calculations was composed of 6 active p electrons

distributed in 6 active orbitals (1a2u + 2e1g + 2e2u + 1b2g
within the D6h symmetry, or 2b1u + 1b2g + 2b3g + 1au within

the D2h symmetry, or 3au + 3bg within the C2h symmetry)

formed by the linear combination of carbon 2pz atomic

orbitals. Although larger active space which allows for the

treatment of the Rydberg excited states38,39 would yield more

accurate results, this smaller (6,6) one has been proven able to

describe the potential energy surfaces well and is preferred due

to its low cost.3 The CIS results were also given though they

are clearly unreliable.5 The potential energy surfaces by the

CASSCF method were used for subsequent calculations of

spectrum simulation and rate constants of the IC.

The geometries of the two states of benzene were fully

optimized within the D6h symmetry. Its stable geometries are

listed in Table 1. The optimization methods for the ground

state included MP2 (FC), B3LYP, and CASSCF(6,6).
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All these methods gave the correct D6h symmetry. Compared

with the observations, CASSCF gave a little longer CC bond

lengths for this method did not account for the dynamic

correlation, and gave too short CH bond lengths for the

chosen active space did not include the s orbitals. On the

other hand, as shown in Table 1, the geometries calculated by

MP2 and B3LYP were almost the same as the experimental

observations.

For the excited state, CIS, TD-B3LYP and CASSCF (6,6)

were employed. The results suggested that CIS is not

recommended, while the TD (time-dependent)-DFT method

is not only low-cost but also reliable.5 The CASSCF

geometries agreed well with the experimental observations

and were used for the subsequent calculations. Based on the

CASSCF wave functions as a zeroth-order approximation and

adding a second-order perturbation, the CASPT2 results were

even closer to the experimental observations, but also much

more computationally expensive.

Table 2 lists the calculated and experimental harmonic

frequencies for the two states. For the ground state MP2

and B3LYP the results were very close to the observations,

while CASSCF was a little worse than the other two methods.

The electronic excitation energies, including vertical and

adiabatic excitation energies, are given in Table 3. In compar-

ison with the experimental observations, different theoretical

calculations overestimated or underestimated the energies.

CIS and TD-DFT results were pretty higher than the experi-

ment measurement, while CASPT2 results were lower. The

CASSCF results were the best among them and were used in

the subsequent calculations.

Vibronic coupling

For symmetry-forbidden transitions, the fact that the vibronic

peaks can show up in one-photon absorption spectra is due to

the vibronic coupling—it can borrow intensities from

symmetry-allowed transitions to intermediate states through

the inducing mode. Since the intensity of vibronic coupling is

inversely-proportional to the energy differences between two

states, only the states close in energy can be coupled efficiently.

For benzene’s first excited state, 1A1g–
1B2u transition is

symmetry-forbidden, but it can borrow intensities from the

allowed transitions 1A1g–
1E1u and 1B2u–

1E2g. Ignoring the

terms of higher coupling states which have larger energy

differences, it follows that

@m!ba
@Qi

 !
0

¼
X
b0

hF0
b0 jð@V=@QiÞ0jF0

bi
EðF0

bÞ � EðF0
b0 Þ

hF0
ajm
!jF0

b0 i ð21Þ

Table 1 Bond distances (Å) for the ground and excited states

RCC RCH

S0 Expt.a 1.396 1.083
MP2(FC)/6-31+G(d,p) 1.399 1.083
B3LYP/6-31+G(d,p) 1.398 1.086
CAS(6,6)/6-31+G(d,p) 1.398 1.076
CASPT2a 1.396 1.081

S1 Expt.a 1.432 1.084
CIS/6-31+G(d,p) 1.415 1.074
TD-B3LYP/6-31+G(d,p) 1.428 1.084
CAS(6,6)/6-31+G(d,p) 1.435 1.074
CASPT2a 1.432 1.080

a Ref. 3 and references cited therein.

Table 2 Vibrational frequencies (cm�1) of the ground and excited states

Modesa Sym

S0 S1

Expt.b MP2(FC) B3LYP CAS(6,6) Expt.b CIS CAS

1 A1g 993 1019 1012 1036 923 1026 965
2 A1g 3074 3277 3208 3368 3093 3404 3391
3 a2g 1350 1391 1377 1491 1327 1481 1466
4 b2g 707 214 712 729 365 397 495
5 b2g 990 879 1012 1039 745 914 721
6 e2g 608 615 619 652 521 571 579
7 e2g 3057 3252 3182 3339 3077 3376 3363
8 e2g 1600 1662 1641 1729 1516 1716 1662
9 e2g 1178 1218 1198 1267 1148 1266 1240
10 e1g 847 837 861 875 581 728 607
11 a2u 674 675 686 711 515 652 538
12 b1u 1010 1014 1017 1097 1083 1066
13 b1u 3057 3242 3173 3329 3369 3356
14 B2u 1310 1465 1353 1337 1570 1835 1835
15 B2u 1149 1195 1176 1181 1150 1272 1258
16 e2u 399 376 411 431 238 241 292
17 e2u 967 897 982 1000 717 884 686
18 e1u 1038 1074 1061 1107 920 1067 963
19 e1u 1484 1530 1515 1618 1405 1584 1539
20 e1u 3065 3268 3198 3357 3084 3392 3378

a Wilson numbering, ref. 40. b Ref. 3 and literatures cited in that paper.

Table 3 Vertical and adiabatic excitation energies (eV)

Vertical Adiabatic

Expt.a 4.90 4.72
CIS/6-31+G(d,p) 6.06 5.92b

CAS(6,6)/6-31+G(d,p) 4.96 4.76c

TD-B3LYP/6-31+G(d,p) 5.38 5.13b

CASPT2a 4.68 4.37

a Ref. 3 and references cited therein. b Without ZPVE (zero point

vibrational energy). c Without ZPVE, or 4.61 eV with ZPVE.
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with a = 1A1g, b = 1B2u, b
0 = 1E1u. NACME (non-adiabatic

coupling matrix elements) with respect to Cartesian coordi-

nates were calculated directly by SA-MCSCF (state-averaged

multi-configuration self-consistent field) at the equilibrium

geometry of the ground state, and then were transformed to

those with respect to the dimensionless normal mode vectors.

According to the correlation table, the symmetry of benzene

was lowered to C2h (with the z-axis as the principal C2 axis)

for the practical calculations by SA-MCSCF. In the C2h

symmetry, the electronic states denoted in eqn (21) were

assigned as a = 11Ag, b = 11Bu, b0 = 31Bu and 41Bu.

Table 4 lists the calculation of the vibronic couplings along

each inducing mode in the C2h symmetry. Note that the

inducing modes in the D6h symmetry are of the

doubly degenerated e2g irreducible representation.

The transition dipole moments to the intermediate

states were hF0
ajmjF0

b0 ðb0 ¼ 31BuÞi ¼ �0:17240 i
!
� 2:23992 j

!

and hF0
ajmjF0

b0 ðb0 ¼ 41BuÞi ¼ 2:23992 i
!
� 0:17240 j

!
in a.u. unit.

Using these quantities, the intensities of transitions were

obtained. Table 5 gives the relative intensities normalized with

respect to 610. The present relative intensities of false origins 910
and 710 seemed quite reasonable. The origin 810 seemed to be

overestimated, compared with the experimental observations

and CAS investigations. However, previous CIS results for this

origin were consistent with the present results. The allowed

transition dipole moments were generally reliable. The values of

the energy of the electronic state were essential for the absolute

intensities; however, it cancelled out for the doubly degenerate
1E1u state. Therefore the discrepancies would be resulted from

the accuracy of SA-MCSCF, or it required more critical

convergence criteria as suggested by J. Werner.41

Spectrum simulation

As derived in the Theory section, the spectra of the 1A1g–
1B2u

transition are of I
v0i
viK

n0
k

0 L
v0
l
vl . At T = 0 K, or the temperature

that is low enough to let all ni = 0, it follows that: (a) The

inducing modes can be excited only with v0i ¼ 1 vi ¼ 0 in

I10 (I = n6,n7,n8,n9). These modes are of the e2g irreducible

representation. (b) The totally symmetric vibrational modes

can be excited with v0k ¼ 0; 1; 2; � � �  vk ¼ 0 in

K
v0
k
0 ðK ¼ n1; n2Þ. These modes are of the a1g irreducible

representation. (c) The other modes can be excited only

v0l ¼ 0 vl ¼ 0 based on the distorted oscillator model or

v0l ¼ 0; 2; 4; � � �  vl ¼ 0 if the distortion effect is not negligible.

Then eqn (4) is explicitly rewritten as

aðoÞ ¼ 4p2o
3�hc

X
v0

X
i

@mba
@Qi

� �
0

�����
�����
2

I10K
v0
k
0 L

v0
l
0 Dðobv0;a0 � oÞ

ð22Þ

I10 = |hwb1|Qi|wa0i|2 (23a)

K
v0
k
0 ¼

Y
k2jT
hwbv0

k
jwa0i

�����
�����
2

ð23bÞ

L
v0
l
0 ¼

Y
l2jNT

hwbv0
l
jwa0i

�����
�����
2

ð23cÞ

So the spectra possess four false origins by promoting modes

n6, n7, n8 and n9. The progressions of the totally symmetric

modes v1 and v2 are the main bands.

The peaks induced by the v6 mode were firstly simulated at

T = 0 K. Other peaks by n6, n7, n8 and n9 were simulated

similarly but with much smaller vibronic couplings and

different locations. The Huang-Rhys factors of the two totally

symmetric modes, n1 and n2, were S1 = 1.6507 and S2 =

0.0090, respectively. Therefore, the spectrum showed the

major progressions of 6101
v0
1
0 only if other effects were neglected.

As mentioned above, the spectra of the weak symmetry-

forbidden transition are distinguishable, and many more peaks

have been assigned experimentally. Therefore, more effects

should be considered in the simulation. The distorted

corrections are generally not important, which makes the

spectrum profile mainly of the progression 6101
v0
1
0 based on

the displaced oscillator model (T = 0 K). However, these

corrections should be included, especially for those modes

with greatly shifted frequencies. From eqn (11), it follows that

Fb00;a0 ¼
2
ffiffiffiffiffiffiffiffiffi
oo0
p

oþ o0
ð24Þ

Table 6 gives the distortion effects of these modes. Although

the effects (if only 0–00 transitions occur in these modes) would

not change the relative intensities of the spectrum, they could

somewhat lower the absolute intensities.

For T a 0 K, some modes could distribute in their

vibrationally excited states, especially for those modes with

low frequencies. Then, at the initial state, some modes can

exist with their vibrational quantum number vi = 1, 2,. . . Thus

hot bands can be observed in the spectrum. Based on the

Boltzmann distribution rule, Ni/N0 = e�(xi�x0)/kBT, and the

harmonic oscillator approximation, xvi = (ni + 1/2)�hoi, it

gives that Nvi
/N0 = e�ni�hoi/kBT. At T = 300 K, the vibrational

distributions of those modes with low frequencies are listed in

Table 7. It is seen that excitations of the n16 mode lead to an

Table 4 Vibronic coupling between various states of benzene in C2h

symmetry

hF0
b0 ðb0 ¼ 31BuÞjð@V=@QiÞ0jF0

bi hF0
b0 ðb0 ¼ 41BuÞjð@V=@QiÞ0jF0

bi
1Q6 0.00174 �0.02494
2Q6 0.02355 0.01261
1Q7 �0.00458 �0.00281
2Q7 �0.00034 0.00485
1Q8 �0.00010 0.00307
2Q8 �0.00201 �0.00839
1Q9 �3.9E-05 0.00132
2Q9 �0.00082 �0.00392

Table 5 Relative intensities of the vibronically induced e2g false
origins

Lines Expt.a Expt.a Present work CISa CASa

610 100.0 100.0 100.0 100.0 100.0

710 3.6 5.9 4.2 3.0 5.8

810 0.6 — 6.4 5.8 0.4

910 1.8 2.3 1.4 0.3 4.0

a Ref. 3 and references cited therein.
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intense hot band from the e2g modes. The same behavior was

observed in earlier investigations.3 Hence, there will be some

sequences 10 ’ 1 of the modes n4, n10, n11, n16, and n17.
Thus, the hot bands associated with 610 were constructed

including two progressions and five sequences, 610K
v0
k
0 L

1l
1 ;

where K = n1,n2 and L = n4,n10,n11,n16,n17, based on the

displaced oscillator model. Their combinations such as

6101
v0
1
0 16

1
1 could also be observed. If the distortion effect was

considered, 610L
20
0 could also appear. Similarly, the hot bands

of 601 and 621 were constructed, but special care should be taken.

According to the relation

hwnjQjwmi ¼

ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

2b

s
dm;nþ1 þ

ffiffiffiffiffiffi
n

2b

r
dm;n�1;

it gives the ratios of intensities of these origins 610 : 6
0
1 : 6

2
1 =

1 : 1 : 2. Other peaks induced by modes n7, n8 and n9 can be

constructed in a similar way.

In summary, the peaks in the simulated spectrum include:

6101
n
0, 6101

n
02

1
0, 610X

1
1(X = 4,10,11,16,17), 61016

2
2, 6101

1
0X

1
1,

6101
1
016

2
2, 6101

2
0X

1
1, 6101

2
016

2
2, 6101

3
0X

1
1, 6101

3
016

2
2, 6101

4
016

1
1, 6101

5
016

1
1,

610Y
2
0(Y=4, 5, 10, 11, 14, 16, 17), 6101

1
0Y

2
0, 6

1
01

2
0Y

2
0, 6

1
01

3
0Y

2
0, 6

0
11

n
0,

6211
n
0, 7101

n
0, 8101

n
0, 9101

n
0. In other words, the spectrum was

simulated peak by peak at 300 K, as shown in Fig. 1. The

experimental spectrum in Fig. 1 is adopted from ref. 39.

The present CASSCF results calculated above were utilized

in the simulation of the symmetry-forbidden transition. No

ab initio result was scaled to approach the observations. The

dephasing or damping constant in the Lorentzian function was

set as 0.001 eV in absorption. Owing to the symmetry, the

transition dipole moment vanishes and the 0–00 peak could not

be observed in the spectra. The main peaks are the progression

from the totally symmetric mode n1, whose Huang-Rhys

factor is 1.6507, induced by the promoting mode n6. Though
it was reported that the inclusion of Duschinsky effect may

raise the intensities for the transitions by 20%,42 our simulated

spectra without considering this effect did show good agree-

ment with the experiment results.43 Notably, the present

CASSCF spectrum gave a longer progression of v1 mode than

the observations. Similar investigations can also be found in

ref. 3. In addition, the calculated peaks by non-total symmetric

modes seem underestimated. It is because that calculated

frequencies are generally overestimated by CASSCF. Thus

the vibrational distributions of these modes are under-

estimated according to the Boltzmann distribution rule and

FC factors are underestimated according to eqn (24). Besides,

the anharmonicities are also important in calculating FC

factors.44 Note, the present simulation only took the first

order vibronically induced transitions into account, while the

higher order corrections and some other effects may influence

the spectrum,45 and surely the calculations can be more

expensive. Without these effects, the major progressions as

well as the weak peaks, hot bands and so on are all in good

agreement with the experimental observations. Similarly, the

fluorescence spectrum for 11A1g ’ 11B2u can be simulated

as shown in Fig. 2, with Huang-Rhys factors S1 = 1.5384,

S2 = 0.0095. The fluorescence spectra are also consistent with

the experimental observations of ref. 20. The damping

constant was set as 0.004 eV in the fluorescence.

Rate constants of IC

The formalism described in the Theory section allows the

calculation of the rate constants of IC between various singlet

Table 6 Distortion effects

Mode 4 5 10 11 14 16 17 18

S0 state freq./cm�1 729 1039 875 711 1337 431 1000 1107
S1 state freq./cm�1 495 721 607 538 1835 292 686 963
Freq. shift/cm�1 �234 �318 �268 �173 498 �139 �314 �144
Fb00 ,a0 0.9817 0.9835 0.9835 0.9903 0.9876 0.9814 0.9825 0.9976
Fb20 ,a0 0.0178 0.0160 0.0161 0.0096 0.0122 0.0180 0.0170 0.0024

Table 7 The vibrational distribution of modes with low frequencies
(o1000 cm�1) at T = 300 K

Mode 4 6 10 11 16 17

S0 state freq./cm�1 729 652 875 711 431 1000
N1/N0 0.0303 0.0438 0.0150 0.0329 0.1265 0.0082
N2/N0 0.0010 0.0020 0.0000 0.0010 0.0160 0.0000

Fig. 1 Spectrum for the absorption 11A1g - 11B2u in benzene

(x in eV, y in arbitrary units).
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electronic states using vibronic coupling. It can be easily

shown that

Fb

���� @Fa

@Qp

� �
¼ hF

0
bjð@V=@QpÞ0jF0

ai
EðF0

aÞ � EðF0
bÞ

ð25Þ

Note that the normal coordinate Qp is dimensionless, which

makes hFb|q/qQp|Fai dimensionless. The single level rate

constant of the IC 11A1g ’ 11B2u in benzene is determined,

as following eqn (19) by using the factors: energy gap between

the two electronic states oba (oba o 0); frequency of the

promoting mode op; Huang-Rhys factors Si and frequencies

oi of the totally symmetric displaced accepting modes;

frequencies od and o0d of the non-totally symmetric distorted

oscillator modes; and vibronic coupling.

The promoting mode for IC 11A1g’11B2u is of the b2u
irreducible representation in terms of the symmetry rule,

therefore only n14 and n15 modes could be promoting modes.

Here we adopted Sk ¼ mkok

2�h d2
k , where mk is the reduced mass of

the mode and dk is the difference of the Cartesian coordinates

between the two states. Explicitly, Sk =Con. � mkukd
2
k with mk

in atomic mass units, uk in cm�1, dk in Å, and Con. = 0.014830

(units), which makes Sk dimensionless. By this method, the

Huang-Rhys factors are S1 = 1.4615, S2 = 0.3241,

respectively. The vibronic couplings were calculated by

SA-MCSCF in the Cs symmetry. The saddle-point value it*

was numerically determined by eqn (20). Along with the

energy gap oab = 37174 � 2p cm�1 and the frequencies listed

in Table 2, the rate constants of IC were then obtained.

Table 8 lists the details of the calculation results. It is

emphasized that the distortion effect of the normal modes is

taken into account as described in eqn (19). This effect

increases the rate constants of IC by a factor of about 2–3 in

this work (Table 8).

The calculated rate constants of IC induced by Q14 and Q15

are close to each other, though, both of them might be

underestimated in the present work. It is due to the large

energy gap between the two states and small Huang-Rhys

factors and vibronic coupling. In fact, the coupling between

states with a large energy difference is small. Besides,

calculations of the electronic structures are essential for the

understanding of IC. The general formalisms,1 more compli-

cated, are not employed in the work. The small rate constants

show that the IC 11A1g ’ 11B2u is not the main channel of the

electronic relaxation. The calculated rate constants with

distortion effect considered for this IC process are within the

order of 103 s�1.

The vibrational excitation is essential for the competition

between various types of nonradiative decay. At very low

vibrational regions of S1 (1
1B2u) state, the intersystem crossing

(one of the nonradiative decay, the so-called ‘‘channel 2’’)

might be the only nonradiative channel to decay.29,46 Our

calculated scheme for the IC described above starts from the

vibrationless excited state, i.e., all vibrational modes are at

v= 0. Under these conditions, the present rate constants of IC

are only about 10�4 of the total nonradiative rate constants

(11.2 � 106 s�1, see ref. 17 and 29 and references cited therein)

is reasonable. The present rate constants are about 100 times

larger than the previous calculated value47 32.4 s�1. In the

present work, NACME was obtained at the equilibrium

geometry of the ground state 11A1g. This approach may

introduce errors because NACME can be quite large in

canonical intersections.28 Some other effects can also affect

the nonradiative decay rates. The non-Condon effect might

increase the IC rate constants by a factor of about 2–3.48 In

addition, an important factor involved in the anharmonic

effect is the vibrational mode mixing which will increase the

number of modes participated in accepting the electronic

Fig. 2 Spectrum for the fluorescence 11A1g ’ 11B2u in benzene (x in eV, y in arbitrary units).

Table 8 Calculations of the rates of IC 11A1g ’ 11B2u

Q14 Q15

it*(cm/2p) 9.78 � 10�4 9.85 � 10�4

hFb|q/qQp|Fai 0.2843 �0.4042Q
d

gdðt�Þ 2.2261 2.7012

W/s�1 2.85 � 103 1.91 � 103
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energy involved in IC.49 This will increase the rate of internal

conversion. For this IC, the rate constants increase drastically

when the excess energy above the origin of S1 state

approaches50 3000 cm�1. In such cases, the contribution of

the so-called ‘‘channel 3’’ (or chemical relaxation29) might be

the major part. Also, the excitation of CH modes is more

efficient for disposing of the excess energy than the higher

excitation of other low-frequency modes,51 and thus the

anharmonicity of these modes can play a major part in the

transfer.52 In fact, all effects can be included if more reliable

potential surfaces were obtained. Nonetheless, the present

work might give an estimate of the lower limit of the rate

constants of this IC, which is about 4.8�103 s�1 by summing

up the contributions from the two inducing modes.

Conclusions

Transition processes can be described by the time-dependent

perturbation method using the total Hamiltonian which

consists of two parts: zeroth-order Hamiltonian which

represents the stationary properties, and the perturbation part

which accounts for the process under consideration. The two

processes, symmetry-forbidden absorption/fluorescence and

IC, all involving the vibronic coupling, were formulated and

a practical application was reported in this work. The vibronic

coupling, essential in these processes, was calculated in terms

of the Herzberg–Teller expansion theory within the Born

Oppenheimer approximation. For the symmetry-forbidden

absorption/fluorescence, formalisms derived here took into

account the temperature effect and the distortion effect, but

neglected the Duschinsky effect. For the IC, the formalisms of

the single level rate constant including the distortion effect

were presented.

The ab initio calculation results for benzene, including

geometries, energies, harmonic frequencies, and the symmetry,

were all in good agreement with the observations and

calculations in the literature. This provided the subsequent

calculations, especially the spectra simulation, a reliable basis.

The symmetry-forbidden absorption, 11A1g - 11B2u in

benzene, could borrow intensities through the inducing modes

of the e2g symmetry by vibronic coupling. The false origin

induced by n6 mode was found the most intense due to the

vibronic couplings along these normal coordinates (doubly

degenerated) being large. Then the spectra for this forbidden

absorption, with the distortion effect considered, were

simulated peak by peak and agreed well with observations.

The simulated fluorescence spectra were also consistent with

the observations. The IC 11A1g ’ 11B2u could be induced by

promoting modes, n14 and n15 of the b2u symmetry. Following

the similar calculation method for vibronic coupling, the rate

constants for this IC were obtained within the order of 103 s�1,

with the distortion effect increasing the IC by a factor of about

2–3. The present results, about 4.8 � 103 s�1, might be the

lower limit for the rate constants of this IC.

In conclusion, formalisms for symmetry-forbidden transi-

tions and IC are presented based on the displaced and

distorted oscillator approximations. The temperature effect

and the distortion effect are taken into account for the

symmetry-forbidden absorption/fluorescence. The method is

ready for other applications and can be easily improved. The

single level rate constant for IC includes the distortion effect

and the formalisms for IC eqn (19), can be a good estimate if

the potential energy surfaces are reliable. The application of

the approach to benzene seems satisfactory.
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