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This paper presents a scheduling method for an in-line stepper operating in a new
process/production introduction (NPI) scenario. An in-line stepper is a bottleneck
machine in a semiconductor fab. Its interior is comprised of a series of chambers,
while its exterior is a dock equipped with a limited number of ports. The
transportation unit for each chamber is a piece of wafer, while that for each port
is a job that can contain up to 25 wafers. This transportation incompatibility may
lead to an unexpected capacity loss for an in-line stepper – in particular in an NPI
scenario that, by nature, includes a substantial number of small-sized jobs. Such a
capacity loss can be alleviated by effective scheduling. A genetic algorithm (GA)
scheduling method is proposed to enhance the productivity of in-line steppers.
Four other sequencing methods are compared with the GA method. Numeric
experiments indicate that the GA method outperforms the four benchmarks. The
higher the percentage of small-sized jobs, the better the performance of the GA.

Keywords: activity based costing; design of experiments; design for manufacture;
availability; capability indices; computer vision; control charts; robotics

1. Introduction

Semiconductor manufacturing is a capital-intensive industry. Building a semiconductor
factory (also called a fab) for manufacturing integrated circuits on 12 inch wafers costs
about 2.5 billion dollars, 80% of which is costs for tool acquisition. Among the tools,
a particular tool type, the stepper, is the most expensive and relatively limited in quantity.
Therefore, steppers are usually the bottleneck of a wafer fab, and their utilisation would
significantly affect the ultimate throughput of a fab.

One way to effectively utilise a stepper is by appropriately dispatching the wafer jobs
(also called lots) that are waiting before it. Job dispatching denotes which job should be
processed first while a stepper is available. There is a substantial literature on stepper
dispatching (Chern and Liu 2003, Dı́az et al. 2005, Miwa et al. 2005) that has established
significant milestones.

Most prior studies on stepper scheduling are implicitly based on two assumptions.
First, the production yield is quite high; each wafer job to be scheduled is a full lot
(a typical full lot carries 25 wafers). Second, a stepper is interfaced with a transport
mechanism of infinite capacity. That is, a new job can always access the stepper as long as
it is not fully utilised.
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However, a wafer job may not always be full sized for two reasons. Firstly, engineers

tend to form a small-sized job for process recipe justification in the new product/process

introduction (NPI) stage. Secondly, in the pilot run stage, the yield can be very low and

uncertain. Small-sized wafer jobs can be quite substantial – in particular for a foundry fab,

which produces customised products and has hundreds of customers to serve and

thousands of products to produce.
Moreover, the inclusion of a substantial number of small-sized jobs may overturn the

infinite capacity assumption on the transport mechanism for steppers. That is, in a low-

yield scenario, a new job may not be able to access an underutilised stepper due to the

capacity limit of its transport mechanism. This limitation would not usually appear in a

high-yield scenario and has rarely been observed.
This paper attempts to develop a scheduling algorithm for a relatively advanced version

of steppers (called in-line steppers) in a low-yield environment. An in-line stepper is

composed of a series of chambers, equipped with an entry transport mechanism. This

problem, therefore, can also be regarded as a special type of flow-shop scheduling problem

with certain salient features.
The remainder of the paper is organised as follows. Section 2 reviews the scheduling

literature on flow shops and steppers. Section 3 describes the operational mechanism of an

in-line stepper. Section 4 presents an abstraction model for in-line steppers and describes

how to compute the makespan of a job sequence. A genetic algorithm (GA) for solving the

scheduling problem is presented in Section 5. Our experimental results for the GA and its

four benchmarks are reported in Section 6. The concluding remarks are presented in the

last section.

2. Literature review

The in-line stepper is essentially a flow shop when considering each type of chamber as a

workstation. We therefore review flow shop scheduling as well as job sequencing on

steppers.
Flow shop scheduling problems have been extensively studied, and there are some

survey papers that are available (Reisman et al. 1997, Allahverdi et al. 1999, Yang and

Liao 1999, Cheng et al. 2000, Pinedo 2000, Hejazi and Saghafian 2005, Bagchi 2006, Zhu

and Wilhelm 2006, Quadt and Kuhn 2007). The uniqueness of a flow shop scheduling

problem can be characterised by the scheme (�j�j�) (Graham et al. 1979), where � denotes

types of workstations, � denotes process constraints, and � denotes the objective function.
Process constraints essentially address the interface between two subsequent work-

stations. Some example constraints include buffer size limitation (Pranzo 2001), maximum

allowable waiting time after exiting a workstation (Sriskandarajah 1993), and setup time

for a workstation (Danneberg et al. 1998). The port constraint addressed in our problem

is a special type of buffer size limitation; however, it has scarcely been examined in the

literature.
Based on a comprehensive survey (Gupta and Sivakumar 2006), the solution methods

for job scheduling in semiconductor manufacturing can be grouped into four categories:

dispatching rules, artificial intelligence (AI) techniques, mathematical programming

techniques, and meta-heuristic algorithms.
The dispatching rule approach attempts to identify an optimal dispatching rule for a

production system through the use of discrete event simulation. Prominent dispatching
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rules (Panwalker and Iskander 1977, Dabbas and Fowler 2003) include first-in-first-out

(FIFO), shortest processing time (SPT), largest processing time (LPT), and earliest

operation due date (Operation-EDD). However, the optimal dispatching rule may vary

among different production scenarios. Some studies have used AI techniques to

dynamically identify an optimal dispatching rule based on the time-varying characteristics

of a production system (Aytug et al. 1994).
In the category of mathematical programming techniques, the job scheduling problem

has mostly been formulated as an integer program (IP) (Kang and Lee 2007). Due to the

inherent complexity of an IP, the approach is more suitable for small-scale problems, that

is, less than 20 jobs. In solving a large-scale problem, meta-heuristic algorithms such as a

genetic algorithm (GA), tabu search, and simulated annealing have been widely used

(Cavalieri et al. 1999, Wang and Uzsoy 2002).
Different from the track of developing new solution methodologies, some studies

have claimed their uniqueness in terms of problem characteristics. That is, the

stepper scheduling problem may vary due to the inclusion of different constraints

imposed on the steppers – for example, mask setup (Chern and Liu 2003, Duwayri

et al. 2006), machine dedication (Wu et al. 2006, 2008a, 2008b), rework (Sha et al. 2006),

and cluster tool configuration (Morrison and Martin 2007). Nonetheless, these

previous studies implicitly assumed that the production systems are in a high-

yield status. Our stepper scheduling problem is unique because it addresses a scenario

with a low-yield status, which mostly appears in the introduction of new processes/

products.

3. Operational mechanism of in-line steppers

Figure 1 shows that the production system examined is composed of three subsystems: the

input/output WIP buffers, the dock for job entry/departure, and the in-line stepper. The

input/output WIP buffers, with infinite buffer size by assumption, are designed to store

wafer jobs. Each job is a cassette (i.e. container) that carries 1–25 wafers. The dock is a

limited-size buffer, which could accommodate up to four cassettes. The in-line stepper is

a machine consisting of a group of chambers, each of which can process one wafer at a

time. The transportation unit between the WIP buffers and the dock is a job, but that

between the dock and the in-line stepper is a piece of wafer. A transportation

incompatibility therefore exists between the dock and the in-line stepper.

WIP
buffers

Dock
area

 Track Aligner

In-line stepper 

Figure 1. Production system of the stepper.
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Figure 2 shows a detailed layout of a typical in-line stepper, which is composed of two
modules – a track and an aligner (Quirk 2001, Xiao 2001, Zant 2004). The track module
involves seven types of chambers, where each type may be more than one in number.
The aligner module contains three types of chambers, where each type typically involves
only one chamber.

The operation sequence for a wafer in the in-line stepper involves seven key steps.
The detailed moves of these key steps are described below (see Figure 2).

Step 1: HMDS adhesion (Moves 1–3)
In Moves 1 and 2, a wafer is transported by a robot from its accommodation port to the
vapor prime chamber, where the wafer surface is cleaned, dehydrated, and primed with
hexamethyldisilazane (HMDS) to enhance the adhesion between the photo-resist and the
wafer surface. In Move 3, the wafer is transported to a cooling chamber to cool
the wafer because the HMDS adhesion involves a high-temperature process. Note that the
in-line stepper includes two vapor prime chambers (v1 and v2) and four cooling
chambers (hc1–hc4).

Step 2: Photo-resist coating (Move 4)
In Move 4, the wafer is transported to a coater chamber, where liquid photo-resist
is coated onto the wafer surface. In the in-line stepper, there are two coater chambers
(k1 and k2).

Step 3: Soft-bake (Moves 5–7)
In Move 5, the wafer is transported to a soft-bake chamber to drive off the solvent in the
photo-resist and consequently improve adhesion. In Move 6, the wafer is transported to a
cooling chamber to cool the wafer. In Move 7, the wafer is transported to a robot. In the
in-line stepper, there are two soft-bake chambers (s1 and s2), and two cooling chambers
(sc1 and sc2).

  r 

Figure 2. Chambers of an in-line stepper: vapor prime, v1 and v2; cooling, hc1–hc4; coater, k1 and k2;
soft-bake, s1 and s2; cooling, sc1 and sc2; buffer, b1–b3; cooling, pc1 and pc2; develop, d1 and d2; hard
bake, h1 and h2.
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Step 4: Alignment (Moves 8–12)
In Move 8, the wafer is transported to the pre-alignment chamber, which
subsequently attempts to place the wafer in an appropriate location and orientation. In
Move 9, the wafer is transported to the aligner chamber to perform the exposure
operation. Note that different exposure operations require different masks. That is, a mask
change has to be made if the next exposure operation is different from the present one. In
Move 10, the wafer is transported to the buffer chamber, which serves as a temporary
storage for the waiting robot’s transportation. In Moves 11 and 12, the wafer is
transported to a buffer on the track. Note that the in-line steppers include three buffer
chambers (b1–b3).

Step 5: Post-exposure bake (Moves 13–15)
In Move 13, the wafer is transported to the wafer edge exposure chamber to remove the
photo-resist on a perimeter ring area of the wafer surface. In Move 14, the wafer is
transported to the post-exposure bake (PEB) chamber for baking the photo-resist; this is a
high-temperature process. In Move 15, the wafer is transported to a cooling chamber. The
in-line steppers include two cooling chambers (pc1 and pc2).

Step 6: Develop (Move 16)
In Move 16, the wafer is transported to a develop chamber to selectively remove a part of
the photo-resist on the wafer surface to display the circuit pattern. The in-line stepper
includes two develop chambers (d1 and d2).

Step 7: Hard-bake (Moves 17–19)
In Move 17, the wafer is transported to a hard-bake chamber to facilitate the evaporation
of the solvent of the remaining photo-resist to improve the adhesion of the photo-resist
onto the wafer surface. In Moves 18–20, the wafer is transported to its original
accommodation port on the dock. The in-line stepper includes two hard-bake chambers
(h1 and h2).

In practice, a wafer has to undergo about 20 different exposure operations before its
completion. That is, the wafer has to enter the in-line steppers about 20 times. In each
entry, the flow sequence is almost the same but may vary in processing times and may need
different masks. A mask setup, therefore, may be needed at the exposure operation. With
the same sequence of operations, an in–line stepper can therefore be regarded as a flow
shop system with parallel machines; that is, an operation may be served by a group of
chambers.

In the dock area, an in-line stepper typically involves four ports. Each port can
accommodate only one wafer cassette. In processing its wafers, a cassette must stay at the
port until all its wafers have been completed. This implies that no other job can access
the in-line stepper when all the ports are occupied. As a result, a capacity loss caused
by port-capacity constraint may appear in a scenario with substantial small-sized
wafer jobs.

An example of such a capacity loss is given below. Consider an in-line stepper that has
22 chambers equipped with four ports, where four jobs (A, B, C, and D) are on the dock
and one job (E) is off the dock waiting for a free port. Job A contains 25 wafers and jobs B,
C, and D in total carry only 16 wafers. Suppose job A is processed first, followed by
jobs B, C, and D. Each wafer of the four jobs in the sequence moves through the in-line
stepper. The 16 wafers of B, C, and D follow the step of the last wafer in job A. When all
the wafers of job A leave the stepper and move back to its cassette, the four ports still
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D
ow

nl
oa

de
d 

by
 [

N
at

io
na

l C
hi

ao
 T

un
g 

U
ni

ve
rs

ity
 ]

 a
t 2

3:
04

 2
4 

A
pr

il 
20

14
 



accommodate jobs A, B, C, and D. At this point, the wafers of jobs B, C, and D occupy

the last 16 chambers of the stepper and the first six chambers have no wafers to host. Only

after job A is moved away can job E then be hosted by the port and processed by the

in-line stepper. Such a capacity loss of chambers is very critical because in-line steppers

are often the bottlenecks of a fab.
In summary, the in-line stepper of interest can be interpreted as a parallel-machine flow

shop with four salient features: mask setup, port-capacity constraint, dock-stepper

transportation incompatibility, and variable job size. The four salient features as a whole

have scarcely been considered in prior scheduling studies.

4. Makespan evaluation for job sequences

A method is presented for evaluating the makespan of a job sequence for the in-line stepper

scheduling problem. The evaluation method, essentially a simulation approach, is adapted

from Ruiz and Maroto (2006). That is, we virtually sent each wafer in the order following

the job sequence into the in-line stepper and looked for an available chamber that can

finish the job at the earliest time. In the simulation, setup times were considered at the

aligner chamber.
The makespan evaluation procedure is presented below, where a group of functionally

identical chambers is called a stage.

Notation

j index of job
k index of wafer
i index of stage
l index of chamber
a index of the aligner chamber
� total number of ports in the dock
n total number of jobs to be processed by the in-line stepper
M total number of stages in the in-line stepper
mi total number of chambers at stage i

piljk processing time required for chamber l at stage i to process wafer

k in job j
� a job sequence for the n jobs, �¼ [�(1), . . . ,�(n)]

�(j) the job in the jth position of sequence �
w(j) total number of wafers in job j
tu transportation time for uploading a job to the dock
td transportation time for downloading a job from the dock

Si, l,�ðjÞ, k setup time required for chamber l in stage i to process wafer k in

job �(j)
if i 6¼ � or k 6¼ 1, then Si,l,�(j),k=0

otherwise Si,j,�(j),k=��(j),�(j�1)
��ðjÞ,�ðj�1Þ setup time required for the aligner chamber to switch production from

job �(j� 1) to job �(j); ��ðjÞ,�ðj�1Þ ¼ s0 if �(j� 1) and �(j) use different

masks, and ��ðjÞ,�ðj�1Þ ¼ 0 otherwise
Ai, l, t the time epoch when chamber l in stage i just becomes

available. That is, when chamber (i,l) is free at t, Ai, l, t is the last
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wafer-completion-epoch before t; when chamber (i,l) is in operation at t,

Ai, l, t is the first wafer-completion-time after t
Ci,�ðjÞ, k completion time of wafer k in job �(j) at stage i
Cmaxð�Þ makespan of job sequence �

The makespan evaluation procedure is governed by the following equations:

Ci,�ðjÞ, k ¼ min
1�l�mi

fmaxfAi, l, t þ Si, l,�ðjÞ, k,Ci�1,�ðjÞ, kg þ pi, l,�ðjÞ, kg,

where t ¼ Ci�1,�ðjÞ, k for 1 � i �M,
ð1Þ

CMþ1,�ðjÞ,wð�ðjÞÞ ¼ CM,�ðjÞ,wð�ðjÞÞ þ td, ð2Þ

CMþ1,�ðjÞ,wð�ðjÞÞ þ tu ¼ C0,�ðjþ�Þ, 1 for 1 � j � n� �, ð3Þ

Cmaxð�Þ ¼ CMþ1,�ðnÞ,wð�ðnÞÞ: ð4Þ

Equation (1) expresses the completion time of a particular wafer at each stage i. The term

Ai, l, t þ Si, l,�ðjÞ, k denotes the time epoch when chamber l at stage i is ready for processing

wafer k in job �(j), and the term Ci�1,�ðjÞ, k denotes the time epoch when the wafer is

available to be processed at the chamber. Equation (2) describes the completion time of

job �(j) at stage Mþ 1, where we assume that a waiting-for-process wafer in the port is at

stage 0 and a finished wafer in the port is at stage Mþ 1. Equation (3) expresses the job

arrival/departure relationships for the dock. The equation indicates that job �(jþ �) in the

WIP buffer can be transported to the dock only when job �(j) in the dock has been moved

away. Equation (4) computes the makespan Cmax(�).

5. Genetic algorithm

A genetic algorithm (GA) is proposed to solve the in-line stepper scheduling problem.

In the GA, a chromosome (a job sequence) is denoted by � ¼ ½�ð1Þ, . . . ,�ðnÞ� where �(j) is
called a gene, representing the job in the jth position of sequence �. The makespan Cmax(�)
of the chromosome, which can be calculated according to Section 4, is called its fitness

function. The GA is designed to find a near-optimal solution from the huge solution space,

which has n! job sequences.
The GA was developed based on several prior genetic algorithms (Holland 1975,

Gen and Cheng 2000). Compared with prior work, our GA is more comprehensive in the

use of genetic operators with the inclusion of seven genetic operators. We first present the

outline of the logic flow of the GA and proceed to explain the genetic operators.

Procedure of the GA

. Step 1: Set t¼ 0. Randomly select Np chromosomes to form an initial population

P(t).
. Step 2: Use crossover operators to create a set N1(t) of Pcr �Np new chromosomes.
. Step 3: Use mutation operators to create a set N2(t) of Pm �Np new chromosomes.
. Step 4: Set SðtÞ ¼ PðtÞ [N1ðtÞ [N2ðtÞ. Use a selection strategy to select Np

chromosomes from S(t) to form P(tþ 1).
. Step 5: If a terminating condition is satisfied, stop. Otherwise, t¼ tþ 1 and go

back to Step 2.
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5.1 Crossover operators

To perform the crossover operation, we randomly select ðPcr �NpÞ=2 pairs of chromosomes

from P(t), where 0 < Pcr < 1. These selected pairs are evenly divided into four groups.

Each group is assigned a unique crossover operator from the following four: C1 (one point

crossover) by Reeves (1995), LOX (linear order crossover) by Croce et al. (1995), PMX

(partially mapped crossover) by Goldberg (1989), and the NABEL operator by Bac and

Perov (1993). Of the four crossover operators, applying any one on a pair of chromosomes

(called parents) will yield two new chromosomes (called children). As a result, a total of

Pcr �Np new chromosomes can be created. Each of the four crossover operators is

explained below, where the two parent chromosomes are called parent-1 and parent-2, and

the two newly created chromosomes are called child-1 and child-2.

5.1.1 C1 operator

Referring to Figure 3(a), one randomly selected point is used to divide each parent

chromosome into two sections (head-section and tail-section). To create an offspring,

a. C1 crossover

Parent 1 1 6 3 9 4 5 8 7 2

Parent 2 3 5 6 1 8 2 7 9 4

x-child-1

x-child-2

Parent 1

Child-2

Child 1

Parent 2

1 6 3

3 5 6

1 6 3 9 4 5 8 7 2

3 5 6 1 9 4 8 7 2

1 6 3 5 8 2 7 9 4

3 5 6 1 8 2 7 9 4

b. LOX (Linear order crossover)

Parent 1 1 6 3 9 4 5 8 7 2

Parent 2 3 5 6 1 8 2 7 9 4

Two cutting sites of the parents are chosen randomly 2,5

x-child-1 H H 3 9 4 5 H 7 2

H 5 6 1 8 2 7 H Hx-child-2

y-child-1 3 9 H H H 4 5 7 2

5 2 H H H 1 8 2 7y-child-2

Child 1 3 9 6 1 8 4 5 7 2

5 6 3 9 4 1 8 2 7Child 2

c. PMX (Partially mapped crossover)

Parent 1 1 6 3 9 4 5 8 7 2

Parent 2 3 5 6 1 8 2 7 9 4

Two cutting sites of the parents are chosen randomly 3,7

x-child-1

9 4 5 8

1 8 2 7

x-child-2

Child 2

Parent 2

Parent 1 1 6 3 9 4 5 8 7 2

Child-1 9 6 3 1 8 2 7 4 5

3 1 6 9 4 5 8 2 7

3 5 6 1 8 2 7 9 4

d. NABEL operator

Child 1 3 4 5 1 7 6 8 2 9

Parent 1

Parent 2

Parent 1 1 6 3 9 4 5 8 7 2

Parent 2 3 5 6 1 8 2 7 9 4

3 5 6 1 8 2 7 9 4

1 6 3 9 4 5 8 7 2

Figure 3. Crossover operators: (a) C1, (b) PMX, (c) LOX, (d) NABEL.
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for example child-2, its head-section is copied from that of parent-2 and a string (3, 5, 6)

is obtained. Its tail-section is determined by referring to the job sequence of parent-1
and considering the gene value eligibility. This implies that only the gene values not
appearing in the head-section of child-2 are eligible to appear in the tail-section. This

results in a string (1, 9, 4, 8, 7, 2) as the tail-section of child-2.

5.1.2 LOX operator

Referring to Figure 3(b), two randomly selected points are used to divide each

parent chromosome into three sections (head-section, mid-section, and tail-section). In
the figure, the mid-section for parent-1 and parent-2 is (3, 9, 4) and (6, 1, 8), respectively.
A chromosome x-child-1 is created by the first copying parent-1 and by replacing by

‘H’ the gene values that appear in the mid-section of parent-2. This yields x-child-
1¼(H,H, 3, 9, 4, 5,H, 7, 2). By manipulating x-child-1 through moving ‘H’ to the mid-

section while keeping the sequence of the other gene values, we obtain a chromosome
y-child-1¼(3, 9,H,H,H, 4, 5, 7, 2). Finally, replacing the mid-section of y-child-1 with that
of parent-2, we obtain an offspring child-1¼(3, 9, 6, 1, 8, 4, 5, 7, 2). The other offspring

child-2 can be obtained likewise.

5.1.3 PMX operator

Referring to Figure 3(c), two randomly selected points are used to divide each parent

chromosome into three sections (head-section, mid-section, and tail-section). A new
offspring (e.g., child-1) is created by the following procedure. The mid-section of child-1 is
created by referring to that of parent-2, which is a string (1, 8, 2, 7). Both the head-section

and tail-section of child-1 are created by referring to parent-1. If the gene values in the
head/tail sections of parent-1 do not appear in child-1, we copy them in the exact positions

of child-1 (e.g., gene values 6 and 3). Finally, for those vacant genes in child-1, we place
their values by sequentially referring to the unassigned genes in parent-1. This yields
child-1¼(9, 6, 3, 1, 8, 2, 7, 4, 5).

5.1.4 NABEL operator

Suppose the two parent chromosomes are �p1 ¼ ½�p1ð1Þ, . . . ,�p1ðnÞ� and
�p2 ¼ ½�p2ð1Þ, . . . ,�p2ðnÞ� and the two children chromosomes to be created are

�c1 ¼ ½�c1ð1Þ, . . . ,�c1ðnÞ� and �c2 ¼ ½�c2ð1Þ, . . . ,�c2ðnÞ�. Referring to Figure 3(d), the
NABEL operator is designed to set �c1ðiÞ ¼ �p1ð�p2ðiÞÞ and �c2ðiÞ ¼ �p2ð�p1ðiÞÞ. For
example, �p2ð2Þ ¼ 5 and �p1ð�p2ð2ÞÞ ¼ 4, and we can obtain �c1ð2Þ ¼ �p1ð�p2ð2ÞÞ ¼ 4.

5.2 Mutation operators

Mutation operators are often incorporated in a GA to avoid early convergence into local

optima. In performing mutation operations, we randomly select Pmu �Np number of
chromosomes from P(t), and evenly divide them into three groups. Each group is
manipulated by a particular type of the following three mutation operators – Swap,

Inverse, and Insert (Wang and Zheng 2003). In a mutation operation, each selected
chromosome (�a) is used to generate a new chromosome (�b).
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5.2.1 Swap operator

Referring to Figure 4(a), we randomly choose two distinct genes in �a, and then swap their
gene values to create �b.

5.2.2 Inverse operator

Referring to Figure 4(b), we randomly select two cut-off points in �a and divide them into
three sections. Denote �a ¼ f�a1,�a2,�a3g and �a2¼½�a2ð1Þ, . . . ,�a2ðmÞ�. The inverse
operator is designed to create a new chromosome �b ¼ f�a1,�b2,�a3g, where
�b2ðiÞ ¼ �a2ðmþ 1� iÞ.

5.2.3 Insert operator

Referring to Figure 4(c), we randomly select an insert point and a segment of genes in �a.
This would divide �a into four sections �a ¼ f�a1j�a2; �a3 ; �a4g, which indicates that the
insert point is between �a1 and �a2, and the selected segment is �a3. To create a new
chromosome, the insert operator moves the selected segment to the insert point position.
This would yield a new chromosome �b ¼ f�a1; �a3 j�a2; �a4g.

5.3 Selection strategy

After completing the genetic operations, the chromosomes in P(t) and the newly created
chromosomes are Q ¼ Npð1þ Pcr þ PmuÞ in number and only Np of them are to be selected
to form P(tþ 1). To do so, we first sort theQ chromosomes in descending order, in terms of
fitness values. Let the sorted chromosomes be represented by �1, . . . ,�Q. When forming
P(tþ 1), where �1 is always selected and the other �i are selected based on probability – the
roulette wheel selection method is applied (Goldberg 1989, Michalewicz 1996).

5.4 Terminating conditions

There are two termination conditions. First, the GA terminates when the best solution in
P(t) is the same for over N generations. Second, the GA is forcedly terminated when t¼Y,
where Y is a large positive integer.

a. SWAP

b. Inverse

c. Insert

1 6 3 9 4 5 8 7 2

1 6 8 9 4 5 3 7 2

1 6 3 9 4 5 8 7 2

1 6 3 8 5 4 9 7 2

1 6 3 9 4 5 8 7 2

1 5 8 7 6 3 9 4 2

Figure 4. Mutation operators: (a) SWAP, (b) Inverse, (c) Insert.
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6. Numerical experiments

Using numerical experiments, we attempt to demonstrate the effectiveness of the proposed
GA. Assumptions concerning the configuration and operations of the in-line stepper are
presented below. The in-line stepper, equipped with four ports, has 14 stages and 21
chambers. Moreover, the operation time at each chamber i follows a uniform distribution
[ai, bi] (Table 1). A mask setup is always required for the aligner chamber while it turns to
process a new job’s wafer, and the mask change time is a constant (1.0min).

6.1 Design of test scenarios

To model various process yield scenarios, we use four job-size distributions: the truncated
binomial distribution, uniformly distributed, linearly increasing, and linearly decreasing.
The shapes of the truncated binomial distribution may be convex or concave. Thus, all
possible types of distribution shapes (convex, concave, uniform, decreasing, and
increasing) have been considered in the tests. We use (N,Y) to represent the number of
test examples, where N represents the number of jobs to be scheduled and Y represents the
number of process yield distributions.

For each test example, we compare the GA with four benchmark scheduling rules,
namely Random, SPT (shortest job processing time), LPT (longest job processing time), and
NEH (Nawaz et al. 1983). The sequencing rule Random denotes that the job sequence is
determined by random selection. For Random, the average performance of 100 experimen-
tal runs is counted. For GA, the average performance of 15 experimental runs is counted.
The GA is implemented by setting P¼ 100, Pcr¼ 0.6, Pmu¼ 0.2, and N¼ 5000.

Define CG as the makespan of the GA, Crandom, CSPT, CLPT and CNEH as the
makespans of the four benchmark methods, and CB ¼ minfCRandom,CSPT,CLPT,CNEHg.
The metric �G ¼ ðCB � CGÞ=CB is used to measure the effectiveness of the GA. The larger
�G, the better the GA.

6.2 Experimental results

The truncated binomial distribution (TBD) for yield modeling implies that the job size is
governed by a binomial distribution; however, the jobs carrying no wafers are moved away
from the fab. In the TBD yield scenario, 50 examples (N¼ 5, Y¼ 10) are tested. As shown
in Table 2, the GA outperforms the four benchmarks in each of the 50 test examples, with
�G ranging from 0.23 to 12.41%.

The uniform distribution (UNF) for yield modeling is represented by U[1, n], which
denotes that the probability for a job with k ð1 � k � nÞ good wafer sizes is 1/n. In the
UNF yield scenario, 25 examples (N¼ 5, Y¼ 5) are tested. The five uniform distributions
(Y¼ 5) include U[1, 25], U[1, 20], U[1, 15], U[1, 10], and U[1, 5]. See Table 3, where it is
shown that the GA outperforms the four benchmarks in each of the 25 test examples, with
�G ranging from 0.65 to 9.3%.

The linearly increasing/decreasing distribution for yield modeling is designed by setting
different percentages on the five particular job sizes. In this yield scenario, 10 examples
(N¼ 5, Y¼ 2) are tested. As shown in Table 4, the GA also outperforms the four
benchmarks in each of the 10 test examples, with �G ranging from 0.28 to 1.33%.

The experimental results indicate that the proposed GA has its merits, particularly for
a wafer fab that includes a substantial number of small-sized jobs. With in-line steppers
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as the bottleneck of a fab, even a 1% increase in the in-line stepper throughput would have
a substantial positive impact on gross margins.

7. Concluding remarks

This study examines a scheduling problem for a semiconductor in-line stepper operating in
a low-yield environment. The scheduling problem, rarely studied in the earlier literature, is
essentially a parallel-machine flow shop scheduling problem with four salient features:
mask setup, port-capacity constraint, dock–stepper transportation incompatibility, and
variable job size. In-line steppers are the usual bottlenecks of wafer fabs, thus their
scheduling significantly affects the ultimate throughput of a wafer fab.

We propose a GA method in order to minimise the makespan. The GA includes seven
genetic operators: four crossover and three mutation operators. Numeric experiments were
extensively tested. The experimental results indicate that the GA outperforms the four
benchmark scheduling rules, particularly in an NPI scenario that, by its very nature, would
involve a substantial number of small-sized jobs.

Possible extensions of this research include the development of other meta-heuristic
algorithms such as tabu search, ant colony, and particle swarm methods. Effective heuristic
scheduling methods that are computationally efficient may also be considered.
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