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This paper studies the database failure recovery procedure for cellular phone networks as part of the Electronic Industries Associa-
tion/Telecommunications Industry Association Interim Standard 41 (EIA/TIA IS-41). Before the location information of the database is
recovered, phone calls may be lost. The restoration process can be sped up by having the mobile phones to periodically confirm their
existence by radio contact with the cellular network. We show that, under some cost assumptions, periodic update interval should be
chosen to be approximately equal to the call interarrival time, with more frequent updates for more unreliable system. We also show
that the cost of an optimized system is relatively small and stable, if the system is even moderately reliable. Finally, if the system is at
least moderately reliable, the effects of call origination rate and the rate at which Location Areas are crossed are rather small, assuming
that the periodic update interval was chosen as stated above. Thus, in such cases, optimization of the size of the Location Area can be
made independent of the optimization of the periodic update process.

1. Introduction

In a cellular mobile phone network, a mobile phone may
move from one location to another. To deliver a phone call
to a mobile subscriber, the location of the mobile phone
must be identified before the connection can be established.
The current location of a mobile phone is usually main-
tained by a two-level hierarchical strategy with two types
of databases. We assume that a global cellular phone net-
work consists of several cellular phone service providers
(or cellular systems). The Home Location Register (HLR)
is the location register to which a mobile phone identity
is assigned for record purposes such as mobile user infor-
mation (e.g., directory number, profile information, current
location, authentication information, billing, validation pe-
riod). The HLR is a database residing in the home system
of a mobile phone. (A home system is the cellular phone
system where the mobile user subscribes to his/her service.)
The Visitor Location Register (VLR) is the location regis-
ter, other than the HLR, used to retrieve information for
handling of calls to or from a visiting mobile user. A VLR
is the database associated with a cellular system (other than
the home system) that the mobile phone is currently visit-
ing.

When a mobile phone is in its home system, it can be
accessed directly through its home Mobile Switching Cen-
ter (MSC). If the mobile phone leaves its home system and
moves from one visited system to another, it must register
with the new visited MSC. We define the coverage of an
MSC as a Location Area (LA). Thus, a mobile that moves
from one LA to another (i.e., crosses a LA boundary), initi-
ates a registration with the new visited MSC. Such a regis-
tration is performed by entering the mobile’s identity in the
VLR of the new visited system (see step 1 in figure 1). The
new visited MSC then informs the mobile’s home MSC of

Figure 1. The mobile phone registration process.

the mobile’s current location (i.e., the address of the new
MSC). The home MSC updates the current mobile’s loca-
tion in its HLR and sends an acknowledgement to the new
visited MSC (see step 2 in figure 1). The new visited MSC
then informs the mobile phone of the successful registration
(see step 3 in figure 1). The home MSC also sends a dereg-
istration message to cancel the obsolete location record of
the mobile phone in the old visited MSC’s VLR. The old
visited MSC acknowledges the deregistration (see step 4 in
figure 1).

To originate a call, a roaming mobile phone first contacts
the visited MSC in the cellular network. The call request
is processed with the assistance of the local VLR and is
eventually connected to the called party.

If a fixed user calls a mobile subscriber, the call is
forwarded to a switch (called the originating switch) in
the public switched telephone network (PSTN). The call
is routed to the mobile’s home MSC (see step 1 in fig-
ure 2).1 The home MSC, after verifying that the mobile
is “away from home” by consulting its HLR, retrieves the

1 MSC serves the function of a Central Office (CO).

 J.C. Baltzer AG, Science Publishers
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Figure 2. The call setup procedure.

current mobile’s location by checking the mobile’s VLR
entry in the HLR. The home MSC then queries the current
mobile’s VLR, which returns a routable address (the Tempo-
rary Directory Number (TDN)) to the originating switch in
the PSTN through the home MSC (see step 2 in figure 2).
Based on the routable address, a trunk (voice circuit) is
then set up from the originating switch to the mobile phone
through the visited MSC (see step 3 in figure 2).

If the HLR fails, one may not be able to access a mobile
phone. In particular, after a failure, the location information
stored in the HLR may either be corrupted or obsolete.
Consequently, we assume in this paper that after an HLR
failure, the location information is lost. Thus, a database
recovery procedure is required after a failure to guarantee
the service availability to a mobile phone. Restoration of
a mobile’s entry within an HLR is done by one of the
following three processes:

• by the autonomous registration mechanism, in which a
mobile periodically reregisters with the system,

• by the mobile’s originating a cell, which reveals the
current location of the mobile in the network, or

• by the mobile’s crossing a LA boundary, which prompts
reregistration.

In this paper, we study the effect of the HLR failures on
various system’s parameters. In particular, we come up with
a set of recommendation for setting up the value of the pe-
riodic interval for the autonomous registration mechanism.
Among other results, we claim that a good “rule-of-thumb”
is to set the periodic update interval to be approximately
equal to the average call interarrival time in a practical
macrocellular system.

2. Previous and related work

Optimization of location update mechanism has been a
subject of intense recent research (e.g., [1,2,6,9]). Most
of these studies concentrates on the tradeoff between the
registration and the paging processes. Sizing the LA is
one design parameter which allows to implement the above
tradeoff [12]; i.e., the larger the LA is, the lower the reg-
istration cost is, alas at the expense of higher paging cost.

The optimum depends on the Call-to-Mobility Ratio; i.e.,
how often a user receives a call and how mobile the user is
(how often the user crosses LA boundaries). Some of these
studies impose additional constraints on the user location
process, such as paging delay, for example, [10].

There is little discussion in the technical literature related
to the reliability issues of the location management system.
In [7], failure restoration of HLR is addressed based on a
checkpointing procedure. However, since the IS-41 recov-
ery procedure does not rely on checkpointing to repair a
failed HLR, that paper does not address the HLR reliability
in IS-41 based network. Our work here presents a com-
plete analysis of the IS-41 failure recovery procedure and
proposes a framework within which the values of the sys-
tem’s parameters can be sized. Additionally, we extend the
failure recovery analysis by including factors which were
unaccounted for in the other work.

3. The IS-41 failure restoration procedure

In EIA/TIA IS-41 [3], the HLR recovery procedure
works as follows.

1. After a failure, the HLR initiates the recovery proce-
dure by sending an Unreliable Roamer Data Directive
message to all of its associated VLRs. The VLRs then
remove all records of all the mobile phones associated
with that HLR.

2. At some future point in time, a ‘lost’ mobile phone con-
tacts the visited MSC for call origination or by perform-
ing the location update procedure (to be described later).
The visited MSC then sends a registration message to the
mobile’s HLR, allowing the home MSC to reconstruct
its HLR’s internal data structures in an incremental fash-
ion.

After the HLR failure, if the first event of a mobile phone is
either a call origination (a request from the mobile phone)
or crossing of an LA boundary, then the visited MSC de-
tects the existence of the mobile phone, and the HLR record
of the mobile phone is restored through the registration
process. If, before the HLR’s information is restored, there
are attempts to call the mobile phone (i.e., call arrivals),
then these call arrivals are lost, since the HLR cannot iden-
tify the location of the mobile phone.

The delay to confirm the location of a mobile phone af-
ter an HLR failure depends on the traffic from the mobile
phone and on the mobility of the mobile user. If a mo-
bile phone is silent or stationary for a long time, all call
arrivals during this period will be lost. To allow restora-
tion of a failed HLR in such cases, a mechanism called
periodic location updating2 [4] was introduced, which re-
duces the HLR restoration delay. In this approach a mobile
phone periodically establishes radio contact with the net-
work to confirm its location. These location updates are,

2 We also refer to a location update as location confirmation.
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in fact, registrations that allow to update the current mo-
bile’s location in its HLR. This paper analyzes the impact
of the periodic location updating on the performance (i.e.,
the number of lost calls) of the IS-41 failure restoration
procedure.

The following nomenclature is used throughout this pa-
per:

• Ctotal: the location management cost function, which
includes the effects of HLR failures,

• cn, n = 1, 2, . . .: the cost of losing n calls destined to
a mobile phone,

• cu: the cost of a single periodic location confirmation,

• tsojourn: average time a mobile spends in a LA,

• λo: the arrival rate of call originations by the mobile
phone,

• λc: the rate of crossing LA boundaries by the mobile
phone,

• λu (= λo + λc): the combined rate of call originations
and LA crossings events by the mobile phone,

• λa: the arrival rate of call arrivals to the mobile phone,

• pL(k): the probability that after an HLR failure k calls
to a mobile phone are lost before its HLR record is
recovered,

• tO: the time interval between two consecutive call orig-
inations from the mobile phone,

• tA: the time interval between two consecutive call ar-
rivals to the mobile phone,

• tC: the time interval between two LA crossings by the
mobile phone,

• Tp: the constant time interval between two periodic lo-
cation update of a mobile phone,

• to: the time interval between the HLR failure and the
next call origination from the mobile phone,

• ta: the time interval between the HLR failure and the
next call arrival to the mobile phone,

• tc: the time interval between the HLR failure and the
next LA crossing by the mobile phone,

• tp: the time interval between the HLR failure and the
next mobile phone periodic location update,

• Tf : Mean Time Between Failures (MTBF), the average
time between two HLR failures,

• tr (= min(tp, tc, to)): the time interval between the HLR
failure and one of the following three events, whichever
occurs first: next location update, next LA crossing, or
next call origination,

• tu (= min(tc, to)): the time interval between the HLR
failure and one of the following two events, whichever
occurs first: next LA crossing, or next call origination,

• fL(k, t): the joint density function of k call arrivals to
a mobile phone before the mobile phone’s HLR record
is recovered and of the period between the HLR failure
and the record restoration time being t,

• fr: the density function for tr,

• f∗r : the Laplace transform for fr,

• fp: the density function for tp,

• fo: the density function for to,

• fu: the density function for tu.

The following are assumptions used in our analysis:

• The interval between two HLR failures is a random vari-
able with a general distribution. The HLR failure is
much less frequent than the call originations and than
the periodic location updates.

• The call originations and call arrival processes each con-
stitutes a Poisson process with average rates of λo and
λa, respectively.

• The sojourn time of a mobile within a LA is exponen-
tially distributed with mean equal to

tsojourn =
9

3 + 2
√

3

R

V
,

where R is the “radius” of a LA and V is the average
mobile’s velocity. This assumption is based on [5], in
which the mobile’s sojourn time in a cell is considered.
Following the same arguments, the mobile’s sojourn
time in a LA can be obtained. The rate of LA boundary
crossings can then be calculated as λc = 1/tsojourn.

• The four random processes, call origination, call arrival,
mobile’s LA crossings, and an HLR failure, are all in-
dependent one from another.

4. The model

Figure 3 illustrates the timing diagram before and af-
ter an HLR failure. Due to the memoryless property of
the exponential distributions, to, ta, and tc have the same
distributions as tO, tA, and tC, respectively. That is, af-
ter the HLR failure, the call arrivals are still a Poisson
process and the density function of to, fo, is exponentially
distributed with mean 1/λo. It can be shown that [8] if the
interval between two HLR failures is much longer than Tp,
which should be the case in any practical system, then tp
has a uniform distribution in the interval [0,Tp]. That is,
the density function fp of tp is

fp(tp) =
1
Tp

, 0 6 tp 6 Tp. (1)

After an HLR failure, the existence of the mobile phone is
known to the HLR at time

tr = min(to, tc, tp) = min
(

min(to, tc), tp
)

= min(tu, tp).

(Note, in figure 3, tr = tp.) As both of the random
processes, the call origination and the crossing of LA
boundaries, are independent and exponentially-distributed,
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Figure 3. The timing diagram for deriving pL(n).

the probability density function of the process tu is as fol-
lows:

fu(tu) = λoe−λotu e−λctu + λce−λctu e−λotu

= (λo + λc)e−(λo+λc)tu = λue−λutu . (2)

Thus, the process is also exponential with the rate equal
to the sum of the call originations and LA crossing rates:
λu = λo + λc.

Since 0 6 tp 6 Tp, it is clear that 0 6 tr 6 Tp. The
density function fr of tr is then

fr(tr) =

∫ Tp

tp=tr

fu(tr)fp(tp) dtp +

∫ ∞
tu=tr

fu(tu)fp(tr) dtu

=

∫ Tp

tp=tr

λue−λutr

(
1
Tp

)
dtp +

∫ ∞
tu=tr

λue−λutu

(
1
Tp

)
dtu

=

{
λu(Tp−tr)+1

Tp
e−λutr , 0 6 tr 6 Tp,

0, otherwise
(3)

and the Laplace transform of fr is

f∗r (s) =

∫ ∞
tr=0

fr(tr)e
−str dtr

=

∫ Tp

tr=0

λu(Tp − tr) + 1
Tp

e−(λu+s)tr dtr = · · ·

=
λu

λu + s
+

s

Tp(λu + s)2

[
1− e−(λu+s)Tp

]
. (4)

Call arrivals are a Poisson counting process with the
arrival rate λa. The probability that k call arrivals occur in
a known period X is

Pr[K = k | X = t] =
(λat)k

k!
e−λat. (5)

Suppose that during tr, there are k call arrivals to the mobile
phone. The joint density function that X = tr and K = k
is

fL(k, tr) = Pr[K = k | X = tr]fr(tr)

=
(λatr)k

k!
e−λatrfr(tr). (6)

The probability that k call arrivals (to a mobile phone)
arrive between the HLR failure and the next call origination,
next location confirmation, or next LA crossing, whichever
occurs sooner, is

pL(k) =

∫ ∞
tr=0

fL(k, tr) dtr =
λka
k!

∫ ∞
tr=0

tkr fr(tr)e
−λatr dtr

=
λka
k!

[
(−1)k

dk

dsk
f∗r (s)

]∣∣∣∣
s=λa

. (7)

The last equality in (7) follows from the fact that the
Laplace transform of tf (t) is −df∗r (s)/ds (see [11]). From
equations (4) and (7), we can compute the value of pL(k)
for any k. For example,

pL(0) =
λu

λu + λa
+

λa

Tp(λu + λa)2

[
1− e−(λu+λa)Tp

]
, (8)

pL(1) =
λuλa

(λu + λa)2
+

λa(λa − λu)
Tp(λu + λa)3

[
1− e−(λu+λa)Tp

]
− λ2

a

(λu + λa)2
e−(λu+λa)Tp . (9)

The average number of calls arriving between an HLR
failure and its repair, Eloss, is thus:

Eloss =
∞∑
i=0

ipL(i) =
∞∑
i=0

i
λia
i!

[
(−1)i

di

dsi
f∗r (s)

]∣∣∣∣
s=λa

=

{
e(−λa(d/ds))

[
−λa

d
ds
f∗r (s)

]}∣∣∣∣
s=λa

. (10)

Eloss can be calculated for given values of λo, λc, λa, and
Tp using equations (4), (7), (10), and the definition of λu.

The crossing rate of LA boundaries, λc, strongly depends
on the actual parameters of the system (i.e., the size of the
LAs and the mobility of the mobiles). Since we prefer our
conclusions to be general, independent on the particular
system implementation, we evaluate the Eloss as a function
of λu, rather than separating the contribution of λo and λc.
To apply our results to an actual system implementation,
the values of the LA size (R) and the average mobile’s
velocity (V ) are used in the equation for tsojourn in section 3
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Figure 4. Probability of loosing 0 calls as a function of Tp and λu.

Figure 5. Probability of loosing 1 call as a function of Tp and λu.

to evaluate λc. This value is then used in substitution of
λc +λo in place of λu. We further notice that in a practical
macrocellular system, the contribution of λc will be small,
due to the fact that the LAs tend to be big. This is especially
true for a system with relatively slowly moving mobiles. In
such cases, the average number of calls that a users receives
while in an LA is much larger than 1. Thus, λu ≈ λo.
We refer here to such a system as a Low Mobility System
(LMS).

Figures 4–8 show the pL(n) for n = 0, . . . , 4, as a func-
tion of log(Tp) and log(λu). In these figures and in the rest
of this paper, we express both Tp and λu in units of 1/λa

and λa, respectively. As can be observed from figure 4, for
large values of λu and/or small values of Tp, there will be,
essentially, no lost calls due to HLR failure. (Of course,
this is intuitively so, since at these values the HLR restora-
tion is fast.) As n increases, the maximum at which pL(n)
occurs is shifted towards larger values of Tp and smaller
values of λu. For large Tp and small λu, the probability
of loosing a small number of calls is very small, while the

Figure 6. Probability of loosing 2 calls as a function of Tp and λu.

Figure 7. Probability of loosing 3 calls as a function of Tp and λu.

Figure 8. Probability of loosing 4 calls as a function of Tp and λu.
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Figure 9. Average number of lost calls as a function of Tp.

Figure 10. Average number of lost calls as a function of λu.

probability of loosing many calls is large. In other words,
pL(n) at a particular point (Tp,λu) is rather a sharp func-
tion. Finally, the maximum value of pL(n) is rather fast
decreasing with n. These observations suggest that only a
limited number of terms is necessary in equation (10) for
good accuracy. The actual number of terms required for
a given accuracy can be estimated from the values of Tp

and λu[λa]. Using this strategy, Eloss has been numerically
evaluated and the results are depicted in figures 9 and 10,
as a function of Tp and λu.

From what we have concluded before, it is not surpris-
ing that the average number of lost calls increase with an
increase in Tp and with a decrease in λu. As a point of ref-
erence we note the condition in which the average number
of lost calls is at most 0.5, which occurs for Tp 6 1[1/λa],
for the range of λu studied. Another point of interest is the
case when λu = 1[λa], which corresponds to an LMS with
balanced in and out traffic (i.e., when the incoming traffic
density equals outgoing traffic density). In this condition,

the average number of lost calls is below 1, for Tp 6 10,
as can be seen from figure 10.

Of course, one would like to reduce the probability that
a call is lost due to HLR failure. This could be done by
the mobile’s updating its location often (i.e., small Tp).
However, location updates consume wireless resources and,
thus, should not be too frequent. On the other hand, infre-
quent updates results in more lost calls. Thus, there is a
tradeoff between the penalty associated with failing to de-
liver a call and the cost of user tracking. This tradeoff will
depend on the ratio between the call arrival and the call
origination rate.

We label by cu the cost of a single location update and
by cn, n = 1, 2, . . . , the cost of loosing n calls. Assuming
that the average time between HLR failure is Tf , the cost
function, Ctotal, which expresses the average cost per unit
time of location updates and the average penalty per unit
time of lost calls, is

Ctotal =
1
Tf

∞∑
n=1

cnpL(n) +
cu

Tp
. (11)

For the sake of simplicity, we will reasonably assume
that the cost of loosing the nth call after HLR failure is
independent of n. Thus, ∀n, cn = nc1. Consequently,

Ctotal =
c1

Tf

∞∑
n=1

npL(n) +
cu

Tp
=
c1

Tf
Eloss +

cu

Tp
. (12)

We further normalize the Ctotal, so that it is expressed in
units of cu. Thus,

Ctotal[cu] =
c1[cu]
Tf

Eloss +
1
Tp
. (13)

5. Discussion

Ctotal[cu] is shown in figures 11–14, as a function of
c1[cu], Tf[1/λa], Tp[1/λa], and λu[λa]. The default val-
ues of parameters in these figures3 are λu = 1, c1 =
1000, Tp = 1 and Tf = 1,000. In our evaluation, we
used the following ranges for the independent parameters:
λu ∈ [0.01, 100], c1 ∈ [100, 104], Tp ∈ [0.1, 103] and
Tf ∈ [10, 105]. These ranges of parameters’ values were
chosen based on the assumption that in most practical sit-
uations 10[min] 6 λa 6 1[day]. Thus, for example, it will
be reasonable to assume that the database failure will not be
more frequent than once an hour or that the periodic update
interval will not be more frequent than every minute and
will occur at least once a week. Similarly, if one postulates
that the cost of an update is on the order of 1 cent, than
the “cost” of loosing a call can be reasonably assumed to
be in the range of 1 $ to 100 $.

Our first observation from graph in figure 11 is that,
unless the HLR is extremely unreliable (i.e., as long as
Tf > 100), the total cost is not very strongly affected by

3 I.e., the values of undisplayed independent parameters.
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Figure 11. Average cost of a failure as a function of c1.

Figure 12. Average cost of a failure as a function of Tf .

the actual value of c1. For very unreliable systems, the total
cost is highly dependent on the value of c1, resulting in a
considerable increase in the cost for larger c1.

As indicated in figure 12, as long as the Tf is larger than
10,000/λa, the total cost remains independent of the actual
value of λu (and, thus, of λo as well) and of Tp (for the
latter, see figure 13). Thus, if the system parameters are
optimized, the cost remains relatively stable and small for
moderate to highly reliable systems.

The behavior of the cost as a function of Tp depends on
the value of Tf. For a reliable HLR, larger values of Tp

are preferred, as the frequency of loosing calls due to HLR
failure is small and large Tp reduces the cost of periodic up-
date. However, as the system gets more unreliable, smaller
values of Tp correspond to smaller total cost (figure 13).
We claim that a good setting for Tp is to be approximately
equal to the value of call interarrival time, with larger val-
ues for a more reliable system.

Finally, as a function of λu (figure 14), the cost is always
smaller with an increase in λu. The cost is much more
sensitive to λu when the system is fairly unreliable. We

Figure 13. Average cost of a failure as a function of Tp.

Figure 14. Average cost of a failure as a function of λu.

conclude that, as the system is at least moderately reliable,
the call origination rate and the rate of LA crossing has
only minor effect on the system cost, provided that the
update period was set up as recommended above. Thus,
for at least moderately reliable system and properly set up
update period, the determination of the size of the LA can
be made independent from the HLR failure consideration.
This conclusion is in particular true for LMS systems with
balanced in and out traffic.

6. Summary

We have presented here a framework for evaluation of
the cost of mobility management in the presence of unreli-
able HLR. Upon failure of an HLR, the HLR database needs
resynchronization, which is achieved either by periodic lo-
cation updates performed by the mobile, by the mobile’s
originating a call, or by the mobile’s registration due to its
crossing of an LA boundary. The longer the HLR restora-
tion lasts, there is larger probability that calls will be lost.
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The tradeoff is between the cost of location updates and the
penalty due to lost calls (reduction of which requires more
frequent periodic location updates).

We have showed how the average number of lost calls
can be computed and we have set up a cost function that
encompasses the tradeoff between location update cost and
the penalty of lost calls. The evaluation of the cost function
for different practical parameter ranges was performed. Our
results indicate that, for a reliable system, the net cost is
relatively insensitive to the value of the penalty of a single
lost call. The cost is also small and relatively constant for
a reliable system (MTBF larger than 10,000 times average
call interarrival time). A good rule-of-tumb would be that,
if the reliability of the system is unknown, the location up-
date should be on the order of the average interarrival time.
For a more unreliable system, the values of the location up-
date interval should be smaller than the average interarrival
time. Finally, we have demonstrated that unless the system
is highly unreliable, the cost is relatively insensitive to the
call origination and to the LA-crossing rates. Thus, in such
cases, the design of the LA size can be made independent
of the HLR reliability considerations.
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