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摘要 

在本論文中，我們提出一個高頻率倍數的全數位式鎖相迴路，此電路可應用

於視訊系統中的時脈產生器，其主要功能是接收顯示卡發出的水平同步訊號，並

依據使用者設定的螢幕解析度，產生高頻像素時脈來擷取視訊訊號資料，取樣點

的穩定度直接影響到顯示畫面的品質，若是像素時脈不穩定，則顯示畫面會閃爍

或抖動。因此，如何在高頻率倍數下，產生一個穩定的時脈訊號，是此電路設計

的重點。我們使用標準元件庫來設計整個晶片，並利用合成軟體及自動佈局工具

實現電路，最後以 90 奈米 1P9M 標準 CMOS 製程來製作晶片。 
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Abstract 

In this thesis, an all-digital phase-locked loop with large multiplication factor is 

presented. This circuit can be applied to the video system as a clock generator. It 

receives the horizontal synchronous signal from the graphics card and then generates 

a high frequency pixel clock according to the monitor resolution setting to acquire the 

video signal data. The stability of this sampling clock affects the display image 

quality directly. If the pixel clock is not stable, the display image will be glittering or 

jittering. Therefore, how to design a stable clock generator with large multiplication 

factor is the point of this thesis. This chip is implemented with standard cell library by 

synthesis and auto place-and-route tools, and realized using 90nm 1P9M standard 

CMOS process. 
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Chapter 1 
Introduction 
 
1.1 Motivation 

Since the first phase-locked loops (PLL) were realized with discrete 

components, they are integrated in a monolithic chip nowadays. The PLLs have been 

widely used as clock generators in electronic systems, such as microprocessors, 

system-on-chip (SoC) applications, data communication systems, and so forth [1-13] 

in the past decades. A PLL is a circuit that synchronizes an output signal with a 

reference or input signal in frequency as well as in phase, i.e. a PLL circuit causes a 

particular system to track with another one. A typical PLL block diagram is illustrated 

in Fig. 1.1. It consists of five fundamental blocks: a phase-frequency detector (PFD), 

a charge pump (CP), a loop filter (LF), a voltage-controlled oscillator (VCO), and 

clock divider. The frequency of the output clock is N times of the input clock. 

Generally, a PLL-based clock generator receives a low frequency input clock as a 

reference signal, which commonly comes from a quartz oscillator, and generates a 

high frequency signal according to a specific multiplication factor. This frequency 

multiplication factor of the PLLs usually ranges from several tens to several hundreds 

in microprocessor or data communication system applications. 

 

 

Fig. 1.1. A typical PLL block diagram 
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Another important application of PLLs is the pixel clock generator, so-called 

line-locked PLL or video capture PLL, in the graphics or video display system 

[14-25]. This kind of PLL receives a low frequency horizontal synchronous signal 

from the graphics card and generates a high frequency pixel clock according to the 

display resolution for sampling the video signals. The frequency multiple between the 

input horizontal synchronous signal and the output pixel clock is quite large; it ranges 

from several hundreds to several thousands depending on the image resolution of the 

display system. The higher the image resolution, the larger the frequency multiple. As 

we know, the loop stability and output jitter would be thorny problems in the large 

frequency multiplication factor PLL circuit design. Besides the large frequency 

multiplication factor, the phase synchronization between the horizontal synchronous 

signal and the pixel clock is another chief design consideration. Since the period of 

the horizontal synchronous signal represents the time interval of one horizontal scan 

line on the screen, the generated pixel clock must be synchronized to it. If their 

phases are not well aligned, the images on the screen will appear distorted. 

 As the progressing of modern display technology, the video image quality is 

becoming better and better. The image resolution of the display system increases 

rapidly. The proposed PLL circuit is a large multiplication factor line-locked PLL for 

video application. We aim to design a pixel clock generator that can be 

accommodated to the current monitor timing specifications [57]. The proposed PLL 

circuit is achieved by means of cell-based all-digital approach [9-13]. The cell-based 

all-digital approach benefits in many ways: easy portability for different processes, 

high integration in SoC design, good immunity against switching noise and leakage, 

and low barrier in low voltage design. This chip is implemented in a 90nm 1p9m 

1.0v/2.5v standard CMOS process. The total gate count is 2.4K, and the core circuit 

size is 100x100um2. 
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1.2 Thesis Organization 
This thesis is arranged as follows. In chapter 2, we introduce the basic structure 

and timing definition of the video display system. A survey and the design challenges 

of the line-locked PLL are also described. In chapter 3, all the details of the proposed 

ADPLL clock generator, including the circuit architecture, functional blocks, and 

control algorithm, are presented. The chip implement, simulation, and measurement 

results are reported in chapter 4. Finally, we make conclusions and point out several 

design issues that need to be explored in the future in chapter 5. 
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Chapter 2 
Overview of Video System and 
Line-Locked PLL 
 
2.1 Video System Basics 

The video display system structure, video signal timing definition, and monitor 

timing specification are presented in this section. 

 

2.1.1 Video Display System Structure 

A brief video display system diagram [14] is shown in Fig. 2.1. The essential 

Red/Green/Blue (RGB) video signals are delivered along with vertical synchronous 

(Vsync) and horizontal synchronous (Hsync) signals by random access memory 

digital-analog converter (RAMDAC) of the computer. The main function of the RGB 

acquisition interface is to convert the analog video signals into digital signals through 

variable gain amplifier (VGA) and analog-to-digital converter (ADC). The sampling 

clock of the ADC comes from a clock generator, usually a PLL. This clock generator 

receives low frequency Hsync from computer and produces high frequency pixel 

clock according to the screen resolution of the display system. In other words, the 

pixel frequency is determined by the input Hsync frequency and the horizontal 

resolution. This pixel clock acts as sampling clock for converting the analog video 

signals into digital signals. The digital video signals are sent to digital processor and 

then transmitted to the display system. The multiple between Hsync and pixel clock is 

proportional to the screen horizontal resolution. Many popular monitor timing 

specification have been established by video electronics standards association 



 

(VESA). A finer image quality has a higher screen resolution. Take one of the XGA 

mode as an example, the Hsync frequency is 48.4 KHz while the pixel frequency is 

65.0 MHz. The pixel clock is 1344 times the frequency of the Hsync signal. Therefore, 

the frequency multiplication factor of the clock generator is 1344. 

 

 

Fig. 2.1. A brief video display system diagram [14] 

 

 

 

 

 

 

 

 

The stability of this sampling clock plays an important role to the display 

system performance. The video signal and sampling clock timing diagram 

[14,16,18,20,25] is shown in Fig. 2.2. The only valid sampling duration is the portion 

when video signal is stable. On the contrary, the signal transition region is invalid 

sampling interval. Once the sampling point locates in the invalid intervals, the 

acquired video data would be corrupted. Consequently, the image on the display 

screen will be distorted. 

 

 

Fig. 2.2. Video signal and sampling clock timing diagram 
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2.1.2 Video Synchronous Signal Timing Definition 

The video synchronous signal timing definition [57] is shown in Fig. 2.3. The 

video synchronous signal is composed of synchronous pulse (Sync), front porch (FP), 

back porch (BP) and active video subsections. The period of vertical synchronous 

signal defines the time interval of a display frame, i.e. the refresh time between two 

images. The period of horizontal synchronous signal defines the time interval of a 

scan line. The screen is blank from the start of front porch to the end of back porch. 

The image pattern only displays on the screen during the active video period. From 

these definitions, we know that the monitor display area is only the central active part 

of the screen as shown in Fig. 2.4. 

 

 

 
Fig. 2.3. Video synchronous signal timing definition 

 

 

 

 

 
Fig. 2.4. Monitor display area 
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Now, taking a closer look at the synchronous signals and the pixel clock. For an 

MxN display resolution, where M means the active horizontal resolution and N 

means the active vertical resolution, the period of Vsync is N times of Hsync while 

the period of Hsync is M times of pixel clock. That is to say, in the active display area, 

there are N horizontal scan lines in one display frame and there are M pixels in one 

horizontal scan line in case of an MxN display resolution. The more detail timing 

diagram [18,19,57] is shown in Fig. 2.5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2.5. Separate Vsync/Hsync signal and pixel clock timing diagram 

 

2.1.3 Monitor Timing Specification 

Many industrial standards of monitor timing specification have been developed 

by VESA for a long time. The most popular display modes are VGA (Video Graphics 
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Array), SVGA (Super Video Graphics Array), XGA (Extended Graphics Array), 

SXGA (Super Extended Graphics Array), and UXGA (Ultra Extended Graphics 

Array). The monitor timing specifications [57] of these modes are listed in Table 2.1. 

The active resolution defines the displayed horizontal and vertical ranges, while 

the total resolution includes the blank area. It is worthy of noticing that the frequency 

multiple relation between Hsync and pixel clock is the total horizontal resolution not 

the active one. For instance, the pixel clock is 800 times the frequency of the Hsync 

instead of 640 times in the 60 Hz refresh rate 640x480 resolution VGA mode. 

 

 
Table 2.1. Monitor timing specification 
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2.2 Line-Locked PLL Overview 

The so-called line-locked or video capture PLL is a clock generator employed in 

the video acquisition interface that generates a pixel clock, which is phased-locked 

with the horizontal synchronous signal as mentioned in the previous section. The 

large frequency multiplication factor of this kind PLL is inherent in the video display 

system. We will deliver several line-locked and large multiplication factor PLL 

examples briefly and make a summary of this section. 

 

2.2.1 A Survey of Line-Locked PLL 

The first video line-locked PLL [22] example is illustrated in Fig. 2.6. This PLL 

is composed of phase detector, frequency detector, charge pump, VCO, clock divider, 

and control unit. The control mode flow chart of this circuit is shown in Fig. 2.7. The 

control unit operates in conjunction with phase detector and frequency detector to 

provide one of five modes of operation: coarse frequency (CFR), fine frequency 

(FFR), coarse phase (CPH), fine phase (FPH), or hold (HOLD). It needs an external 

RC as loop filter. 

 

 
Fig. 2.6. Video line-locked PLL block diagram [22] 
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Starting from an out-of-lock condition with a large frequency error, the PLL 

goes into the CFR mode where frequency error is adjusted in approximately ±4% 

steps. After stepping the clock frequency within 4% of that desired, the PLL goes into 

the FFR mode. When the clock frequency is around 2% of that desired, the PLL goes 

into CPH mode. Finally, when the phase error is within 2 clock periods, the PLL goes 

into FPH mode. If the input HSRef signal disappears, the PLL goes into the HOLD 

mode and the VCO control voltage is held fixed until HSRef is restored. In additional, 

the ÷N counter divides the clock frequency by Nset and outputs ClkDiv pulse. The 

decimal value of Nset is expected to be between 750 and 2600. There is provision for 

resetting the phase of ClkDiv to align with HSRef by means of reset pulse Reset 

generated in CPH mode. 

 

 
Fig. 2.7. Control mode flow chart [22] 
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The second example is video capture PLL by Analog Bits Inc. [23]. This PLL 

circuit is composed of phase/frequency detector, numeric-controlled oscillator, phase 

interpolator, clock divider, control unit, and two internal PLLs. An internal PLL 

generates a 5-phase 660MHz clock from a 14.3MHz system reference clock as a high 

precision time reference. The PLL utilizes a high precision 28-bit digital frequency 

synthesizer, with a programmable all-digital loop filter making it possible to generate 

an output clock with less jitter. A 12-bit clock divider can accomplish the frequency 

multiplication. A controllable fine phase delay line is inserted in the output path for 

external phase adjustment purpose. 

 

 

Fig. 2.8. Video capture PLL [23] 

 

 

 

 

 

 

 

 

 

 

 

 

Another example is low refresh rate PLL by CEVA Inc. [24]. This is a 2-stage 

cascaded loops structure. Each stage is composed of phase/frequency detector, charge 

pump, VCO, and clock divider. The first stage accepts a low refresh rate reference 

clock and generates a 24-36MHz clock according to mSel. The second stage 
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multiplies this intermediate clock to a high frequency clock according to nSel. Finally, 

an output divider can divide the clock to a desired frequency by setting the divSel. 

Overall, the target multiplication factor of this PLL can be obtained by properly 

arranging the setting of mSel, nSel, and divSel. 

 

 
Fig. 2.9. Low refresh rate PLL [24] 

 

 

 

 

 

 

 

 

 

 

2.2.2 A Survey of Large Multiplication Factor PLL 

Because the large frequency multiplication factor is inherent in the video 

application PLLs, this type of PLL is also described in this section. 

One of the large frequency multiplication factor PLL [26] is shown in Fig. 2.10. 

This PLL consists of four modules: (1)current-controlled oscillator, (2)frequency 

control logic, (3)phase control logic, and (4)arithmetic module. The counter counts 

the number of Fcco cycles during a time frame defined by M cycles of the reference 

frequency. This number is then compared to the value of N. The desired relation 

between Fcco and Fref id given by Fcco=Fref*(N/M). The result of the comparison 

determines the next value of S, which controls the current of CCO. The arithmetic 

unit is responsible for the implementation of current control formula. 
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Fig. 2.10. A large frequency multiplication factor PLL [26] 

 

 

 

 

 

 

 

 

 

 

 

 

Another example of large frequency multiplication factor PLL is illustrated in 

Fig. 2.11. This is an all-digital PLL for frequency multiplication by 4 to 1022 with 

seven-cycle lock time [27]. It uses a time-to-digital converter (TDC) as a frequency 

and phase detector, and a DCO as a frequency variable oscillator. The time resolution 

of both circuits is determined by a common ring-delay-line (RDL), so the time 

resolution is always the same, i.e. one individual inverter propagation delay time. 

This RDL is a novel ring oscillator composed of even number of inverters and NAND 

gates [53] that provides 32 poly-phase delay clocks (P1-P32) for TDC and DCO. First, 

The period of external reference clock CKI is digitized (DA=n) by the TDC circuit 

with the unit gate delay time of RDL. Next, the ratio of this data and the 

multiplication factor N is calculated in the digital processing section, and the output 

clock control data CD is generated (CD=n/N). Then, an output clock CKO with a 

period TCK corresponding to this control data CD is generated. Finally, one of the 32 
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poly-phase clocks with its phase is closest to the reference clock is selected to be the 

output clock. The frequency and phase acquisition process are finished in seven 

cycles. 

 

 

Fig. 2.11. A 4 to 1022 multiplication factor PLL [27] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The last example is a 1 to 4096 frequency multiplication factor self-biased PLL 

[28]. The PLL architecture is shown in Fig. 2.12. It consists of a phase/frequency 

detector, two charge pumps, loop filter, a voltage-controlled oscillator, and a clock 

divider. The architecture is similar to a conventional PLL. The key element of this 

circuit is the two charge pumps with shunt capacitors in the loop filter. This kind of 

structure can minimize the pattern jitter that will repeat every reference cycle or N 

output cycles. 
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Fig. 2.12. A 1 to 4096 multiplication factor PLL [28] 

 

 

 

 

 

 

 

 

2.2.3 Summary 

Some design problems of the early PLLs are listed in Table 2.2. Some problems 

can be eluded by means of elaborate design techniques. Nevertheless, some of them 

accompany with the design structure. For instance, the video capture PLL [23] will 

always suffer the power consumption problem owing to the internal high frequency 

multiphase clocks. 

 

Table 2.2. Some design problems of early PLL publications 
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2.3 Design Challenge 

In this section, three main design challenges of the line-locked PLL are 

presented. These are the key factors of designing a pixel clock generator with good 

performance. 

 

2.3.1 The Difficulty of Large Multiplication Factor PLL 

Design 

The first thorny problem is the difficulty of designing a large frequency 

multiplication factor PLL. The frequency multiplication factor of line-locked PLL 

usually ranges from several hundreds to more than two thousand. A tracking jitter 

problem arises from this large multiplication factor as shown in Fig. 2.13. Assuming 

that the multiplication factor is N, the oscillator resolution is Δ, and the initial period 

of output clock is T. The divided clock are well aligned with the input reference clock 

in the beginning, that is, skew(n)=0. After one reference cycle, the divided clock lags 

the reference clock. The timing skew occurs at this moment, that is, skew(n+1)=δ. 

Afterward the oscillator will speed up through control mechanism in order to catch up 

the reference clock. Assuming that the period of output clock is adjusted to T-Δ, the 

timing skew between divided and reference clock becomes skew(n+2)=δ-(N*Δ) 

after another reference cycle. Since the multiplication factor N is a large number, this 

accumulated timing skew will not be a small quantity. The loop will emerge unstable 

owing to the big timing skew unless the oscillator resolution is sufficient small to 

minimize the timing skew. However, it is never easy to realize an extremely high 

resolution oscillator as the multiplication factor increases.  

For instance, assuming the multiplication factor N equals 2000, and the 

oscillator resolution equals 1ps. As a result, the timing skew maybe as large as 2ns. In 



 

order to keep the timing skew smaller than 1ns, an oscillator with 0.5ps resolution 

must be equipped. It is not easy to implement such a high resolution oscillator by 

current technology. 

 

 

 

 

 

 

 

 

 
Fig. 2.13. A tracking jitter problem of large multiplication factor 

This timing skew, namely tracking jitter, is strongly related to the multiplication 

factor as reported in reference [28] as shown in Fig. 2.14. The period jitter can be 

maintained under 5 percent of the output period even with 4096 multiplication factor. 

Oppositely, the tracking jitter is over 100 percent when the multiplication factor is 

larger than 512. Here we propose a DCO dithering method to enhance the equivalent 

DCO resolution and tracking ability without degrading jitter performance. 

 

 
Fig. 2.14. Jitter versus multiplication factor at fixed 240 MHz output [28] 
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2.3.2 The Effect of Cycle Slipping Phenomenon 

The second issue is the effect of cycle slipping phenomenon [29-31]. The cycle 

slipping in PLL is a statistical nonlinear phenomenon. It occurs when a large 

frequency error is presented to the phase detector and the loop bandwidth is not 

sufficient to correct for it in a fast time frame. The phase detector then causes a 

temporary correction in the opposite direction than it should. The result of this 

phenomenon is extra time required for the phase detector to lock to the correct 

frequency. The net impact of cycle slipping is that it increases lock time as shown in 

Fig. 2.15. The cycle slipping occurs generally in situations where the comparison 

frequency is very high relative to the loop bandwidth. In general, if the comparison 

frequency exceeds about 100 times the loop bandwidth, cycle slipping begins to 

emerge as a problem. 

 

 

Fig. 2.15. The impact of cycle slipping on lock time 

 

 

 

 

 

 

 

The cycle slipping phenomenon can be explored from the characteristics of a 

conventional three-state phase detector. The three-state phase detector (PD) was 

firstly reported in reference [32], it is also a phase/frequency detector (PFD). The 

conventional three-state phase detector architecture is illustrated in Fig. 2.16(a). It 

consists of two D-flip-flops (DFF) and a NAND gate. The NAND gate is employed to 

provide a self-reset path. The state diagram is shown in Fig. 2.16(b). Initially, the 
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phase detector is in Init state and both UP and DN signals are low. When one of the 

PFD inputs rises, the corresponding output becomes high. The state of the finite-state 

machine (FSM) moves from an initial Init state to an Up or Down state. The state is 

held until the second input goes high, which in turn resets the circuit and returns the 

FSM to the initial state. 

 

 
Fig. 2.16.  (a) Conventional three-state phase detector architecture 

     (b) State diagram of the three-state phase detector 

 

 

 

 

 

 

 

The characteristic of PFD is ideally linear for the entire range of input phase 

difference from 2π to -2π as shown in Fig. 2.17(a). However, due to the finite 

delay of the reset path, the linear range is less than 4π. This nonideal linear PFD 

characteristic is shown in Fig. 2.17(b). There are gain inversion regions near ±2π. 

The effect appears as a negative output for phase difference approaching ±2π. The 

width of the gain inversion region depends on the reset path delay, which is 

determined by the propagation delay of logic gates. The PFD nonideal behavior due 

to nonzero reset path delay is shown in Fig. 2.18. The CLK_ref leads the CLK_div 

that activates an UP signal. As the input phase difference approaches 2π, the next 

leading edge CLK_ref arrives before the DFFs are reset due to the nonzero reset path 

delay. The reset signal RB overrides the new CLK_ref edge and does not activate the 

UP signal. The subsequent CLK_div edge activates a DN signal, but it is wrong 

information. During acquisition, the frequency will not monotonically approach 
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lock-in range because the nonideal PFD gives the wrong information periodically. 

The acquisition process slows by how often the wrong information occurs. If the reset 

path delay equalsπ, i.e. in high frequency operation, the PFD outputs the wrong 

information half the time and, thus, fails to acquire frequency lock unconditionally. 

In this design, a 2-cycle frequency search method cooperating with a new PFD 

structure can prevent the cycle slipping occurrence. 

 

 

Fig. 2.17.  (a) Ideal linear PFD characteristic 
             (b) Nonideal linear PFD characteristic 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.18. PFD nonideal behavior due to nonzero reset path delay 
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2.3.3 The Impact of Hsync Jitter Injection 

Another design issue is the impact of Hsync jitter injection. The PLL reference 

clock source in the video display system is very different form the other electronic 

systems. Unlike most PLL reference clock coming from a precise oscillator, the 

Hsync signal is a mediocre quality clock source in the video display system. The 

following is the clock jitter measurement data of three commercial graphic cards [25]. 

The jitter may range from several hundred pico-seconds to more than one 

nano-second. The injection of such a large jitter into the PLL will cause the stability 

problem. The output jitter may cause spatial instability in the displayed image. 

Furthermore, an overmuch Hsync jitter will probably make the PLL unable to be 

locked. This malfunction will cause the image to be distorted seriously. 

Besides these previously described design issues, the low refresh rate induced 

jitter, nonzero PFD dead zone, DCO resolution limitation, and working temperature 

variation are also important considerations of the PLL clock generator for video 

application circuit design. 
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Chapter 3 
ADPLL Clock Generator Circuit 
Design 
 
3.1 The Proposed ADPLL Architecture 

The proposed cell-based ADPLL clock generator architecture is shown in Fig. 

3.1. The ADPLL consists of phase/frequency detector (PFD), control unit (CTRL), 

digital-controlled oscillator (DCO), phase adjustment circuit (ADJ), and clock 

counter (DCO_CNT). An RSTB control signal enables the ADPLL circuit. The 

MULTI signals are used for programming the clock divider. The input reference clock 

is CLK_IN, which comes from Hsync. The output clock CLK_DCOO and 

CLK_DIVO are generated high frequency pixel clock and low frequency divided 

clock respectively. 

The digital control unit is the core of this ADPLL clock generator. It issues 

commands to control all the other functional blocks. The proposed PFD is a modified 

three-state phase/frequency detector without self-reset path. It compares the phase 

relation between the input reference clock and the feedback divided clock, and then 

sends the comparison results, IS_UP and IS_DN, back to the control unit. The control 

unit will speed up or slow down the DCO according to the comparison results. The 

proposed DCO circuit is a four-tuning-stage ring oscillator with enable part. The 

frequency of DCO is decided by the digital control words TUNE1, TUNE2, TUNE3, 

and TUNE4 from the control unit. The phase adjustment circuit is a fine delay line to 

deskew channel delay according to the external phase selection signal, ADJUST. The 

clock counter acts as a frequency divider. It receives the DCO clock and feeds back a 

divided clock to PFD. The division ratio is determined by the frequency 



 

multiplication factor, MULTI. The details of these functional blocks will be presented 

in the next sections. The simulation waveform of the proposed ADPLL system is 

shown in Fig. 3.2. 

 

Fig. 3.1. The proposed ADPLL clock generator architecture 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.2. The simulation waveform of the proposed APDPLL 
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3.2 Phase/Frequency Detector 

The proposed PFD is a modified three-state PFD without self-reset path as 

shown in Fig. 3.3. When feedback divided clock CLK_DIV lags input reference clock 

CLK_IN, the UP signal goes to logic high and DN remains low. Then, the control 

signal PD_GET goes high to latch the comparison results. Thus the IS_UP state is 

asserted. Oppositely, when CLK_DIV leads CLK_IN, the IS_DN state is asserted. 

Afterward the control signal PD_RB goes low to reset the PFD and then goes high to 

prepare for receiving the arrival of input signals next time. The timing diagram of the 

proposed PFD is shown in Fig. 3.4. The generation of the control signals will be 

presented in section 3.5. By the way, the only information sent to the control unit is 

the phase difference polarity not magnitude. 

 

 
Fig. 3.3. The schematic of the proposed PFD 

 

 

 

 

 

 

 

 

 
Fig. 3.4. The timing diagram of the proposed PFD 
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An important performance index of PFD is dead-zone. The so-called dead-zone 

is a very small region of PFD characteristics where the phase difference is around 0. 

The PFD cannot detect the phase relation of input reference and feedback divided 

clocks correctly within this region. In other words, the PFD is unable to generate 

correct information when the two input clock phases are very close. The cause of 

dead-zone comes from the response time of the devices. The dead-zone usually 

ranges from several to several tens pico-seconds. There have been plenty studies of 

PFD dead-zone problem published [33-48]. Most of them use dynamic logic 

techniques to improve the dead-zone. However, it cannot apply to a low refresh rate 

ADPLL. 

The simulation result of the proposed PFD is shown in Fig. 3.5. The phase 

difference between CLK_IN and CLK_DIV is 1ps. The PFD can output correct 

information in different simulation conditions. The dead-zone of the proposed PFD is 

1ps according to this simulation result. 

 

Fig. 3.5. The simulation result of the proposed PFD 
Note: The divided clock lags reference clock by 1ps. The PFD can latch 
correct information in different simulation conditions: (A)TT/1.0V/40 ° C 
(B)SS/0.9V/120°C (C)FF/1.1V/-40°C (D)FNSP/1.0V/40°C (E)SNFP/1.0V/40°C 
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3.3 Digital-Controlled Oscillator 

The proposed DCO is a four-tuning-stage ring oscillator with enable part as 

shown in Fig. 3.6. The four stages are: (1)successive approximation register (SAR), 

(2)linear (LIN), (3)first DCO dithering (DIT1), and (4)second DCO dithering (DIT2). 

The first three stages are utilized as frequency searching, and the last stage is utilized 

as phase tracking. These tuning stages are governed by the control unit. The control 

flow chart will be presented in section 3.5. 

 

 
Fig. 3.6. The schematic of the proposed DCO 

 

 

 

 

 

 

 

The most basic requirement of the DCO circuit is the delay line range, that is, 

the DCO operation frequency range has to cover all the display modes. In order to 

meet all the display modes from VGA to UXGA, the DCO frequency range must 

cover 25MHz (40ns) to 230MHz (4.34ns) under different operation conditions. Hence 

the DCO tuning range must be more than 35.66ns (40ns-4.34ns=35.66ns). The 

proposed DCO frequency range is dominated by the tuning range of the first SAR 

stage. The schematic of the proposed SAR tuning stage is shown in Fig. 3.7. This 

stage is used to achieve fast frequency search. It is composed of 12 cascaded 

binary-weighted delay paths controlled by TUNE1[11:0]. Each delay cell consists of a 

multiplexer and a different weighted delay path. The control signal decides which 

path to be selected, thus one of 4096 delay path combinations could be chosen 
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through the 12-bit control word. The simulation result of each SAR stage tuning 

range corresponding to the control code TUNE1[11:0] is shown in table. 3.1. The 

minimum tuning range in fast case is 40.118 ns. It can be seen that the proposed DCO 

can apply to the all the display modes. 

 

 
Fig. 3.7. The schematic of the proposed SAR tuning stage 

 

 

 

 

 

 

 

 

Table. 3.1. The tuning range simulation result of the SAR stage 

 

 

 

 

 

 

 

 

 

 

 

 

The linear tuning stage is shown in Fig. 3.9. The purpose of this linear stage is 

to acquire a more accurate frequency after SAR stage. It consists of 8 delay cells, and 
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each cell is composed of a buffer and two digitally controlled varactors (DCV) 

[49,50]. The DCV array is controlled by the 16-bit thermometer code which decoded 

from TUNE2[3:0]. The simulation result of this linear stage delay time corresponding 

to the control word is listed in table 3.2. It can be seen that the DCV cell can achieve 

6ps high resolution in worst case. 

 

 

Fig. 3.8. The schematic of the proposed linear tuning stage 

 

 

 

 

 

 

 

 
Table 3.2. The tuning range simulation result of the linear stage 
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Next, the DCO dithering stages are employed to minimize the frequency error 

and tracking error. Each stage is controlled by one single bit to alter the delay time. 

The control mechanism will be presented in section 3.5. The tuning range simulation 

results of the DCO dithering stages is listed in table 3.3. The tuning resolutions of the 

third and fourth stages are 168ps and 17ps respectively in worst case according to the 

simulation result. Because there is tradeoff between DCO resolution and tracking 

ability, a very small tuning step of the fourth stage is not necessary. 

 

 

Fig. 3.9. The schematic of the proposed DCO dithering stages 

 

 

 

 

 

 

 
Table. 3.3. The tuning range simulation result of the DCO dithering stages 

 

 

 

In short, the simulation result of the overall DCO operation range is shown in 

table 3.4. The maximum DCO frequency is 237MHz (4212ps) in slow case, and the 

minimum DCO frequency is 23.8MHz (41848ps) in fast case. Thus, the DCO can 

fully support all the display modes from VGA to UXGA. 

 

 

Table. 3.4. The simulation result of the overall DCO operation range 
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3.4 Phase Adjustment Circuit 

The purpose of the phase adjustment circuit is to deskew channel delay such 

that the sampling clock can be fine tuned to the best timing. It is a 16-step adjustable 

delay line controlled by ADJUST[3:0]. It is composed of 16 delay stages and a 

thermometer decoder, and each delay stage consists of a NAND and MUX to decide 

which path to be chosen [51,52]. The adjustment step is 410ps in slow case according 

to the simulation result listed in table 3.5. 

 

 
Fig. 3.10. The schematic of the proposed phase adjustment circuit 

 

 

 

 

 

 

 

 
Table 3.5. The simulation result of the proposed phase adjustment circuit 
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3.5 Control Unit 

The control unit is the core of the ADPLL clock generator. It receives the 

comparison result of PFD and modifies the DCO control code until the loop is locked. 

The detail state and timing diagrams will be presented in this section. 

 

3.5.1 State Diagram of Control Unit 

The state diagram of the control unit is shown in Fig. 3.11. The control 

algorithm will influence the frequency lock time and tracking performance of the 

loop. 

 

 
Fig. 3.11. The state diagram of control unit 

 

 

 

 

 

 

 

 

 

 

 

The first state is successive approximation register (SAR) tuning stage. The 

default values of the SAR control bits are all zeroes except the first bit, i.e. 

TUNE1[11:0]=12’b1000_0000_0000 (refer to Fig. 3.7.). The control code is scanned 

bit by bit from the most significant bit (MSB) to the least significant bit (LSB). A 

counter is employed to record the current SAR step. If the PFD returns IS_UP, the 
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control unit resets the current SAR control bit to logic 0 and sets next bit to logic 1 in 

order to speed up DCO frequency. In another situation, if the PFD returns IS_DN, the 

control unit keeps the current SAR control bit as logic 1 and sets the next bit to logic 

1 in order to slow down the DCO frequency. By means of the SAR algorithm and 

binary-weighted DCO design, the fast frequency search can be achieved owing to the 

variable loop bandwidth. The loop bandwidth is quite high in the beginning and 

relatively small in the end of SAR state. The frequency search time depends on how 

many bits is the SAR control code. For instance, it takes n steps for an n-bits SAR 

control code. It takes 12 steps to finish the SAR frequency search process in the 

proposed chip. 

The second state is linear (LIN) tuning stage. The purpose of this stage is to 

acquire a more accurate frequency after SAR stage. Thus the tuning resolution must 

be much higher than the first stage. The default values of the LIN control bits are half 

zeroes and half ones through a thermometer decoder, that is TUNE2[3:0]=4’b1000 

while C[15:0]=16’b0000_0000_1111_1111 (refer to Fig. 3.8.). If the PFD returns 

IS_UP, the control unit decreases the LIN control code, which asserts less ones, to 

speed up the DCO frequency, and vice versa. The frequency search time is 

proportional to the width of control code. It equals 2n-1 steps for an n-bits LIN control 

code. As a result, it takes 8 steps to complete the LIN frequency search process in the 

proposed chip. 

The third state is DCO dithering (DIT1) tuning stage. The control unit enters 

this stage as the PFD comparison result is changed. This means that the DCO 

frequency is quite close to the target frequency. This stage is intended to minimize the 

frequency error after the first two stages. Sometimes it is not possible to find a control 

code that exactly fulfils the multiple relations between input and output clock owing 

to the DCO resolution limitation. Therefore, the fraction-N PLL architecture is 



 

introduced to enhance the tuning resolution and flexibility [55,56]. However, the 

multiple relations between input and output clocks are not fixed in different cycles. 

The fractional-N architecture is not feasible in the video application. Another solution 

to enhance the tuning resolution is the DCO dithering method [54]. The concept of 

DCO dithering is to alter the output clock period during one reference cycle and keep 

the multiple relation as shown in Fig.3.12. The period of CLK_DCO is controlled by 

TUNE signal. When TUNE is logic 1, the CLK_DCO is dithering to long period by 

increasing Δt whereΔt is the original DCO tuning resolution. From this figure, the 

DCO clock frequency keeps 10 times of the reference clock, and the period of the 

DCO clock is T0+Δt/2 on average. It can be seen that the DCO resolution is thus 

doubled without an extremely high resolution DCO. The resolution enhancement 

level is determined by the frequency multiplication factor and how many cycles are 

dithered during one reference cycle. In the proposed design, a fractional and a step 

counters with binary search algorithm are exploited to decide how many DCO clock 

must be dithered. The frequency search time of this DCO dithering stage is 

determined by the width of the step counter. This stage ends up when the dithering 

step counter equals zero. For a n-bits counter, the binary search process takes n*2 

steps. In the proposed design, the step counter is 10-bits, thus takes at most 20 steps 

to complete the frequency search process. As this DCO dithering stage finishes the 

frequency error is minimized and the PLL is locked to the desired frequency. 

 

 

 

 

 

 
Fig. 3.12. The timing diagram of DCO dithering method 
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The final state is another DCO dithering (DIT2) stage. The behavior of this 

stage is similar to the first dithering stage. The PLL starts phase tracking when enters 

this stage. When the PFD returns IS_DN, more clocks are dithering as long period in 

order to realign with the reference clock. On the contrary, when the PFD returns 

IS_UP, fewer clocks are dithering as long period to catch up the reference clock. 

 

3.5.2 Timing Diagram of Control Unit 

The timing diagram of control unit is shown in Fig. 3.13. The state machine is in 

IDEL state during reset. When the reset signal RSTB releases and input reference 

clock activates, the state machine enters SAR, LIN, and DIT1 frequency search state 

sequentially. The frequency search states take 40 steps (12+8+20=40) to lock in the 

desired frequency. Because each frequency search step takes two reference cycles 

(this 2-cycle frequency compare method will be described thereafter), the frequency 

search process need totally 80 reference cycles to be finished. The PLL enters DIT2 

phase tracking stage and the output signals CLK_DCOO and CLK_DIVO are 

activated once the frequency is locked. The detailed timing diagram of each state will 

be presented in the following. 

 

 

Fig. 3.13. The timing diagram of control unit 

 

 

 

 

 

 

 

39 



 

40 

The timing diagram of SAR frequency search state is shown in Fig. 3.14. When 

the first rising edge of reference clock CLK_ref comes, the DCO clock CLK_DCO is 

activated and the DCO counter dco_cnt starts up counting at timing (A). The dco_cnt 

keeps up counting until it equals M and then reset to 1 where M stands for the 

multiplication factor. The CLK_DIV goes high when dco_cnt equals 1 and goes low 

when dco_cnt equals M/8. Therefore, the duty cycle of divided clock CLK_DIV is 

12.5% which is similar to Hsync. A sequence of commands is generated by 

CLK_DCO after each CLK_ref depending on the state machine. Here, PFD_EN 

command is activated to enable PFD at timing (B). After that, the second rising edge 

of CLK_ref arrives and another sequence of commands is generated. This time, a 

PFD_GET command is issued to latch the PFD comparison result at timing (C), and 

then a PFD_DIS command is issued to reset the PFD at timing (D) because the PFD 

has no self-reset path. In this example, a IS_UP information is latched because the 

divided clock CLK_DIV lags the reference clock CLK_ref. Next, a DCO_DIS 

command is activated to disable DCO thus stops DCO clock, and a DCO_TUNE 

command is activated to modify the DCO control code at timing (E). In this example, 

the divided clock lags the reference clock. The fifth bit of DCO control code TUNE1 

is set to logic 0 and the fourth bit is set logic 1 in order to speed up DCO. Finally, the 

next rising edge of CLK_ref comes and starts another frequency search step at timing 

(F). This is the operation of 2-cycle frequency compare method. 

It is worthy of noticing that this 2-cycle frequency compare method benefits in 

two important points. First, there is no accumulation error during frequency search 

process because DCO clock realigns with reference clock at the beginning of each 

search step. Consequently, the loop can acquire the target frequency correctly without 

the disturbance of the accumulation error. Second, the cycle slipping phenomenon is 

eluded in co-ordination with the proposed PFD because the PFD never operates in the 



 

gain inversion region. Therefore, the loop can lock to the target frequency quickly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.14. The timing diagram of SAR frequency search state 
Note: (A) Start frequency search and enable DCO at first reference clock 
     (B) Enable PFD 
     (C) Latch PFD comparison result 
     (D) Reset PFD 
     (E) Disable DCO and tune DCO SAR control code 
     (F) Start next frequency search step and enable DCO 

 

The timing diagram of LIN frequency search state is shown in Fig. 3.15. The 2-cycle 

frequency compare operation is similar to SAR stage except that an extra PFD_JUDGE 

command is activated after the second rising edge of CLK_ref to detect whether the PFD 

polarity changes, either from IS_UP to IS_DN or from IS_DN to IS_UP, at timing (C). If the 

PFD polarity changes, a PFD_CHANGE signal is asserted to denote the end of LIN stage. In 

this example, the divided clock leads the reference clock. The control code TUNE2 is 

modified from 4’b1000 to 4’b1001 to slow down the DCO clock. 
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Fig. 3.15. The timing diagram of LIN frequency search state 
Note: (A) Start frequency search and enable DCO at first reference clock 
     (B) Enable PFD 
     (C) Detect PFD status transition 
     (D) Latch PFD comparison result 
     (E) Reset PFD 
     (F) Disable DCO and tune DCO LIN control code 
     (G) Start next frequency search step and enable DCO 

 

The timing diagram of DIT1 frequency search state is shown in Fig. 3.16. The 

operation is a little different from the previous stages. There are two counters used to 

calculate how many DCO clocks to be dithered in order to minimize the frequency 

error. One is the fractional counter fra_cnt3 which records how many clocks to be 

dithered, and its default value is M/2. The DCO dithering control signal is low when 

DCO counter reset to 1, and the control signal goes high while DCO counter equals 

fractional counter. The DCO clock is dithering to long period when control signal is 

high. As a result, more clocks are dithered as long period cycles when the fractional 
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counter is smaller, and vice versa. Another is the step counter fra_step3 which records 

tuning step, and its default value is M/4. The step counter is divided by 2 if the 

PFD_JUDGE command detects the PFD polarity change at timing (C). Then the 

fractional counter updates its content by adding or subtracting the step counter value 

according to the PFD comparison result at timing (F). This binary search process 

continues till the step counter equals zero. According to Fig. 3.16, the step counter is 

divided by 2 (250/2=125) because the PFD polarity changes. Because the divided 

clock leads reference clock, the fraction counter updates its content by subtracting 

from the value of step counter to increase the number of dithering long cycles so that 

the period of divided clock can be extended to realign with reference clock again. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.16. The timing diagram of DIT1 frequency search state 
Note: (A) Start frequency search and enable DCO at first reference clock 
     (B) Enable PFD 
     (C) Detect PFD status transition 
     (D) Latch PFD comparison result 
     (E) Reset PFD 
     (F) Disable DCO and tune DCO DIT1 control code 
     (G) Start next frequency search step and enable DCO 
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After the previous three frequency search stages, the chip enters phase tracking 

stage. The timing diagram of DIT2 phase tracking state is shown in Fig. 3.17. The 

operation principle is similar to that of DIT1 stage. The major difference is that the 

DCO is not disabled and the PFD is enabled at timing (D). If the PFD polarity 

changes at timing (A), the fractional counter will be restored to the default value, M/2, 

at timing (D). In addition, the step counter is a configurable value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.17. The timing diagram of DIT2 phase tracking state 
Note: (A) Detect PFD status transition 
     (B) Latch PFD comparison result 
     (C) Reset PFD 
     (D) Enable PFD and tune (or restore) DCO DIT2 control code 
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Chapter 4 
Chip Implementation 

 
4.1 Chip Layout 

The ADPLL core circuit layout is shown in Fig. 4.1. This chip is fabricated by 

UMC 90nm 1P9M logic/mixed-mode standard CMOS process. The total gate count is 

2.4K, and the chip size is 100x100um2. 

 

 
Fig. 4.1. The ADPLL core circuit layout 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 Circuit Simulation Result 

The simulation result of the proposed DCO is shown in table 4.1. It can be seen 

that the proposed DCO can cover 4375ps to 39721ps operation range in all simulation 

conditions. The proposed adjustment circuit simulation result is shown in table 4.2. 

The adjustment step is about 228ps in typical case. 
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Table 4.1. The proposed DCO simulation result 

 

 

 

 

 

 

Table 4.2. The proposed adjustment circuit simulation result 

 

 

 

 

 

 

 

 

 

 

 

 

It is not efficient to simulate the full chip performance in the conventional 

analog simulation environment because of the low refresh rate input clock. It may 

take more than one month to finish a simulation run time. In order to speed up the 

simulation and keep acceptable accuracy, a mixed-mode simulation environment as 

shown in Fig. 4.2 is built up to achieve this goal. Only the critical analog parts, DCO, 

PFD, and ADL, is in simulated in analog level. The full chip simulation result of the 

proposed ADPLL is shown in table 4.3. The simulation condition is TT/1.0v/40°c with 

±200ps input clock jitter for 500 cycles. 
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Fig. 4.2. Mixed-mode simulation environment 

 

 

 

 

 

 

 

Table 4.3. The proposed ADPLL full chip simulation result 

 

 

 

 

 

 

4.3 Chip Measurement Result 

The ADPLL functional test waveform is shown in Fig.4.3. The input clock is 

100KHz, and the multiplication factor is 2000. The output clock is 200MHz and the 

lock time is 70 reference clock cycles. From this waveform, we can see that the 

internal DCO clock, CLK_DCOX, is on and off during frequency search stages. 

 

Fig. 4.3. The ADPLL functional test waveform 
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The output pixel clock measurement result is shown in Fig.4.4. There are two 

peaks in the period histogram because of the dithering method. The test condition is 

SXGA mode (M=1688, Input=64.5KHz, Output=108.9MHz). The phase difference 

between input reference clock and output divided clock measure result is shown in 

Fig.4.5. 

 

 
Fig. 4.4 Pixel clock measurement result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4.5. Phase difference measurement result 
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Finally, the chip measurement summary is listed in table 4.4. The input jitter is 

more than 1ns. The power consumption is 3mW in UXGA mode. 

 

Table 4.4. The ADPLL test chip measurement summary 

 

 

 

 

 

 

There are differences between simulation and measurement results. The full 

chip simulation result shows that the chip performance meets the design specification, 

however the measurement result is quite different from the simulation result. The 

main issue is the Hsync jitter injection and noise of the test environment. A behavior 

model simulation of the proposed ADPLL with different input jitter is shown in Fig. 

4.6. From this simulation result, it can be seen that the input jitter affects the phase 

drift performance directly so the quality of clock source will influence the loop 

performance significantly. 

 

 

Fig. 4.6. Phase drift versus input jitter behavior model simulation result 
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Chapter 5 
Conclusion and Future Work 

 
In this thesis, we proposed a large frequency multiplication factor, low power, 

cell-based ADPLL clock generator for video application. The all-digital cell-based 

design is portable for different manufacture processes without too much redesign 

effort. A 4-stage DCO with 18-bit control word is constructed to cover the wide 

operating range from 25MHz to 230MHz. The SAR and binary frequency search 

method can achieve fast lock-in time that less than 80 reference cycles. A 2-cycle 

frequency comparison method can prevent cycle slipping phenomenon and obtain 

accurate frequency without suffering the phase error accumulation. A new PFD 

structure with 1ps dead zone is also employed to provide accurate phase comparison 

information. In order to improve the phase tracking ability and keep low output jitter 

without extremely high resolution oscillator, the DCO dithering method is introduced 

to achieve this goal. Finally, the chip is implemented by UMC 90nm 1P9M 

logic/mixed-mode standard CMOS process. The total gate count is 2.4K, and the chip 

size is 100x100um2.  

Though the chip measurement result is quite different from the circuit 

simulation result, the best measurement result in SXGA still gets 6.9ns phase 

difference (75% of pixel clock period). This might be resulted from the Hsync jitter 

injection, the noise of testing environment, inadequate power bus route, or imperfect 

layout partition. 

The most important topics for further improving the ADPLL performance are 

how to minimize the impact of Hsync jitter injection and how to enhance the tracking 

performance by different DCO dithering method. 
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