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Abstract

In this thesis, an all-digital phase-locked loop with large multiplication factor is
presented. This circuit can be applied to the video system as a clock generator. It
receives the horizontal synchronous signal from the graphics card and then generates
a high frequency pixel clock according to the monitor resolution setting to acquire the
video signal data. The stability of this sampling clock affects the display image
quality directly. If the pixel clock is not stable, the display image will be glittering or
jittering. Therefore, how to design a stable clock generator with large multiplication
factor is the point of this thesis. This chip is implemented with standard cell library by
synthesis and auto place-and-route tools, and realized using 90nm 1P9M standard

CMOS process.
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Chapter 1
Introduction

1.1 Motivation

Since the first phase-locked loops (PLL) were realized with discrete
components, they are integrated in a monolithic chip nowadays. The PLLs have been
widely used as clock generators in electronic systems, such as microprocessors,
system-on-chip (SoC) applications, data communication systems, and so forth [1-13]
in the past decades. A PLL is a circuit that synchronizes an output signal with a
reference or input signal in frequency as well as in phase, i.e. a PLL circuit causes a
particular system to track with another one. A typical PLL block diagram is illustrated
in Fig. 1.1. It consists of five fundamental blocks:. a phase-frequency detector (PFD),
a charge pump (CP), a loop filter (LF),-a-voltage-controlled oscillator (VCO), and
clock divider. The frequency of the-output clock is N times of the input clock.
Generally, a PLL-based clock generator receives a low frequency input clock as a
reference signal, which commonly comes from a quartz oscillator, and generates a
high frequency signal according to a specific multiplication factor. This frequency
multiplication factor of the PLLs usually ranges from several tens to several hundreds

in microprocessor or data communication system applications.

CLK_ref —w Phase/Frequency w Charge | yep | Loop | yif \/oltaﬁed
Detector DN | Pump  Filter » %Osrjizlrloatgr ] CLK_out
(PFD) {CP) {LF) (1C0)
CLK_div | Clock
Civider 1+
N)

Fig. 1.1. A typical PLL block diagram
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Another important application of PLLs is the pixel clock generator, so-called
line-locked PLL or video capture PLL, in the graphics or video display system
[14-25]. This kind of PLL receives a low frequency horizontal synchronous signal
from the graphics card and generates a high frequency pixel clock according to the
display resolution for sampling the video signals. The frequency multiple between the
input horizontal synchronous signal and the output pixel clock is quite large; it ranges
from several hundreds to several thousands depending on the image resolution of the
display system. The higher the image resolution, the larger the frequency multiple. As
we know, the loop stability and output jitter would be thorny problems in the large
frequency multiplication factor PLL circuit design. Besides the large frequency
multiplication factor, the phase synchronization between the horizontal synchronous
signal and the pixel clock is another.chief design consideration. Since the period of
the horizontal synchronous signal represents the.time interval of one horizontal scan
line on the screen, the generated pixel clock must'be synchronized to it. If their
phases are not well aligned, the images on the screen will appear distorted.

As the progressing of modern display technology, the video image quality is
becoming better and better. The image resolution of the display system increases
rapidly. The proposed PLL circuit is a large multiplication factor line-locked PLL for
video application. We aim to design a pixel clock generator that can be
accommodated to the current monitor timing specifications [57]. The proposed PLL
circuit is achieved by means of cell-based all-digital approach [9-13]. The cell-based
all-digital approach benefits in many ways: easy portability for different processes,
high integration in SoC design, good immunity against switching noise and leakage,
and low barrier in low voltage design. This chip is implemented in a 90nm 1p9m
1.0v/2.5v standard CMOS process. The total gate count is 2.4K, and the core circuit

size is 100x100um?.



1.2 Thesis Organization

This thesis is arranged as follows. In chapter 2, we introduce the basic structure
and timing definition of the video display system. A survey and the design challenges
of the line-locked PLL are also described. In chapter 3, all the details of the proposed
ADPLL clock generator, including the circuit architecture, functional blocks, and
control algorithm, are presented. The chip implement, simulation, and measurement
results are reported in chapter 4. Finally, we make conclusions and point out several

design issues that need to be explored in the future in chapter 5.



Chapter 2
Overview of Video System and
Line-Locked PLL

2.1 Video System Basics

The video display system structure, video signal timing definition, and monitor

timing specification are presented in this section.

2.1.1 Video Display System Structure

A brief video display system diagram [14] is shown in Fig. 2.1. The essential
Red/Green/Blue (RGB) video signals are delivered-along with vertical synchronous
(Vsync) and horizontal synchronous, (Hsync) signals by random access memory
digital-analog converter (RAMDAC) of the computer. The main function of the RGB
acquisition interface is to convert the analog video signals into digital signals through
variable gain amplifier (VGA) and analog-to-digital converter (ADC). The sampling
clock of the ADC comes from a clock generator, usually a PLL. This clock generator
receives low frequency Hsync from computer and produces high frequency pixel
clock according to the screen resolution of the display system. In other words, the
pixel frequency is determined by the input Hsync frequency and the horizontal
resolution. This pixel clock acts as sampling clock for converting the analog video
signals into digital signals. The digital video signals are sent to digital processor and
then transmitted to the display system. The multiple between Hsync and pixel clock is
proportional to the screen horizontal resolution. Many popular monitor timing

specification have been established by video electronics standards association



(VESA). A finer image quality has a higher screen resolution. Take one of the XGA

mode as an example, the Hsync frequency is 48.4 KHz while the pixel frequency is

65.0 MHz. The pixel clock is 1344 times the frequency of the Hsync signal. Therefore,

the frequency multiplication factor of the clock generator is 1344.
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Fig. 2.1. A brief video display system diagram [14]

The stability of this sampling clock plays an important role to the display

system performance. The videéo  signal and  sampling clock timing diagram

[14,16,18,20,25] is shown in Fig. 2.2. The only valid sampling duration is the portion

when video signal is stable. On the contrary, the signal transition region is invalid

sampling interval. Once the sampling point locates in the invalid intervals, the

acquired video data would be corrupted. Consequently, the image on the display

screen will be distorted.
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Fig. 2.2. Video signal and sampling clock timing diagram
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2.1.2 Video Synchronous Signal Timing Definition

The video synchronous signal timing definition [57] is shown in Fig. 2.3. The
video synchronous signal is composed of synchronous pulse (Sync), front porch (FP),
back porch (BP) and active video subsections. The period of vertical synchronous
signal defines the time interval of a display frame, i.e. the refresh time between two
images. The period of horizontal synchronous signal defines the time interval of a
scan line. The screen is blank from the start of front porch to the end of back porch.
The image pattern only displays on the screen during the active video period. From
these definitions, we know that the monitor display area is only the central active part

of the screen as shown in Fig. 2.4.

FP Sync BP Active Video FP  Sync BP
Lt wla wla |
Blark o Display o Blank

Fig. 2.3. Video synchronous signal timing definition

x
=
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h ;
- Hdisplay
- Hitotl g
[« = >

Fig. 2.4. Monitor display area
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Now, taking a closer look at the synchronous signals and the pixel clock. For an
MxN display resolution, where M means the active horizontal resolution and N
means the active vertical resolution, the period of Vsync is N times of Hsync while
the period of Hsync is M times of pixel clock. That is to say, in the active display area,
there are N horizontal scan lines in one display frame and there are M pixels in one
horizontal scan line in case of an MxN display resolution. The more detail timing

diagram [18,19,57] is shown in Fig. 2.5.

Display resolution: MxN

% Viotal b|
™
Ve o, Vhack porch Ydisplay (N Hsync cycle) o1, Vront_parch
e b 4
Weyne [ | [ |

e LA i nnnnn. i

s 0-0-0-0-0-0-00-0
Data ] ‘

A .
T L

oy
v

Iﬁ Htotal >|
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Hsyne I L
B
% ( )

Fig. 2.5. Separate Vsync/Hsync signal and pixel clock timing diagram

2.1.3 Monitor Timing Specification

Many industrial standards of monitor timing specification have been developed

by VESA for a long time. The most popular display modes are VGA (Video Graphics

12



Array), SVGA (Super Video Graphics Array), XGA (Extended Graphics Array),
SXGA (Super Extended Graphics Array), and UXGA (Ultra Extended Graphics
Array). The monitor timing specifications [57] of these modes are listed in Table 2.1.
The active resolution defines the displayed horizontal and vertical ranges, while
the total resolution includes the blank area. It is worthy of noticing that the frequency
multiple relation between Hsync and pixel clock is the total horizontal resolution not
the active one. For instance, the pixel clock is 800 times the frequency of the Hsync

instead of 640 times in the 60 Hz refresh rate 640x480 resolution VGA mode.

Mod Resolution Refresh | Horizontal Pixel
1 Active Total Rate Frequency | Frequency
800%525 60 Hz 315EH: | 25175 MH:
B32u520 T2 Hz 379EH: | 31.500 NMH:
VGA | 640x480 =

840=500 | 75 He Z5KEHz | 31,500 MH=
8322509 | 85 H: 43 3KHz | 36,000 hMH:
1024z625 | 56 He 35 1EHz | 36.000 MHz
1056xb2s | 60 He Z19EKHz | 40000 MH=
SVGA | 800x600 | 1040z666 | 72 He 45 1EKHz | 50000 MH:
1056z625 | 75 Hz 46 Y EHz | 45500 1MH:=
1045=631 | 85 He 537EKHz | 56250 MH=
13442506 | 60 Hz 454 KH: | 65000 hMH:
15282806 | 70Hz 56 5KEHz | 75000 MHz
1312z000 | 75 Hz 60.0KHz | 787750 MHz
1376z008 | 85 Hz 6o 7 EKHz | 94.500 MH=z
168821066 | 60 Hz 64 0KHz | 108.000 MH=
SXGA [1280x1024 | 166ex1066 | 75 He g0.0KHz |135.000MH=z
172821072 | 85 Hz 91.1EHz |157.500 MH=z
2160x21250 | 60 He THO0EH: [162.000 MHz
216021250 | 65 He 81 3KHz |175.500MHz
UXGA | 1600x1200 | 216021250 | 70 Hz 87 5KHz |18%.000MHz
216021250 | 75 He 93 8EKH:z |202.500 MH=
216021250 | 85Hz | 106 3KHz |22%500 MH:

XGA | 1024x768

Table 2.1. Monitor timing specification
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2.2 Line-Locked PLL Overview

The so-called line-locked or video capture PLL is a clock generator employed in
the video acquisition interface that generates a pixel clock, which is phased-locked
with the horizontal synchronous signal as mentioned in the previous section. The
large frequency multiplication factor of this kind PLL is inherent in the video display
system. We will deliver several line-locked and large multiplication factor PLL

examples briefly and make a summary of this section.

2.2.1 A Survey of Line-Locked PLL

The first video line-locked PLL [22] example is illustrated in Fig. 2.6. This PLL
is composed of phase detector, frequency.detector, charge pump, VCO, clock divider,
and control unit. The control mode flow chart-of this circuit is shown in Fig. 2.7. The
control unit operates in conjunction with phase detector and frequency detector to
provide one of five modes of “operation:-coarse ' frequency (CFR), fine frequency
(FFR), coarse phase (CPH), fine phase (FPH), or hold (HOLD). It needs an external

RC as loop filter.

‘ Coarse Phase (CPH)
Phase
™™ Detector | Fine Phase (FPH)
Iy Reset
A4 A Ana\og‘ Y
Video_| Heync  |HSRef| | Corircl .| Chage | Conol N |Ckoiv
Input ™) Extracor Lt P RCVAD Courter
A :
A A y
OutofRange | Analog Digita T
A Comparator Corfol Nset
N Fire Freq (FFR
Corse Freq (CFR) [Thermometer
Frequency Decoder |
Detector
4 pClk Output
Neet —f <

Fig. 2.6. Video line-locked PLL block diagram [22]
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Starting from an out-of-lock condition with a large frequency error, the PLL
goes into the CFR mode where frequency error is adjusted in approximately 4%
steps. After stepping the clock frequency within 4% of that desired, the PLL goes into
the FFR mode. When the clock frequency is around 2% of that desired, the PLL goes
into CPH mode. Finally, when the phase error is within 2 clock periods, the PLL goes
into FPH mode. If the input HSRef signal disappears, the PLL goes into the HOLD
mode and the VCO control voltage is held fixed until HSRef is restored. In additional,
the =N counter divides the clock frequency by Nset and outputs CIKkDiv pulse. The
decimal value of Nset is expected to be between 750 and 2600. There is provision for
resetting the phase of CIkDiv to align with HSRef by means of reset pulse Reset

generated in CPH mode.

Measure Nerr
¥
(et | = 5% Maet ho
¥y
\(=5
Out of Range ™18
s
[Herr = 2% Hs Measure Phase Error
v
Duraticn 32H 110
Lration: Phase Errors 2k
\C3
CR [ FFR ] [HULD] [ CPH ]
805 | Nerr | 2% | Nerr | <8% Phase Error>2 dk  Phase Error<2 dk

Fig. 2.7. Control mode flow chart [22]
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The second example is video capture PLL by Analog Bits Inc. [23]. This PLL
circuit is composed of phase/frequency detector, numeric-controlled oscillator, phase
interpolator, clock divider, control unit, and two internal PLLs. An internal PLL
generates a 5-phase 660MHz clock from a 14.3MHz system reference clock as a high
precision time reference. The PLL utilizes a high precision 28-bit digital frequency
synthesizer, with a programmable all-digital loop filter making it possible to generate
an output clock with less jitter. A 12-bit clock divider can accomplish the frequency
multiplication. A controllable fine phase delay line is inserted in the output path for

external phase adjustment purpose.

5 Phiage
Reference — Reference
FLL I
2
Divider Fine
o Phase Phase
. T
Hsync_in—m % § — \ + i + \ L
§ e Hybrid Coni) 0Pz 10 Phase 8 Phase ) D
—p  Loop —p 2BDIL | —
N PFD Digitd NGO Interpolator PLL

12 bit
Divider

Hsync_out 4— Resynchronizer .
Line
Pixel 4 r

Fig. 2.8. Video capture PLL [23]

Another example is low refresh rate PLL by CEVA Inc. [24]. This is a 2-stage
cascaded loops structure. Each stage is composed of phase/frequency detector, charge
pump, VCO, and clock divider. The first stage accepts a low refresh rate reference

clock and generates a 24-36MHz clock according to mSel. The second stage

16



multiplies this intermediate clock to a high frequency clock according to nSel. Finally,
an output divider can divide the clock to a desired frequency by setting the divSel.
Overall, the target multiplication factor of this PLL can be obtained by properly

arranging the setting of mSel, nSel, and divSel.

p pliClk

y PFD, (P Vo P, (P Vo QuputOiider | o
SN o Flty ¥ 4B T ARl [Pl0ome T i [P

divSel  phaseSel
11 bit FB Divider 4 bit FB Divicer
0% SN 40y
mSel nSel

Fig. 2.9.'Low refresh rate PLL [24]

2.2.2 A Survey of Large Multiplication Factor PLL

Because the large frequency multiplication factor is inherent in the video
application PLLs, this type of PLL is also described in this section.

One of the large frequency multiplication factor PLL [26] is shown in Fig. 2.10.
This PLL consists of four modules: (1)current-controlled oscillator, (2)frequency
control logic, (3)phase control logic, and (4)arithmetic module. The counter counts
the number of Fcco cycles during a time frame defined by M cycles of the reference
frequency. This number is then compared to the value of N. The desired relation
between Fcco and Fref id given by Fcco=Fref*(N/M). The result of the comparison
determines the next value of S, which controls the current of CCO. The arithmetic

unit is responsible for the implementation of current control formula.

17
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Fig. 2.10. A large frequency multiplication factor PLL [26]

Another example of large frequency multiplication factor PLL is illustrated in
Fig. 2.11. This is an all-digital PLL. for frequency multiplication by 4 to 1022 with
seven-cycle lock time [27]. It uses a time-to-digital converter (TDC) as a frequency
and phase detector, and a DCO as a frequency variable oscillator. The time resolution
of both circuits is determined by a common ring-delay-line (RDL), so the time
resolution is always the same, i.e. one individual inverter propagation delay time.
This RDL is a novel ring oscillator composed of even number of inverters and NAND
gates [53] that provides 32 poly-phase delay clocks (P1-P32) for TDC and DCO. First,
The period of external reference clock CKI is digitized (DA=n) by the TDC circuit
with the unit gate delay time of RDL. Next, the ratio of this data and the
multiplication factor N is calculated in the digital processing section, and the output
clock control data CD is generated (CD=n/N). Then, an output clock CKO with a

period TCK corresponding to this control data CD is generated. Finally, one of the 32

18



poly-phase clocks with its phase is closest to the reference clock is selected to be the

output clock. The frequency and phase acquisition process are finished in seven

cycles.
7 Y
1 v 1
| —| Latch :
5 ¢ L 14 Y IH ‘g
: o Latth
| (HOE) |
CKI— Controller == Lafch & Encockr (L0 YYYY |
i ' ' 3 f 3 f 3 19 :
: Caunter DA I
F I R Y N e !
| Py P2 P3 _DgazJ | Nset—p
L e Ll L
o o vy v Y ﬁ | Dt
/ | Pulse Selector ‘—@ : Frocesar
| Iy !
. ' |CD=DA/N
| YO vl (H CDU[‘ " »
CKO+ f — Do Courter 4 !
| T_ sl T 18

Fig. 2.11. A4 to 1022 multiplication factor PLL [27]

The last example is a 1 to 4096 frequency multiplication factor self-biased PLL
[28]. The PLL architecture is shown in Fig. 2.12. It consists of a phase/frequency
detector, two charge pumps, loop filter, a voltage-controlled oscillator, and a clock
divider. The architecture is similar to a conventional PLL. The key element of this
circuit is the two charge pumps with shunt capacitors in the loop filter. This kind of
structure can minimize the pattern jitter that will repeat every reference cycle or N

output cycles.
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Fig. 2.12. A 1 to 4096 multiplication factor PLL [28]

N

F 3

2.2.3 Summary

Some design problems of the early PLLs are listed in Table 2.2. Some problems
can be eluded by means of elaborate design techniques. Nevertheless, some of them
accompany with the design structure. For instance, the video capture PLL [23] will
always suffer the power consumption-problem-owing to the internal high frequency

multiphase clocks.

Design problem

IEEE’93 [22] One extra external EC component as loop filter. & steep jitter occurs

when the clock counter resets.

High hardware cost owing to 3 internal PLLE. A great power
Analog Bits [23] | consumption owing to the internal high frequency over-sampling
clock. Meed one extra stable reference clock

High hardware cost owing to the 2 cascaded PLLs. & difficulty in
CEVA [24] arranging the multiplication factor setting for an arbitrary value.
Dual power for analog and digital part.

& low frequency jitter and phase error due to the PFD corrections
every M reference cycles.

The timing reselution of TDC, PFD, and DCO 15 imited by the unit
delay of ring-delay-line.

ICECS 96 [26]

JSSCT03 [27]

JSSCT03 [28] Complicated analog design of switching capacitor, charge pump, and
self-bias voltage generator.

Table 2.2. Some design problems of early PLL publications
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2.3 Design Challenge

In this section, three main design challenges of the line-locked PLL are
presented. These are the key factors of designing a pixel clock generator with good

performance.

2.3.1 The Difficulty of Large Multiplication Factor PLL

Design

The first thorny problem is the difficulty of designing a large frequency
multiplication factor PLL. The frequency multiplication factor of line-locked PLL
usually ranges from several hundreds to more than two thousand. A tracking jitter
problem arises from this large multiplication factor as shown in Fig. 2.13. Assuming
that the multiplication factor is N, the osctllator resolution is A, and the initial period
of output clock is T. The divided clock are well aligned with the input reference clock
in the beginning, that is, skew(n)=0. After one reference cycle, the divided clock lags
the reference clock. The timing skew occurs at this moment, that is, skew(n+1)=¢ .
Afterward the oscillator will speed up through control mechanism in order to catch up
the reference clock. Assuming that the period of output clock is adjusted to T- A, the
timing skew between divided and reference clock becomes skew(n+2)=¢-(N*A)
after another reference cycle. Since the multiplication factor N is a large number, this
accumulated timing skew will not be a small quantity. The loop will emerge unstable
owing to the big timing skew unless the oscillator resolution is sufficient small to
minimize the timing skew. However, it is never easy to realize an extremely high
resolution oscillator as the multiplication factor increases.

For instance, assuming the multiplication factor N equals 2000, and the

oscillator resolution equals 1ps. As a result, the timing skew maybe as large as 2ns. In
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order to keep the timing skew smaller than 1ns, an oscillator with 0.5ps resolution

must be equipped. It is not easy to implement such a high resolution oscillator by

current technology.

CLK _ref I I
— I |
CLK out | | | | ----- | | | | | ------ | | |
T Iy I
I —
CLK_div | | |
T e P o |
M clock cycle M clock cycle |
Frequency | |
Error |
I [l [
skew(n)=0 skew{n+1)=0 skewn+2)=6-N¥A

Fig. 2.13. A tracking jitter problem of large multiplication factor

This timing skew, namely tracking jitter, is strongly related to the multiplication
factor as reported in reference [28] as shown.in Fig. 2.14. The period jitter can be
maintained under 5 percent of the output period even;with 4096 multiplication factor.
Oppositely, the tracking jitter is‘over 100 percent‘'when the multiplication factor is
larger than 512. Here we propose a DCO dithering method to enhance the equivalent

DCO resolution and tracking ability without degrading jitter performance.
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Fig. 2.14. Jitter versus multiplication factor at fixed 240 MHz output [28]
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2.3.2 The Effect of Cycle Slipping Phenomenon

The second issue is the effect of cycle slipping phenomenon [29-31]. The cycle
slipping in PLL is a statistical nonlinear phenomenon. It occurs when a large
frequency error is presented to the phase detector and the loop bandwidth is not
sufficient to correct for it in a fast time frame. The phase detector then causes a
temporary correction in the opposite direction than it should. The result of this
phenomenon is extra time required for the phase detector to lock to the correct
frequency. The net impact of cycle slipping is that it increases lock time as shown in
Fig. 2.15. The cycle slipping occurs generally in situations where the comparison
frequency is very high relative to the loop bandwidth. In general, if the comparison
frequency exceeds about 100 times the loop bandwidth, cycle slipping begins to

emerge as a problem.

....... Cvcle slipping free
— (Yicle siinping occurrence

Aousmbaiy

pTime

Fig. 2.15. The impact of cycle slipping on lock time

The cycle slipping phenomenon can be explored from the characteristics of a
conventional three-state phase detector. The three-state phase detector (PD) was
firstly reported in reference [32], it is also a phase/frequency detector (PFD). The
conventional three-state phase detector architecture is illustrated in Fig. 2.16(a). It
consists of two D-flip-flops (DFF) and a NAND gate. The NAND gate is employed to

provide a self-reset path. The state diagram is shown in Fig. 2.16(b). Initially, the
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phase detector is in Init state and both UP and DN signals are low. When one of the
PFD inputs rises, the corresponding output becomes high. The state of the finite-state
machine (FSM) moves from an initial Init state to an Up or Down state. The state is
held until the second input goes high, which in turn resets the circuit and returns the

FSM to the initial state.

. up
CLE_ref ——pof g g CLK ref T
RB
e .
CLE dv —p= CLK div T CLK div T CLK div T
[
(a) (h)

Fig. 2.16. (a) Conventional three-state phase detector architecture
(b) State diagram of the three-state phase detector

The characteristic of PFD.is ideally linear for:the entire range of input phase
difference from 27 to -2z as‘shown in Fig..2:17(a). However, due to the finite
delay of the reset path, the linear range is less than 4 7. This nonideal linear PFD
characteristic is shown in Fig. 2.17(b). There are gain inversion regions near *2 .
The effect appears as a negative output for phase difference approaching 2 7. The
width of the gain inversion region depends on the reset path delay, which is
determined by the propagation delay of logic gates. The PFD nonideal behavior due
to nonzero reset path delay is shown in Fig. 2.18. The CLK ref leads the CLK div
that activates an UP signal. As the input phase difference approaches 2 7z, the next
leading edge CLK _ref arrives before the DFFs are reset due to the nonzero reset path
delay. The reset signal RB overrides the new CLK _ref edge and does not activate the
UP signal. The subsequent CLK_div edge activates a DN signal, but it is wrong

information. During acquisition, the frequency will not monotonically approach
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lock-in range because the nonideal PFD gives the wrong information periodically.
The acquisition process slows by how often the wrong information occurs. If the reset
path delay equals 7, i.e. in high frequency operation, the PFD outputs the wrong
information half the time and, thus, fails to acquire frequency lock unconditionally.

In this design, a 2-cycle frequency search method cooperating with a new PFD

structure can prevent the cycle slipping occurrence.
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Fig. 2.17. (a) Ideal linear PFD characteristic
(b) Nonideal linear PFD characteristic
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Fig. 2.18. PFD nonideal behavior due to nonzero reset path delay
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2.3.3 The Impact of Hsync Jitter Injection

Another design issue is the impact of Hsync jitter injection. The PLL reference
clock source in the video display system is very different form the other electronic
systems. Unlike most PLL reference clock coming from a precise oscillator, the
Hsync signal is a mediocre quality clock source in the video display system. The
following is the clock jitter measurement data of three commercial graphic cards [25].
The jitter may range from several hundred pico-seconds to more than one
nano-second. The injection of such a large jitter into the PLL will cause the stability
problem. The output jitter may cause spatial instability in the displayed image.
Furthermore, an overmuch Hsync jitter will probably make the PLL unable to be
locked. This malfunction will cause the image to be distorted seriously.

Besides these previously described design issues, the low refresh rate induced
jitter, nonzero PFD dead zone,-DCQO resolution limitation, and working temperature
variation are also important considerations-of. the ‘PLL clock generator for video

application circuit design.

26



Chapter 3
ADPLL Clock Generator Circuit
Design

3.1 The Proposed ADPLL Architecture

The proposed cell-based ADPLL clock generator architecture is shown in Fig.
3.1. The ADPLL consists of phase/frequency detector (PFD), control unit (CTRL),
digital-controlled oscillator (DCO), phase adjustment circuit (ADJ), and clock
counter (DCO_CNT). An RSTB control signal enables the ADPLL circuit. The
MULTI signals are used for programming, the clock divider. The input reference clock
is CLK_IN, which comes frgm _Hsyne.-The ‘output clock CLK_DCOO and
CLK_DIVO are generated high frequency ‘pixel clock and low frequency divided
clock respectively.

The digital control unit is the core of this ADPLL clock generator. It issues
commands to control all the other functional blocks. The proposed PFD is a modified
three-state phase/frequency detector without self-reset path. It compares the phase
relation between the input reference clock and the feedback divided clock, and then
sends the comparison results, IS_UP and IS_DN, back to the control unit. The control
unit will speed up or slow down the DCO according to the comparison results. The
proposed DCO circuit is a four-tuning-stage ring oscillator with enable part. The
frequency of DCO is decided by the digital control words TUNE1, TUNE2, TUNES3,
and TUNE4 from the control unit. The phase adjustment circuit is a fine delay line to
deskew channel delay according to the external phase selection signal, ADJUST. The
clock counter acts as a frequency divider. It receives the DCO clock and feeds back a

divided clock to PFD. The division ratio is determined by the frequency
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multiplication factor, MULTI. The details of these functional blocks will be presented

in the next

sections. The simulation waveform of the proposed ADPLL system is

shown in Fig. 3.2.

ADIUST[3:0]
RSTB b
B, TUNEL[12:0] .
L4
15.DN TUREZ[3:0
CLK_TN—— —> £l b
0 cET | CTRL | TmE3 (K DCo .
PFD i« » DCO AD] CLK_DCOD
‘PFD_RB TUNE4 N
L
‘PFD_RB2 00O EN N
L4
QI g CNTJ
B b CLK_DIVD
MULTI[11:0]
Fig. 3.1. The propesed ADPLL clock generator architecture
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Fig. 3.2. The simulation waveform of the proposed APDPLL
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3.2 Phase/Frequency Detector

The proposed PFD is a modified three-state PFD without self-reset path as
shown in Fig. 3.3. When feedback divided clock CLK_DIV lags input reference clock
CLK_IN, the UP signal goes to logic high and DN remains low. Then, the control
signal PD_GET goes high to latch the comparison results. Thus the IS_UP state is
asserted. Oppositely, when CLK_DIV leads CLK_IN, the IS_DN state is asserted.
Afterward the control signal PD_RB goes low to reset the PFD and then goes high to
prepare for receiving the arrival of input signals next time. The timing diagram of the
proposed PFD is shown in Fig. 3.4. The generation of the control signals will be
presented in section 3.5. By the way, the only information sent to the control unit is

the phase difference polarity not magnitude.

LAG

>D SuLL P
CLK_IN —— I
LEAD >O—D o IS_DN
1 L/ PFD_GET
CLK_DIY——]
PFD_RBZ;I;
PFD_RB
Fig. 3.3. The schematic of the proposed PFD
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Fig. 3.4. The timing diagram of the proposed PFD
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An important performance index of PFD is dead-zone. The so-called dead-zone
is a very small region of PFD characteristics where the phase difference is around 0.
The PFD cannot detect the phase relation of input reference and feedback divided
clocks correctly within this region. In other words, the PFD is unable to generate
correct information when the two input clock phases are very close. The cause of
dead-zone comes from the response time of the devices. The dead-zone usually
ranges from several to several tens pico-seconds. There have been plenty studies of
PFD dead-zone problem published [33-48]. Most of them use dynamic logic
techniques to improve the dead-zone. However, it cannot apply to a low refresh rate
ADPLL.

The simulation result of the proposed PFD is shown in Fig. 3.5. The phase
difference between CLK_IN and CLK DIV is 1ps. The PFD can output correct
information in different simulation conditions. The dead-zone of the proposed PFD is

1ps according to this simulation:result;

FPhase difference = Ips
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Fig. 3.5. The simulation result of the proposed PFD
Note: The divided clock lags reference clock by 1ps. The PFD can latch
correct information in different simulation conditions: (A)TT/1.0V/40 'C
(B)SS/0.9V/120 C (C)FF/1.1V/-40 T (D)FNSP/1.0Vv/40 T (E)SNFP/1.0v/40 C
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3.3 Digital-Controlled Oscillator

The proposed DCO is a four-tuning-stage ring oscillator with enable part as
shown in Fig. 3.6. The four stages are: (1)successive approximation register (SAR),
(2)linear (LIN), (3)first DCO dithering (DIT1), and (4)second DCO dithering (DIT2).
The first three stages are utilized as frequency searching, and the last stage is utilized
as phase tracking. These tuning stages are governed by the control unit. The control

flow chart will be presented in section 3.5.

><>— CLK_DCO
DCO_EN
SAR LIN DIT1 DIT2 [

TUNEL<11:0>  TUNE2<3:0> TULEB TULE4

Fig. 3.6. The schemati¢c-of-the proposed DCO

The most basic requirement of the DCO circuit is the delay line range, that is,
the DCO operation frequency range has to cover all the display modes. In order to
meet all the display modes from VGA to UXGA, the DCO frequency range must
cover 25MHz (40ns) to 230MHz (4.34ns) under different operation conditions. Hence
the DCO tuning range must be more than 35.66ns (40ns-4.34ns=35.66ns). The
proposed DCO frequency range is dominated by the tuning range of the first SAR
stage. The schematic of the proposed SAR tuning stage is shown in Fig. 3.7. This
stage is used to achieve fast frequency search. It is composed of 12 cascaded
binary-weighted delay paths controlled by TUNE1[11:0]. Each delay cell consists of a
multiplexer and a different weighted delay path. The control signal decides which

path to be selected, thus one of 4096 delay path combinations could be chosen
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through the 12-bit control word. The simulation result of each SAR stage tuning
range corresponding to the control code TUNEL[11:0] is shown in table. 3.1. The
minimum tuning range in fast case is 40.118 ns. It can be seen that the proposed DCO

can apply to the all the display modes.

CKIA.ﬁ» @ ’
l 1
"""""""" Al <l
TUNE1<11:0>

Fig. 3.7. The schematic of the proposed SAR tuning stage

B a};glem[ﬁ] FF/1.1v/-40% | TT/L.Ov/40°c | §S5/1.1v/120°%
1 2th 19850 31668 52337
L1th 10065 16062 26551
10t 5059 8077 13358
Oth 2555 4085 6763
8th 1284 2073 3487
7 644 1039 1758
6ih 325 522 902
Sth 166 264 459
4th 89 138 239
3ud 45 71 120
2A 24 36 61
st 12 19 33

Total range 40118 64054 106068

Table. 3.1. The tuning range simulation result of the SAR stage

The linear tuning stage is shown in Fig. 3.9. The purpose of this linear stage is

to acquire a more accurate frequency after SAR stage. It consists of 8 delay cells, and
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each cell is composed of a buffer and two digitally controlled varactors (DCV)
[49,50]. The DCV array is controlled by the 16-bit thermometer code which decoded
from TUNE2[3:0]. The simulation result of this linear stage delay time corresponding
to the control word is listed in table 3.2. It can be seen that the DCV cell can achieve

6ps high resolution in worst case.

---------------------------------------------------------------------------------------------------

CKI >, >,

| | CKO
C<0> C<2>
C<lz 4 C<34
TUNE2<3:0 —g— LIN_DEC

Fig. 3.8. The schematic.of the propaosed linear tuning stage

FF/1.1v/-40% | TT/1.0v/40Pc | 88/1.1v/120°
Code
0000 306 482 828
0001 309 485 832
0010 311 488 836
0011 314 492 843
0100 317 497 850
0101 321 501 856
0110 32 506 863
0111 327 510 870
1000 331 515 877
1001 334 519 884
1010 337 524 890
1011 341 52 897
1100 344 533 905
1101 347 537 911
1110 350 542 917
1111 353 546 924
Range [ps] 47 64 96
Sepfpg |3 4 6
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Table 3.2. The tuning range simulation result of the linear stage




Next, the DCO dithering stages are employed to minimize the frequency error
and tracking error. Each stage is controlled by one single bit to alter the delay time.
The control mechanism will be presented in section 3.5. The tuning range simulation
results of the DCO dithering stages is listed in table 3.3. The tuning resolutions of the
third and fourth stages are 168ps and 17ps respectively in worst case according to the
simulation result. Because there is tradeoff between DCO resolution and tracking

ability, a very small tuning step of the fourth stage is not necessary.

CKI

CKO

TUNES TUNE4

Fig. 3.9. The schematie of the;proposed'DCO dithering stages

Tuning
= ! r 00 §8/1.1v/1200
range [ps] FF/1.1v/i40% | TT/L.0v/40P¢ | 88/1.1v/120%
3nd 60 96 168
A4th 10 13 17

Table. 3.3. The tuning range simulation result of the DCO dithering stages

In short, the simulation result of the overall DCO operation range is shown in
table 3.4. The maximum DCO frequency is 237MHz (4212ps) in slow case, and the
minimum DCO frequency is 23.8MHz (41848ps) in fast case. Thus, the DCO can

fully support all the display modes from VGA to UXGA.

Period [ps] |FF/L.1v/-40% | TT/1.0v/400¢ | SS/1.1v/120%
Minimum 1474 2387 4212
Maximum 41848 66757 110704

Range 40374 64307 106492

Table. 3.4. The simulation result of the overall DCO operation range

34



3.4 Phase Adjustment Circuit

The purpose of the phase adjustment circuit is to deskew channel delay such
that the sampling clock can be fine tuned to the best timing. It is a 16-step adjustable
delay line controlled by ADJUST[3:0]. It is composed of 16 delay stages and a
thermometer decoder, and each delay stage consists of a NAND and MUX to decide

which path to be chosen [51,52]. The adjustment step is 410ps in slow case according

to the simulation result listed in table 3.5.

ADJUST<3:0>— AD] DEC

i

CKI

K0

Fig. 3.10. The schematic of the proposed phase adjustment circuit

\W . : o
FFA 1vi-40°% | TT/1.0v/40% | S5/ 1v120%
Code
Q000 203 331 a0l
0001 341 557 1011
0010 478 788 1422
0011 622 1014 1831
0100 770 1242 2241
0101 BO7 1472 2651
0110 1040 1699 3061
0111 1193 1927 3470
1000 1317 2156 3881
1001 1459 2384 4200
1010 1611 2613 4701
1011 1736 2841 5110
1100 1878 3071 5521
1101 2029 3200 5030
1110 2156 35206 0342
1111 2208 3758 G755
Range [p=] 2075 3427 6154
Averace
Step h;] 139 228 410

Table 3.5. The simulation result of the proposed phase adjustment circuit
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3.5 Control Unit

The control unit is the core of the ADPLL clock generator. It receives the
comparison result of PFD and modifies the DCO control code until the loop is locked.

The detail state and timing diagrams will be presented in this section.

3.5.1 State Diagram of Control Unit

The state diagram of the control unit is shown in Fig. 3.11. The control
algorithm will influence the frequency lock time and tracking performance of the

loop.

Reset

if(PD_CHANGE==1}

if(EN==1) crt=12;
fra_cnt4=MULTI/2;

SAR
iffis_up) TIHEL=cnt==0,
TUNEl=ent-1==1;
iffis_dn) TUMEl=cnt==1;
TUNEl=ent-1==1"

crt=crt-1;

s up) fra cutd=fra cutdHia stepd;
ifiis dn) fra_cntd=fra_cutd-fia stepd;

ififra_step3==0)

DIT!
s up) fra ent3=fra cnt3Hia stepd;
s dn) fra_cnt3=fta_cnt3-fra_stepd;

iffis up) TUNEZ=TUNEZ-I
iffis_dn) TUNE2Z=TUNEZ+]

if(PD_CHAMGE==1)

if(PD_CHANGE= =0} if{PD_CHAMGE==1)
fra_step3=fra_stepi3/2;

Fig. 3.11. The state diagram of control unit

The first state is successive approximation register (SAR) tuning stage. The
default values of the SAR control bits are all zeroes except the first bit, i.e.
TUNE1[11:0]=12’b1000_0000_0000 (refer to Fig. 3.7.). The control code is scanned
bit by bit from the most significant bit (MSB) to the least significant bit (LSB). A

counter is employed to record the current SAR step. If the PFD returns IS_UP, the
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control unit resets the current SAR control bit to logic 0 and sets next bit to logic 1 in
order to speed up DCO frequency. In another situation, if the PFD returns IS_DN, the
control unit keeps the current SAR control bit as logic 1 and sets the next bit to logic
1 in order to slow down the DCO frequency. By means of the SAR algorithm and
binary-weighted DCO design, the fast frequency search can be achieved owing to the
variable loop bandwidth. The loop bandwidth is quite high in the beginning and
relatively small in the end of SAR state. The frequency search time depends on how
many bits is the SAR control code. For instance, it takes n steps for an n-bits SAR
control code. It takes 12 steps to finish the SAR frequency search process in the
proposed chip.

The second state is linear (LIN) tuning stage. The purpose of this stage is to
acquire a more accurate frequency after SAR'stage. Thus the tuning resolution must
be much higher than the first stage. The default values of the LIN control bits are half
zeroes and half ones through a thermometer decoder, that is TUNE2[3:0]=4’b1000
while C[15:0]=16"b0000_0000_ 1111 1111 (referto Fig. 3.8.). If the PFD returns
IS_UP, the control unit decreases the LIN control code, which asserts less ones, to
speed up the DCO frequency, and vice versa. The frequency search time is
proportional to the width of control code. It equals 2" steps for an n-bits LIN control
code. As a result, it takes 8 steps to complete the LIN frequency search process in the
proposed chip.

The third state is DCO dithering (DIT1) tuning stage. The control unit enters
this stage as the PFD comparison result is changed. This means that the DCO
frequency is quite close to the target frequency. This stage is intended to minimize the
frequency error after the first two stages. Sometimes it is not possible to find a control
code that exactly fulfils the multiple relations between input and output clock owing

to the DCO resolution limitation. Therefore, the fraction-N PLL architecture is
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introduced to enhance the tuning resolution and flexibility [55,56]. However, the
multiple relations between input and output clocks are not fixed in different cycles.
The fractional-N architecture is not feasible in the video application. Another solution
to enhance the tuning resolution is the DCO dithering method [54]. The concept of
DCO dithering is to alter the output clock period during one reference cycle and keep
the multiple relation as shown in Fig.3.12. The period of CLK_DCO is controlled by
TUNE signal. When TUNE is logic 1, the CLK_DCO is dithering to long period by
increasing At where At is the original DCO tuning resolution. From this figure, the
DCO clock frequency keeps 10 times of the reference clock, and the period of the
DCO clock is To+ At/2 on average. It can be seen that the DCO resolution is thus
doubled without an extremely high resolution DCO. The resolution enhancement
level is determined by the frequency.imultiplication factor and how many cycles are
dithered during one reference cycle! In the: proposed design, a fractional and a step
counters with binary search algorithm are exploited to decide how many DCO clock
must be dithered. The frequency. search time -of this DCO dithering stage is
determined by the width of the step counter. This stage ends up when the dithering
step counter equals zero. For a n-bits counter, the binary search process takes n*2
steps. In the proposed design, the step counter is 10-bits, thus takes at most 20 steps
to complete the frequency search process. As this DCO dithering stage finishes the

frequency error is minimized and the PLL is locked to the desired frequency.

CLK ref _| | [
TUNE | Ll
KD e [ e A
—»| l—
Tq T, +At

doo_ent< 1010 LB N AT T

|t
]

- A A R
»la |
Ll |

Long cycles

Short cycles
Fig. 3.12. The timing diagram of DCO dithering method
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The final state is another DCO dithering (DIT2) stage. The behavior of this
stage is similar to the first dithering stage. The PLL starts phase tracking when enters
this stage. When the PFD returns IS_DN, more clocks are dithering as long period in
order to realign with the reference clock. On the contrary, when the PFD returns

IS_UP, fewer clocks are dithering as long period to catch up the reference clock.

3.5.2 Timing Diagram of Control Unit

The timing diagram of control unit is shown in Fig. 3.13. The state machine is in
IDEL state during reset. When the reset signal RSTB releases and input reference
clock activates, the state machine enters SAR, LIN, and DIT1 frequency search state
sequentially. The frequency search states take 40 steps (12+8+20=40) to lock in the
desired frequency. Because each .frequency search step takes two reference cycles
(this 2-cycle frequency compare method will-be described thereafter), the frequency
search process need totally 80 reference-cycles-to be finished. The PLL enters DIT2
phase tracking stage and the output. signals .CLK_DCOO and CLK _DIVO are
activated once the frequency is locked. The detailed timing diagram of each state will

be presented in the following.

RSTE |

oL A e S S S N i R
FoM<3:0> _IDLE SAR X LIN X DIT1 A DI
aoo_ B M --M M O® AR ST
(LK _Dao0 B
(K DIV MEARLTL

Fig. 3.13. The timing diagram of control unit
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The timing diagram of SAR frequency search state is shown in Fig. 3.14. When
the first rising edge of reference clock CLK _ref comes, the DCO clock CLK_DCO is
activated and the DCO counter dco_cnt starts up counting at timing (A). The dco_cnt
keeps up counting until it equals M and then reset to 1 where M stands for the
multiplication factor. The CLK_DIV goes high when dco_cnt equals 1 and goes low
when dco_cnt equals M/8. Therefore, the duty cycle of divided clock CLK_DIV is
12.5% which is similar to Hsync. A sequence of commands is generated by
CLK_DCO after each CLK ref depending on the state machine. Here, PFD_EN
command is activated to enable PFD at timing (B). After that, the second rising edge
of CLK ref arrives and another sequence of commands is generated. This time, a
PFD_GET command is issued to latch the PFD comparison result at timing (C), and
then a PFD_DIS command is issuedsto reset-the PFD at timing (D) because the PFD
has no self-reset path. In this example, a IS "UP information is latched because the
divided clock CLK_DIV lags: the reference clock' CLK ref. Next, a DCO_DIS
command is activated to disable:DCO thus stops DCO clock, and a DCO_TUNE
command is activated to modify the DCO control code at timing (E). In this example,
the divided clock lags the reference clock. The fifth bit of DCO control code TUNE1
is set to logic 0 and the fourth bit is set logic 1 in order to speed up DCO. Finally, the
next rising edge of CLK_ref comes and starts another frequency search step at timing
(F). This is the operation of 2-cycle frequency compare method.

It is worthy of noticing that this 2-cycle frequency compare method benefits in
two important points. First, there is no accumulation error during frequency search
process because DCO clock realigns with reference clock at the beginning of each
search step. Consequently, the loop can acquire the target frequency correctly without
the disturbance of the accumulation error. Second, the cycle slipping phenomenon is

eluded in co-ordination with the proposed PFD because the PFD never operates in the
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gain inversion region. Therefore, the loop can lock to the target frequency quickly.
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Fig. 3.14. The timing diagram.of SAR frequency search state
Note: (A) Start frequency search and enable DCO at first reference clock
(B) Enable PFD
(C) Latch PFD comparison result
(D) Reset PFD
(E) Disable DCO and tune DCO SAR control code
(F) Start next frequency search step and enable DCO

The timing diagram of LIN frequency search state is shown in Fig. 3.15. The 2-cycle
frequency compare operation is similar to SAR stage except that an extra PFD_JUDGE
command is activated after the second rising edge of CLK ref to detect whether the PFD
polarity changes, either from IS_UP to IS_DN or from IS_DN to IS_UP, at timing (C). If the
PFD polarity changes, a PFD_CHANGE signal is asserted to denote the end of LIN stage. In
this example, the divided clock leads the reference clock. The control code TUNE2 is

modified from 4’b1000 to 4’b1001 to slow down the DCO clock.
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Fig. 3.15. The timing'diagram-of LIN frequency search state
Note: (A) Start frequency search and enable DCO at first reference clock
(B) Enable PFD
(C) Detect PFD status transition
(D) Latch PFD comparison result
(E) Reset PFD
(F) Disable DCO and tune DCO LIN control code
(G) Start next frequency search step and enable DCO

The timing diagram of DIT1 frequency search state is shown in Fig. 3.16. The
operation is a little different from the previous stages. There are two counters used to
calculate how many DCO clocks to be dithered in order to minimize the frequency
error. One is the fractional counter fra_cnt3 which records how many clocks to be
dithered, and its default value is M/2. The DCO dithering control signal is low when
DCO counter reset to 1, and the control signal goes high while DCO counter equals
fractional counter. The DCO clock is dithering to long period when control signal is

high. As a result, more clocks are dithered as long period cycles when the fractional
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counter is smaller, and vice versa. Another is the step counter fra_step3 which records
tuning step, and its default value is M/4. The step counter is divided by 2 if the
PFD_JUDGE command detects the PFD polarity change at timing (C). Then the
fractional counter updates its content by adding or subtracting the step counter value
according to the PFD comparison result at timing (F). This binary search process
continues till the step counter equals zero. According to Fig. 3.16, the step counter is
divided by 2 (250/2=125) because the PFD polarity changes. Because the divided
clock leads reference clock, the fraction counter updates its content by subtracting
from the value of step counter to increase the number of dithering long cycles so that

the period of divided clock can be extended to realign with reference clock again.
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Fig. 3.16. The timing diagram of DIT1 frequency search state
Note: (A) Start frequency search and enable DCO at first reference clock
(B) Enable PFD
(C) Detect PFD status transition
(D) Latch PFD comparison result
(E) Reset PFD
(F) Disable DCO and tune DCO DIT1 control code
(G) Start next frequency search step and enable DCO
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After the previous three frequency search stages, the chip enters phase tracking
stage. The timing diagram of DIT2 phase tracking state is shown in Fig. 3.17. The
operation principle is similar to that of DIT1 stage. The major difference is that the
DCO is not disabled and the PFD is enabled at timing (D). If the PFD polarity
changes at timing (A), the fractional counter will be restored to the default value, M/2,

at timing (D). In addition, the step counter is a configurable value.
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Fig. 3.17. The timing diagram of DIT2 phase tracking state
Note: (A) Detect PFD status transition
(B) Latch PFD comparison result
(C) Reset PFD
(D) Enable PFD and tune (or restore) DCO DIT2 control code
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Chapter 4
Chip Implementation

4.1 Chip Layout

The ADPLL core circuit layout is shown in Fig. 4.1. This chip is fabricated by
UMC 90nm 1P9M logic/mixed-mode standard CMOS process. The total gate count is

2.4K, and the chip size is 100x100um?.

Fig. 4.1. The ADPLL core circuit layout

4.2 Circuit Simulation Result

The simulation result of the proposed DCO is shown in table 4.1. It can be seen
that the proposed DCO can cover 4375ps to 39721ps operation range in all simulation
conditions. The proposed adjustment circuit simulation result is shown in table 4.2.

The adjustment step is about 228ps in typical case.
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Simulation | FF cage |SS case | TT case
condition [ps] [ps] [p=]
Min. delay 1474 4212 2387
Max. delay 41848 | 110704 | 066757
Total range 40374 | 106492 64370

Table 4.1. The proposed DCO simulation result

Delay [ps] i i i

FF/A lw/-40c | TT/.0vMd0c | 35/1. 1w/120°c
iZode

0a00 203 331 601
0001 341 557 1011
0010 478 788 1422
0011 622 1014 1821
0100 0 1242 2241
0101 897 1472 2651
0110 1040 1655 3061
0111 1192 1927 3470
1000 1317 2156 3831
1001 1455 2384 4280
1010 1611 2613 4701
1011 1736 2841 5110
1100 1878 2071 5521
1101 2025 3299 5930
1110 2156 2526 6342
1111 2298 2758 6755
Range [pz] 20075 3427 6154
e 139 228 410

Step [ps]

+200ps input clock jitter for 500 cycles.
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Table 4.2. The proposed adjustment circuit simulation result

It is not efficient to simulate the full chip performance in the conventional
analog simulation environment because of the low refresh rate input clock. It may
take more than one month to finish a simulation run time. In order to speed up the
simulation and keep acceptable accuracy, a mixed-mode simulation environment as
shown in Fig. 4.2 is built up to achieve this goal. Only the critical analog parts, DCO,
PFD, and ADL, is in simulated in analog level. The full chip simulation result of the

proposed ADPLL is shown in table 4.3. The simulation condition is TT/1.0v/40°c with




Mixved-Mode Sinntation Emvironment

apwST301,
RSTB I _ I !
II ||
CLK_IN | :: :: |
Test | prp W— CTRL [5] DGO |4 ADL |-»Cik_DCoo
Patt | (Digital) [ !
Geﬁegtr:)r :i (Anatog) —| 230 Ly (naiog) {Analog) :l
! DCO_CNT i
:: {Digital) :| » CLK_DIVO
(Digital) [MULTI[11:0] | ) Design Under Test |
|==================================|
Fig. 4.2. Mixed-mode simulation environment
Specification Simulation result
CEin |Multipli- | CEo | CEomean |CEo pk-pk| CHoplpk | Cko duty | Chin-Clediv | Clein-Clediv
Madea freiuency cation | frequency | freguency (Period jitter | Cycle-to-cycle |cycle [%o]| phase deift | phase drift
[KHz] factor | [MHz] [WIHz] [psﬁ jitter [psﬁ [113] [%]
FGA 315 300 25200 | 25.203 153 M 483 1.854 4.6
S¥e4 | 379 los6 | 400022 | 40029 134 13 483 1138 45
XGA 484 1344 | 05.049 | 05.054 107 il 482 lodl 104
SXGA | o040 1688 | 108.032 | 108.071 129 23 479 0.381 03
UXgA| 750 21600 | 162.000 | 162.028 01 15 41,1 1168 189

Table 4.3. The proposed ADPLL full chip simulation result

4.3 Chip Measurement Result

The ADPLL functional test waveform.is shown in Fig.4.3. The input clock is

100KHz, and the multiplication factor is 2000. The output clock is 200MHz and the

lock time is 70 reference clock cycles. From this waveform, we can see that the

internal DCO clock, CLK_DCOX, is on and off during frequency search stages.

CLK DCO

CLK DCOX
(internal)

RSTB

CLK_IN
(SOKHz)

CLK DIV

FSMX[0]

(intermal) | @

FSMX][1]
(internal)
FSMX[2]
(intermnal)

Fig. 4.3. The ADPLL functional test waveform
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The output pixel clock measurement result is shown in Fig.4.4. There are two
peaks in the period histogram because of the dithering method. The test condition is
SXGA mode (M=1688, Input=64.5KHz, Output=108.9MHz). The phase difference
between input reference clock and output divided clock measure result is shown in

Fig.4.5.
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value B4S1SE0BKHz EB4512754kHz  15500126ps 15500811 ps 127 ps 664 ps 126 ps 6.51 ns
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Fig. 4.5. Phase difference measurement result
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Finally, the chip measurement summary is listed in table 4.4. The input jitter is

more than 1ns. The power consumption is 3mW in UXGA mode.

Specification Measurement resili

CKin  |Mulipli-| CEo | CKomean [CEoplk-pk| CEoplpk | Cho duty | Ckin-Ckdiw| Ckin-Chdiv
Mode |frequency | cation |frequency| frequency (Period jitter| Cycle-to-cycle |cycle [%o]| phase diift | phase drift

[kHz] | factor | [MIHZ] [MHz) [ps jitter [ps% [n3] [%]
FGA | 51746 | 800 | 25396 | 15351 490 1495 444 110 552
SVGA | 37.735 | 1056 | 39.848 | 50.793 300 016 437 6.7 106.2
XGA | 48780 | 1344 | 65560 | 65455 1717 3505 4.0 129 844
SXGA | 04516 | 1688 | 108.905 | 108.336 485 1391 44.5 6.9 A
UXGA | 74070 | 2160 | 159.991 | 160.120 843 705 431 123 1%.8

Table 4.4. The ADPLL test chip measurement summary

There are differences between simulation and measurement results. The full
chip simulation result shows that the chip performance meets the design specification,
however the measurement result is-quite different from the simulation result. The
main issue is the Hsync jitter injection and noise of the test environment. A behavior
model simulation of the proposed ADPLL with different input jitter is shown in Fig.
4.6. From this simulation result, ‘it can be seen that the input jitter affects the phase
drift performance directly so the quality of clock source will influence the loop

performance significantly.

Bebawvior Model Sirnultaion: Phase Drift wa. Input Jitter
45 -

—— JGA(B00)
SWGA (1056
L HGA (] 3443
—— SHGA(168E8)
—8— UKGALI180)

=
(=1

w
51

I 2 '
o w =

Phaag Drift [% of Output Clock]

tn

200 400 600 800 1000 1200
Input Jitter [oa]

Fig. 4.6. Phase drift versus input jitter behavior model simulation result
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Chapter 5
Conclusion and Future Work

In this thesis, we proposed a large frequency multiplication factor, low power,
cell-based ADPLL clock generator for video application. The all-digital cell-based
design is portable for different manufacture processes without too much redesign
effort. A 4-stage DCO with 18-bit control word is constructed to cover the wide
operating range from 25MHz to 230MHz. The SAR and binary frequency search
method can achieve fast lock-in time that less than 80 reference cycles. A 2-cycle
frequency comparison method can prevent cycle slipping phenomenon and obtain
accurate frequency without suffering’the phase error accumulation. A new PFD
structure with 1ps dead zone is also employed to provide accurate phase comparison
information. In order to improve the phase tracking ability and keep low output jitter
without extremely high resolution.oscillator, the. DCO dithering method is introduced
to achieve this goal. Finally, the chip is implemented by UMC 90nm 1P9M
logic/mixed-mode standard CMOS process. The total gate count is 2.4K, and the chip
size is 100x100um?,

Though the chip measurement result is quite different from the circuit
simulation result, the best measurement result in SXGA still gets 6.9ns phase
difference (75% of pixel clock period). This might be resulted from the Hsync jitter
injection, the noise of testing environment, inadequate power bus route, or imperfect
layout partition.

The most important topics for further improving the ADPLL performance are
how to minimize the impact of Hsync jitter injection and how to enhance the tracking

performance by different DCO dithering method.
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