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ABSTRACT

Delivering transmission control protocol (TCP) traffic through a wireless channel
is crucial for the next generation wireless systems and also poses many challenges.
Most wireless networks adapt the transmission 'rates according to radio channel
conditions to improve channel utilization.“However; it will cause congestion if the
sender is not notified with the rate“change in-the wireless channel. In this thesis, we
proposed two methods to overcome this issue.

In the first method, we suggest a TCP-PHY cross-layer buffer management
mechanism based on a newly derived closed-form expression for the average
throughput in terms of average number of buffered segments, queue delay and channel
capacity. The derived analytical model considers the factors of bandwidth in the
physical layer (PHY) and the queue capacity in the TCP layer. Our simulation results
demonstrate that the proposed equation-based bandwidth-aware buffer management
scheme can provide flexibility to performance tradeoff between throughput, delay and
jitter in rate adaptive wireless systems when supporting TCP traffic.

In the second method, we propose a fast allowable transmission rate estimation
(FATRE) mechanism in the TCP layer to adjust the source rate in the application layer
for rate adaptive wireless systems. The proposed FATRE mechanism can quickly
notify the allowable transmission rate to the source. In this scheme, we first derive
closed-form expression for bandwidth utilization and the congestion data over the link
capacity in terms of packet size and channel capacity. We validate analytic results by
simulations and show that the FATRE mechanism can increase bandwidth utilization
and decrease congested data.
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CHAPTER 1

Introduction

Providing Internet services is a key issue for future wireless networks. In many Inter-
net applications, such as HI'TP, FTP, TELNET, and so on, the wildly used transport
layer protocol is the transmission control protocol (TCP). However, establishing TCP
connections in a wireless channel experiences two major challenges [1,2]. First, high
loss rate in a wireless channel,significantly degrades the performance of the TCP
connection because TCP’s eongestiofi ¢ontrol-mechanism reduces window size at the
occurrence of packet loss [3].7 Second, fast and-large rate adaptation in the wireless
link can cause congestion or poer-link-utilization since TCP’s flow control mechanism
cannot follow the fast variation. of radio.ehannels [4-8]. In this thesis, we focus on
the second problem, i.e., the performance issues of providing TCP connections in the
rate adaptive wireless communication system.

The objectives of this thesis are two folds. First, we analyze the relation be-
tween the bandwidth in the physical layer and the maximum queue capacity in the
TCP layer. Then we derive a closed-form expression for the average throughput
in terms of the average number of buffered segments, queue delay and channel ca-
pacity. Last, based on the analytical model, we suggest a TCP-physical cross-layer
equation-based buffer management mechanism, called the explicit rate change notifi-
cation (ERCN). Our simulation results demonstrate that the proposed ERCN scheme

can improve the performance tradeoff between throughput, delay and delay jitter for



rate adaptive wireless systems when supporting TCP traffic.

Secondly, we propose a fast allowable transmission rate estimation (FATRE)
scheme in the transmission control protocol (TCP) layer to adjust the source rate
of the application layer. Because the radio network controller (RNC) dynamically
adapts transmission data rates according to channel conditions, congestion or poor
link bandwidth utilization may occur if the application layer is not aware of the rate
change in the wireless channel. The proposed FATRE scheme can quickly notify the
source up to the application about the link rate change in the wireless link. In this
work, we first derive the closed-form expressions for bandwidth utilization and the
congestion data over the link capacity in terms of packet size and channel capacity.
We validate analytic results by simulations and show that the FATRE scheme can
improve bandwidth utilization and, have.fewer congestion data than the legacy TCP-

friendly rate control (TFRC)imethoed.

1.1 Problem and Solutien

1.1.1 An Equation-Based ' Bandwidth-Aware Buffer Manage-
ment for TCP Congestion Control in Rate Adaptive

Wireless Systems

In this part, we focus on the performance issues of providing TCP connections in the
fast rate varying wireless channel. In the literature, the impacts of rate adaptation on
the TCP performance were mostly investigated in the wireline environment. In [9], the
authors proposed a random early detection (RED) mechanism to early detect the rate
variation in the TCP link before the buffer reaches its capacity limit. In [3,10,11], the
explicit congestion control (ECN) mechanism was proposed to distinguish congestion

from random loss in the TCP link. However, because of the constraint of constant



queue capacity, the RED and ECN mechanisms neither fully utilize the link capacity
nor resolve the delay issue when a wireless system frequently change data rates.

To our knowledge, only few studies investigate the TCP performance over
the fast varying wireless channel. In [12], the authors proposed the packet discard
prevention counter (PDPC) method to adapt the queue capacity to the fast varying
radio channel aiming to maximize radio link capacity. However, the impacts of queue
delay and link delay jitter were not considered in [12].

In this work, we first derive a closed-form expression for the TCP throughput
in terms of average number of buffered segments, queue delay and channel capacity.
Next, we suggest a physical-TCP cross-layer equation-based buffer management tech-
nique, called the explicit rate change notification (ERCN) mechanism. The ERCN
mechanism can explicitly notify the TE€P sender about the usage of the wireless link
capacity through an embedded bit in-the acknowledgement (ACK) packet. Through
analysis and simulations, we demonstrate thatthe proposed method can support the

tradeoff among throughput, queue-delay,.and jitter.

1.1.2 A Fast Allowable ‘'Transmission Rate Estimation for
Source Rate Adjustment of Application Layer in Rate
Adaptive Wireless Systems

To improve the fluency of application layer, such as video conference, it is necessary
to notify the source to adapt the source rate to the achievable transmission rates in
the air link [13-19]. If the video source rate is lower than the air link data rates,
bandwidth utilization is poor. On the contrary, if the video source rate is higher than
the air link data rates, the congestion data will be buffered in the queue and increase
the end-to-end delay.

The challenges to support real-time services in rate adaptive wireless systems



lie in two folds [6-8,20]. First, due to fast varying wireless link quality, a wireless sys-
tem may change transmission rates much faster than the wire-line Internet. Second,
the amount of rate variation in wireless systems is much larger than that in the wire-
line Internet. To overcome these challenges, we propose a fast allowable transmission
rate estimation scheme to notify the source in the application earlier.

In the literature, some allowable transmission rate estimation mechanisms for
flow control have been discussed. For the wire-line Internet, an equation-based link
bandwidth measurement was proposed for the TCP friendly Rate control (TFRC)
protocol [21]. The TFRC estimates the allowable transmission rate by the congestion
signals. Because the queue and link capacity in the Internet are usually contention-
based, the allowable transmission rate estimation by the congestion signals require a
longer time average. However, the :FFRC-based rate estimation scheme does not take
into account of the effect of fast and.large rate changes. In the rate adaptive wireless
systems, the larger measurement latency will eause poor link bandwidth utilization
and have more congestion-data,than'in the Internet.

Thus, we suggest a fast allowable tramsmission rate estimation (FATRE) scheme
for the source rate adjustment in"rate adaptive wireless systems with dedicated link
method. The basic idea of the FATRE scheme is to fast estimate the allowable trans-
mission rate by viewing congestion signals in rate adaptive wireless systems with a

dedicated link as the indicator of rate change.

1.2 Thesis Outline

The rest of this thesis is organized as follows. Chapter 2 introduces the background
on TCP protocol. In Chapter 3, we describe the ERCN mechanism. In Chapter 4,
we present the FATRE scheme. At last, Chapter 5 gives the concluding remarks and

suggestions for future works.



CHAPTER 2

Background on TCP

2.1 The Impact of Congestion Control on the CWND
Variation

Figure 2.1 illustrates that the congestion window (CWND) size of the TCP connection
varies according to the additive increase multiplicative decrease (AIMD) principle
[22]. Specifically, the CWND size increases by.one segment in the next round when
receiving ACK, and decreases by half when'receiving the rate change notification. In
the figure, a round (TR) is defined ‘as the durdtion from the beginning of sending the
first packet until the ACK is received’ *A" TCP block period (Tp) is defined as the
duration between two congestion indications. Note that a higher data rate yields a
larger CWND size. As shown in the figure, for link data rate L, > L;, the CWND
size (denoted by W) in the period of L is larger than that during the period of L;.
Figure 2.2 shows the ¢-th TCP block in four rounds each of which has various
CWND sizes. Let W, be the CWND size in the last round of the :-th TCP block.
According to the AIMD principle, the CWND size in the first round of the i-th TCP
block is W;_1/2. Generally, there are (W;—0.5W;_1+1) rounds in the i-th block. Thus,
the total number of segments in the i-th block becomes (W; —0.5W;_1 4+ 1)(0.5W;_1 +
W;)/2. Note that Ty is related to the average number of segments buffered at the

queue, which is equal to the sum of the round trip time in each round. Observing the
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Figure 2.3: The TCP data flow in a shared (contention-based) link.

figure, in the first and second round, the CWND size is smaller than link capacity.
On the contrary, in the third and férthrounds, the CWND size is larger than the link

capacity. Thus, some TCP segments|are buffered and lead to longer delay.

2.2 TCP Flows in Shared Channel and Dedicated
Channel

Figure 2.3 shows the TCP data flow in a shared (contention-based) link, the queue
capacity and link bandwidth are shared. In the figure, there are three TCP flows
between (S, M), (S2, Ms) and (Ss, Ms), respectively. Because the bottleneck link
is shared by three data flows, the congestion signals may not be direcly mapped to
the link bandwidth variation. Thus, the link bandwidth measurement scheme in the
shared link require a longer moving average [21,23-25].

Figure 2.4 shows the TCP flow in a rate adaptive wireless system with a
dedicated link, the wideband code-division multiple-access (WCDMA) system. In
the figure, there are also three TCP flows between (S, M), (Sa, M) and (S35, Ms),
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respectively. The dedicated link bandwidth between the base station and mobile
terminals is the bottle-neck link. Between the RNC and the base station is the link
layer traffic. In such system, the per-host queue of the RNC is dedicated to each
mobile terminal [12]. Thus, the congestion signals from the per-host queue can be an
indicator for the variation of the link bandwidth. Consequently, the link bandwidth
can be measured without the moving average. Thus, the delay of the link bandwidth

measurement is shortened.
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CHAPTER 3

An Equation-Based Bandwidth-Aware
Buffer Management for TCP Congestion
Control in Rate Adaptive Wireless

Systems

In this chapter, we develop.a PHY/TCP cross-layer buffer management scheme. The
proposed buffer management scheme can improve the performance tradeoff between
throughput and delay. In additiony theproposed scheme also can decrease the delay
jitter for rate adaptive wireless systems-when supporting TCP traffic. This chapter
is organized as follows. Section 3.1 introduces the motivation. Section 3.2 analyzse
the impact of the queue size of the buffer management on the throughput and delay.
Section 3.3 proposes the ERCN mechanism. Numerical results are shown in Section

3.4. We give our concluding remarks in Section 3.5.

3.1 Motivation

In this chapter, we consider the performance issues of TCP connections in the down-
link transmission of the rate adaptive wireless system, such as the wideband code-

division multiple-access (WCDMA) system. Figure 3.1 shows a TCP flow from the
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Figure 3.1: The TCP flow in a rate adaptive wireless system, such as the WCDMA

system. The RNC is equipped with a queue for congestion control.

TCP sender through an intermediate radio network controller (RNC) and base sta-
tion and to mobile terminals. Between the RNC and base station is the link layer
traffic. Usually, the link capacity between TCP sender and the base station is higher
than that of the wireless link. Notethat, the RNC is equipped with a queue to buffer
the TCP segments for congestion centrol.

Note that when the CWND size is larger than link capacity, the channel is
fully utilized. Nevertheless, some"TCP- packets are buffered at the queue of the
RNC and so increase the packet delay. Thus, optimizing the performance tradeoff
between throughput and queue delay ‘of delivering TCP traffic become a challenging
and important issue.

One of the major issues is to design an effective buffer management technique.
To this end, instead of trial and errors, we suggest an equation-based buffer manage-
ment mechanism, called the ERCN mechanism. The ERCN mechanism is based on a
newly derived closed-form expression for the average throughput in terms of average
number of buffered segments, queue delay and channel capacity. The developed an-
alytical model can facilitate the design of an effective buffer management technique
which can take into account of both link utilization and queue delay.

It will be shown that the ERCN mechanism can effectively improve the per-
formance tradeoffs between throughput, queue delay and jitter in supporting TCP

11



services under a fast rate varying wireless channel.

3.2 Analysis

3.2.1 Impact of the Average Number of Buffered Segments
on Throughput and Delay

We first derive the relation between the TCP throughput and average buffered seg-
ments in the queue of the RNC for congestion control. The throughput in the Ty
duration is equal to

py _ (05Wi, +Wi)(I/2Vi —0.5W;_ + 1)%3 | 51)

For a constant rate, W;_ = Wi = W. We tan further simplify TH as

SWAA 2w
The average round trip tirae 7" i8
(d13: Tmin+% ) (3.3)

Denote () the average number of buffered segments in a round and 7,,;,, the round trip
time when no segments is buffered in the queue. For a general case with (0.5 + 1)

rounds in T’g, we know
Tp = T(0.5W +1) . (3.4)

Substituting (3.4) into (3.2), we obtain
SW2 42w
= 5 2 av - (3.5)
(0.5W + 1)(Thin + F)
With the knowledge of T}, and L, T and T'H in (3.3) and (3.5) becomes a function

of Q and W.

12



3.2.2 The Relations of () and W

Now we derive the relation of the average number of buffered segments (@) and the
CWND size (W) during the period of T5. When the CWND size is larger than the
radio link capacity (PC'), the number of buffered segments is equal to the difference
of the CWND size and PC. Thus, there are (W; — 0.5W,;_; + 1) rounds between two
congestion indications. For simplicity, we consider the case of W;_1 = W, = W, i.e.,
0.5W + 1 rounds between two congestion indications.

In the case PC < W <2PC, 1, 2, ..., (W — PC) segments are buffered in the
last (W — PC') rounds, respectively. Thus, there are total (14+W — PC)(W — PC)/2
buffered segments in (0.5W + 1) rounds. Thus, it is followed that

(1+W — PC)(W —PC) 1

@ = 2 0.5W +1 ° (3.6)

From (3.6), we can express W as

—_— —A+ /A2 — 4(12302 — PC — 2@)7 (3.7)

where
A = 2PC-Q+1. (3.8)

For the case of 2PC < W, (0.5W — PC), (0.5W — PC' + 1), ..., (W — PC)

segments are buffered in the (0.5 +1) rounds, respectively. Therefore, we can obtain

[(0.5W — PC) + (W — PC)(0.5W +1) 1

Q = 5 05W +1° (3.9)

Accordingly, we have

W= w. (3.10)

Based on (3.5), (3.7) and (3.10), we can plot the relation between the TCP
throughput and @ in Fig. 3.2. In the figure, the size of TCP segment is 500 bytes;

13
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Figure 3.4: The ERCN mechanism adapts the (),... in the rate adaptive wireless

system.

L = 256 kbps; Ty = 100 msec; PC' = (T, X L) is equal to 25.6 kbits. When @
increases from 5 kbits to 15 kbits, the TCP throughput increases only 10 kbits, i.e.
(2%). On the other hand, Fig. 3.3 shows the relation between the TCP delay and Q
based on (3.3), (3.7) and (3.10)2When @.increases from 5 kbits to 15 kbits, the TCP
delay increases about (30%); 1.e. 40 msec., Thus, compared to Q=15 and 5 kbits, one
can know that it is possible to reduce TCP delay (30%) at the only cost of slightly

lower throughput reduction (2%):

3.3 The Proposed ERCN Mechanism

3.3.1 The Behavior of the ERCN Mechanism

From the above analysis, we can improve the tradeoff between the link utilization
and delay by controlling Q). In our work, we adapt the queue capacity (Qnq:) of the
ECN mechanism [10] to control () in the rate adaptive wireless system. We call the
proposed mechanism the ERCN mechanism.

Figure 3.4 shows that the ERCN mechanism notifies the TCP sender about
the rate change by the marked ECN bit. The ERCN mechanism marks the ECN bit
of the TCP header when () is closer or larger than ),,,.. The marked ECN bit will

16



Q)
tQr ng Qs

Figure 3.5: The ERCN mechanism adapts the ()., dynamically to different radio

link data rates.

be echoed back to the TCP sender. Thus, the TCP sender can lower the transmission
rate and decrease ().

Denote p the marking rate. We show tlie relation between @), Q. and p of
the ERCN mechanism in (3.11)-

0 3 Q < Qmm
p= Pmax%; Qmm S Q < Qmax (311)
1 ) Qmam S Q

According to (3.11), Figure 3.5 shows that when @ < Qun, p = 0. when
Qmin < Q < Qpaz, p is proportional to Q). Otherwise, when Q0 < @, p = 1. The

figure also shows the adaptive )., Will impact the relation between (), and p.

3.3.2 The Relation between (),,,,, 7' and T'H

From Section III, we know different () can meet different tradeoffs between throughput

and delay in the rate adaptive wireless system. In the ERCN mechanism, since @)
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is relative to .4z, We derive an equation to show the relation between ),,., and
Q. Then, substituting (3.3) and (3.5) into the equation, we can obtain relations
between Q,,4z, 1" and T'H which can facilitate ),,4, design of the ERCN mechanism
for different delay and throughput requirements.

Because @ is relative to p of the ERCN mechanism, we investigate the relation

among ) and p. First, From [26], we know T H is also relative to p, i.e.,

1 8
__.I_ 2
tH = L V¥ (3.12)

- ﬂ¢%+n'

Now we derive the relation between () and T'H. Since the average segments in the
TCP link is equal to TH x T, @) is equal to the difference between of T'H x T and
PC'. Thus, @ is equal to

Q =.IHxT— PC . (3.13)

Substituting (3.12) into (3:13), we can obtain

Ty /£
0 = V¥ po (3.14)
=41

From (3.14), we obtain the relation between p and @ as follows:

B —V%Q+PC—®+Y

where

y = \/§<@+PC—2)2+4(Q+PC). (3.16)

Now, substituting (3.15) into (3.11), we can derive the relation between @4, and Q.
In (3.11), we set the Qumin as Qmaz/3 as recommended by [9]. Thus, we obtain

3(Prnax) (Q)
Qmaa: = > - . (317)
(ALY ) 4 P,
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With the knowledge of P,,.. and PC, Q.. is a function of Q).
Below we derive the relations between Q,q., 7 and T'H. First, from (3.3), we

can obtain
Q = L(T—"Tun) - (3.18)

Substituting (3.18) into (3.17), we can derive the relation between @, and T as

3(Pmax)<L(T - Tmm))

QT
where denote M as
M= \/ g(L(T CTy) 4 PC — 22 4 A(L(T — Ty) + PC) . (3.20)
From (3.5), we can express TH = f(Q)), thien obtain ) as
G dy 121 ). (3.21)

Substituting (3.21) into (3.17), we can-express the relation between Q4. and TH as

0 _ 3(Pas)(fH(TH)) 522
- — /2~ {TH)+LXTrnin—2)+N ’ :
2(( 32(f_1(TH)+L><Tmm) )?) + Prae

where N is denoted as

N = \/g(f—l(TH) + PC — 20 + A(f\(TH) + PC) . (3.23)

3.4 Numerical Results

3.4.1 The Simulation Model

Since the WCDMA system is a well-known wireless communication system with the

rate adaptation mechanism, we validate and evaluate the performance of the ERCN
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Table 3.1: The connection information of the simulation model.

to node | bandwidth | delay
(Mbps) | (msec)

TCP source | gateways 100 30
gateways RNC 622 10
RNC basestaion 622 15

mechanism in the WCDMA system. We simulate a system shown in Fig. 3.6. by
applying the enhanced UM radio accessnetwork extensions (EURANE) [27] for ns-
2 (network simulator version 2.26) [28}. In the figure, a TCP connection is established
between the TCP sender and mebile terminal. Within the TCP path, the layer 2
traffic exist between the RNC, base.station and in the radio link, while RNC and
gateway can detect layer 3 traffic. Thus RNC is equipped a queue with the ERCN
mechanism. The gateways node can transmit and receive packets from the Internet
to the WCDMA system.

The link capacity between TCP sender and the base station is high ,while the
capacity of the wireless link between the base station and the mobile terminal is very
limited. Table. 3.1 shows the delay and bandwidth information of the simulation
model. The radio link capacity is dynamically allocated by the radio resource control

(RRC) function in the WCDMA system.
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Figure 3.6: The simulation setup of the EURANE in the NS2 simulator.

3.4.2 Validation

In Fig. 3.6, let P,,,.=0.04; Q4e=3@min and TCP segment size is 500 bytes of the
ERCN mechanism and the radio data rates vary between 128 kbps and 256 kbps
every 20 seconds.

Figure 3.7 shows the relation of @, and the delay for L=128 kbps and 256
kbps. The analytical resultsmatch thesimulation results well. Now consider the delay
requirement is 260 ms set for example:: From the figure, one can obtain (),,,,=10 kbits
and 55 kbits for L=128 kbps and 256 kbps, respectively. The achievable throughput
by this option can be obtained by the next figure.

Figure 3.8 shows the relation of ()., and throughput by simulations and
analysis. One can find the simulation results match the analytical results well. From
the figure, one can determine the expected throughput for different values of Qqz-
For example, to meet the throughput requirement 120 kbps and 240 kbps for L=128
kbps and 256 kbps, we can set (),,..=10 kbits and 20 kbits, respectively.
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Table 3.2: The comparisons of the ECN and ERCN mechanism.

Throughput | delay
(kbps) (msec)
ECN 115 307

ERCN 119 286

3.4.3 Comparison of the ECN and ERCN Mechanism

Based on the previous simulation setups we have an example to compare the numerical
results of the ECN and EREN meghanism in the WCDMA system. We assume the
RRC function allocated 128 kbps for the wireless interface between the base station
and mobile terminal in the wirelesslink-setup state. After the wireless link setup
state, for maintaining specifi¢ bit error rate, the WCDMA system can adapt the link
data rates to varying wireless link‘conditions. For example, the data rate is 64 kbps
in the poor channel condition, while the data rate becomes 256 kbps in a better link
condition [20]. In this example, the ERCN mechanism dynamically adapts the Q,q.
for different data rates, but ... in the ECN mechanism is a fixed value. Table. 3.2
shows the numerical results of the ERCN and ECN mechanism. It is shown the
throughput of the ERCN mechanism is improved by 4 kbps (3%) and the delay is
increased by 21 msec (7%) over the ECN mechanism.
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Figure 3.9: The delay distribution of the ECN mechanism.

3.4.4 The Delay Jitter‘of the ERCN Mechanism

Since the ERCN mechanism maintains a proper queue size for different data rates,
thereby improving the delay jitter over the ECN mechanism. Figures 3.9 and 3.10
show the simulation results of the ECN and ERCN mechanism, respectively. We
find that the delay of the ERCN mechanism is spread in a smaller range than the
ECN mechanism. Table 3.3 compares the delay jitter between the ECN and ERCN
mechanism. The delay jitter of the ERCN mechanism is improved 1.13 x 10*(msec?)
(65%) over the ECN mechanism.
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Table 3.3: The delay jitter comparisons of the ECN and ERCN mechanism.

delay jitter
x10*(msec?)

ECN 1.73

ERCN 0.6
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3.5 Conclusions

In this chapter, we have analyzed the relation among the physical layer bandwidth,
the TCP layer throughput, delay and queue size when delivering the TCP traffic in
rate adaptation wireless systems. The developed analytical formulas can facilitate the
design of queue sizes in the buffer of the RNC for different TCP throughput and delay
requirements. Specifically, we propose an explicit rate change notification (ERCN)
mechanism to dynamically change the queue capacity of the buffer in the RNC based
on the TCP/Physical cross-layer performance issues. Hence, when the radio link ca-
pacity in the physical layer is changed, the suitable queue capacity in the RNC can
be effectively adapted and the TCP sender can accordingly change the transmit data
rates, thereby both the TCP delay and throughput requirements can be met in the
varying radio channel conditions: In addition, we validate the accuracy of the analysis
by simulations in the WCDMA system which is one kind of the wireless communica-
tion system with the rate adaptation‘mechanism. Finally, we have numerical results
to show the ERCN mechanism: can improve the TCP throughput, delay and delay

jitter when the rate adaptation mechanism in rate adaptation wireless systems.
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CHAPTER 4

A Fast Allowable Transmission Rate
Estimation for Source Rate Adjustment of
Application Layer in Rate Adaptive

Wireless Systems

In this chapter, we suggestia fasti allowable fransmission rate estimation (FATRE)
scheme for the source raté adjustment in rate adaptive wireless systems with dedi-
cated link method. The basic ideaofithe FATRE scheme is to estimate the allowable
transmission rate faster by taking advantage of the congestion signals in rate adap-
tive wireless systems. The results of analysis and simulation show that the proposed
scheme can improve the performance of link utilization and delay in the application
layer. This chapter is organized as follows. Section 4.1 introduces the motivation.
Section 4.2 proposes the FATRE scheme. Section 4.3 analyzes the estimation latency
and the performance of the FATRE mechanism. The analysis validation and numer-
ical results are shown in Section 4.4. We give our concluding remarks in Section

4.5.
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Figure 4.1: The source rate adjustment with the FATRE mechanism in the rate

adaptive wireless communication system.

4.1 Motivation

In this chapter, we consider the source rate adjustment issues upon TCP layer in
rate adaptive wireless systems,such as the wideband code-division multiple-access
(WCDMA) system. Figure 4i1 showsa TCP flows from the application layer through
an intermediate radio netwerk controller (RNC); base station and to mobile terminals.
Usually, the link capacity between—LCP-sender and the base station is higher than
that of the wireless link and the wireless link:capacity varies faster and larger than the
wired-link. Between the RNC and the base station is the link layer traffic. Thus, the
RNC is equipped with a queue to buffer the TCP segments for congestion control [29].
In addition, we implement the ECN mechanism in the queue of the RNC to distinguish
the congested packets from lost packets in the wireless channel [3,30]. Therefore, the
queue will mark the ECN bit as the congestion signal instead of dropping a packet
when the buffer packet size is larger than the pipe capacity.

In the application layer, if the source rate can not adapt to the varying air link
data rates of the wireless link, poor link bandwidth utilization or larger delay may
occur. It is because if the source rate is smaller than the air link data rate, the link

bandwidth utilization is poor. On the contrary, when the source rate is lager than
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the air link data rate, some congestion data will be buffered in the queue and increase
the end-to-end delay in the application layer.

In the literature, some allowable transmission rate estimation mechanisms for
flow control have been discussed. For the wire-line Internet, an equation-based link
bandwidth measurement was proposed in the TCP friendly Rate control (TFRC)
protocol [21]. The TFRC estimates the allowable transmission rate estimation by the
congestion signals. Because the queue and link capacity in the Internet are contention-
based, the allowable transmission rate estimation by the congestion signals need long
time average for accuracy estimation. Thus, the TFRC scheme measures the allowable
transmission rate with moving average method which increases measurement latency.
However, the above allowable transmission rate estimation schemes do not take into
account of the effect of fast and ,large, rate changes in the rate adaptive wireless
communication system. In the rate adaptive wireless systems, the larger measurement
latency will cause poorer link bandwidth utilization and larger congestion data than
in the Internet. Therefore; the estimation latency in rate adaptive systems need be
faster than the Internet.

Some queue management mechanisms for improving the throughput and delay
of the TCP layer in rate adaptive systems have been discussed [12] and [29]. For
fully utilizing the link, [12] proposed the packet discard preventive counter (PDPC)
method for improve the wireless link utilization of the TCP layer in the rate adaptive
wireless communication systems. In [29], the proposed early rate change notification
(ERCN) can flexibly adjust the queue capacity in the RNC for the tradeoff between
TCP throughput and delay. However, in [12] and [29], the focus is on the buffer
management to improve the wireless link utilization and delay in the TCP layer not
in the application layer. In this work, we will also evaluate the performance of the
flexible queue capacity control in the application layer.

Thus, we suggest the FATRE scheme for the source rate adjustment in the rate
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adaptive wireless communication system. The FATRE scheme can take advantage of
the congestion information from the dedicated link and implemented in the TCP layer
which can quickly estimate the available allowable transmission rate and notify the
source. Then, the source can adjust the transmission rate according to the report from
the TCP layer. Therefore, the bandwidth utilization is improved and the congestion
data over the wireless link capacity are reduced. Consequently, with the FATRE
scheme, the application layer can have better link utilization and smaller delay in the
rate adaptive wireless communication system .

There are three contributions in this chapter. First, for rate adaptive wireless
systems with dedicated link, we proposed the FATRE scheme which can estimate
the allowable transmission rate quickly. Second, we derive closed-form expressions
for bandwidth utilization and the congestion data over the link capacity in terms of
packet size and channel capagity insthe FATRE scheme. From the analysis, we show
the flexible queue capacity-control can be used for the tradeoff between link utilization
and congested data. Third; the analytic results are validate by simulations and show
that the FATRE mechanism improves bandwidth utilization and fewer congestion
data than the legacy TCP-friendly rate control (TFRC) in the rate adaptive wireless
systems with dedicated link.

4.2 The Operation Principle

Figure 4.2 shows a TCP block sent in the duration between two marked explicit
congestion notification (ECN) bits, where denote T; the duration between two ECN
bits, W; the CWND size of the last round, P; the link pipe capacity and Tp; the
dormant period [30] of i — th TCP block. In the RNC, we set the queue capacity as
Qi and );_, while the air link data rate is L; and L;_1, respectively. We can flexibly
control the @); and @);_; for the tradeoff between link utilization and delay.
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Figure 4.2: The packets with marked ECN bits in the TCP blocks in the queue of

the RNC in the rate adaptive wireless communication system.
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The basic ideal of the FATRE scheme is measuring the number of received
ACKs and the duration between two consecutive marked ECN bits. Let N the re-
ceived number of the ACKs in T;. Then, the total transmitted bits in a TCP block
is equal to (IV x §). Denote S the TCP segment size in bit. Then, we can estimate

the allowable transmission rate R; during a TCP block as

N xS

Note that in this chapter, the mobile terminal echoes an ACK packet while receiving
a TCP segment.

Figure 4.3 shows the flow chart for the FATRE scheme operation principle.
First, whenever an ACK packet is received, N is increased by one. Then the FATRE
scheme checks whether the ECN,biti is marked in the received ACK packet. If so, the
allowable transmission rate is estimated by (4:1). Otherwise, the TCP sender waits for
the next ACK. After estintating the allowable transmission rate, the FATRE scheme
resets IV to zero and immediately‘reports the estimated allowable transmission rate
to the source. Consequently,sThe source can*adjust the source rate according to the
estimated allowable transmission rate. Note that the estimation latency will impact
the performance of the FATRE scheme. In the next section, we will analyze the
estimation latency of the FATRE scheme in the rate adaptive wireless communication

system.

4.3 Analysis

4.3.1 Measurement Latency

Figure 4.4 shows the estimation latency in the FATRE scheme while the air link data

rate varies between L; and Lj,. In the figure, the raising edge represents that the
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Figure 4.3: The flow chart of the FATRE behavior.
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air link data rate varies from L; to Lj, and the falling edge means that the air link
data rate varies from Lj, to L;. Let Tk and T represent the estimation latency of the
FATRE scheme of the rasing and falling edge, respectively. During Tx, the source rate
is smaller than the available air link data rate, thereby wasting the radio resource.
On the other hand, during Tr, the source rate is larger than supported rate in the
wireless link, thereby causing congested data which will be buffered in the queue and
increases the end-to-end delay.

Now we discuss the FATRE scheme performance in Tx. To begin with, in the
1 — th block, let N; be the total number of received ACKs and Np; be the received
number of ACKs in the dormant period Tp;. Note that in the dormant period, the
TCP sender will not send TCP segments until receives the number of ACKs as a half
of the previous CWND size. Therefores /Np; is equal to a half of the previous CWND
size, i.e., (W;_1/2). Observing Fig. 4:2,.0one ¢an find that the number of received ACK
packets NN; is equal to
(Fa W)W, =7 1+ 1)

2

During Tg in Fig. 4.4, the first-block is the ¢ — th block. In the i-th block, let

N, =% ) + Np. (4.2)

N; be the received number of the ACKs and 77 be the duration of the i — th block.
The figure shows that

Wioi = B+Q, (4.3)
and
Wi - Ph —|— Qh 5 (44)

where denote ();, and @); are the queue capacity when the air link data rate is L;, and
L;, respectively, and P, and P, are the pipe capacity when the air link data rate is
Ly, and Ly, respectively. Substituting (4.3) and (4.4) into (4.2), we obtain

N ((P,+Ql)/2+Ph+Qh)(1;’h+Qh—(Pl+Qz)/2+1)+Pz;er (45)
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Note that if the CW.NDsize is larger than the link capacity, the time interval
of two received ACKs is equal to the delay of the radio link, i.e., (TCP segment
size/radio link capacity). Otherwisey-there will be no buffered segment and we can
express the total duration of receiving the ACKs in a round is equal to T,,;,. Define
Tonin the round trip time (RTT) when no segment be buffered in the queue of the
RNC. For example, in Fig. 4.5, the CWND size of the first round is smaller than the
pipe capacity P, and the duration of the first round is equal to 7},;,. Thus, in i — th
block, there are (P, — (P, + Q;)/2 + 1) rounds have CWND size smaller than the
link capacity and ((P, + Qn) — Pn + 1) rounds have CWND size larger than the link

capacity. Thus, we can express T} as
7. = A+ (P.— (P+Q)/24+ 1) X Trin, - (4.6)

where

2 Ly,

A Bt (Bt Q)P+ Q) =Pt 1) S
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(2Ph+Q;)(Qh+1) y Lﬁh . (4.7)

Denote R; the estimated allowable transmission rate after 77. We can express R as
Ry = Ny xS/Ty . (4.8)

In the (i + 1) — th block of Fig. 4.5, we have
W, = Wiyn = Po+Qn . (4.9)

Let Ny be the received number of the ACKs and 75 be the duration in the (i+1) —th
block. Substituting (4.9) into (4.2), we can obtain Ny as

(P +Qn)/2+ Py 4 Qn) (P + Qn — (P 4+ Qn)/2+ 1) . Ph+Qh/4 10
(4.

N —
2 2 9 )

There are (P, — (Pn + Qp)J2 + Lpmouwnds have CWND size smaller than the link

capacity. Therefore, we can express 15.as
T = A+(Ph—(Ph+Qh)/2+1) XTmm . (411)

Denote R, the estimated allowable transmission rate after (i + 1) — th block,

we can obtain Ry as

NQ xS
Ry = . 4.12
, = 22 (@12

In the following, we discuss the FATRE scheme performance in Tr. In Fig. 4.2

during T, we have
VVi—l - Ph + Qh7 (413)
and

W, = P+Q . (4.14)
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Now we derive TF in the falling edge. Denote Ng the number of received ACKs
in the i — th block. In the case of ((P, + Qp)/2 < P,), we can express Np as

N = (Bt QI2E R+ QL Q= (Bt Q24D | Pt Quy

Because there are (P, — (P, + Qp)/2 + 1) rounds have CWND size smaller than pipe

capacity. Therefore, we obtain Tr as

Tr = D+ (P~ (Bt @Qn)/2+1) X T, (4.16)
where
p_ B+HA+QNP+Q) R+ S
— 5 -
R r)@ixy, S
- 9 ~ fl . (4.17)

In the case of ((P, +Qg)/2 > B)-as shown in Fig. 4.6, because the congestion
will occur in the first round of the 7 —th block, the TCP block has only one round
and the marked ECN bit is i the (2P, — th) packet. Thus, we have

Np = (P+ Q)+ (Pn+Qn)/2, (4.18)
and
S
Tp = (PZ+QZ+(Ph+Qh)/2)Xf : (4.19)
1
Denote Rp the estimated allowable transmission rate after Tr. We can express
Rp as
N S
Rp = —EX2 (4.20)
Tr
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4.3.2 Link Utilization and Congested Data

The source adjusts the transmission rate according to the report of the previous block
by the FATRE scheme. Therefore, in Fig. 4.5, the source rate in the block (i) and
(i+1) is equal to Rp and Ry, respectively. Let Ty and T}, are the duration while the
air link data rate is equal to Lj and L;, respectively. Denote W the wasted the air

link capacity in a period of Ty + T1. We can express Z as
Z =Ti(L,— Rp)+To(Lp — Ry) + (Ty —Th — T3)(Ly, — Rs). (4.21)
Denote B as the offered channel capacity in the Ty and T7,. We can obtain B as
B=Ly,xTyg+ L xTy . (4.22)

Denote p the link utilization in‘a period of 7'y + T7,. Then, p can be written as

B -7
A 4.9
p i (4.23)

Next, define the congested.data<(€') as-the the transmitted bits exceeding the
link capacity. During the delay interval T in the falling edge, the source transmits
at a rate of Ry, which is higher than the wireless link bandwidth L;. Thus, during

Tr, C is equal to
The congested data will be buffered in the queue, thereby, increasing the end-to-end

delay.

4.3.3 The Relation between Queue Capacity, p and C

Based on (4.23) and (4.24), we can plot the relation between queue capacity, p and

C. Figure 4.7 shows the relation between queue capacity and link utilization. In
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Figure 4.7: The link utilization is a function of queue capacity.
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the figure, the size of TCP segment is 1000 bytes; L; = 400 kbps; L; = 800 kbps;
Tnin = 100 msec; queue capacity = (queue factor) x (air link data rate) X (Toin)-
For example, if we choose the queue factor=0.9, the queue capacity is equal to 0.9 x
800 kbps x 100 ms = 72 kbits and 0.9 x 400 kbps x 100 ms = 36 kbits for the air
link data rate is equal to Lj, and L;, respectively. Figure 4.7 shows when queue factor
decreases from 0.7 to 0.4, the link utilization decreases only 1.5%. On the other hand,
Fig. 4.8 shows the relation between the queue capacity and congested data. When
queue factor decreases from 0.7 to 0.4, the congested data decreases about 80 kbits,
i.e. 14%. Thus, compared to the queue factor = 0.7 and 0.4, one can know that
it is possible to reduce congested data (14%) at the only cost of slightly lower link

utilization reduction (1.5%).

4.4 Numerical Results

4.4.1 Analysis Validation

We first validate the analytical formulae of estimation latencies T and T by using the
NS2 simulator [28]. The system is set up as in Fig. 4.1. According to performance
requirements specified in a rate adaptive wireless communication system, i.e., the
WCDMA system [20], the basic video phone services requires a link bandwidth of
128 kbps and the enhanced video phone services requires 384 kbps of link bandwidth.
Thus, in our simulations, we set L;=128 kbps and L;,=384 kbps. Assume that the
link bandwidth varies every 10 seconds. Let the TCP segment size be 1000 bytes,
the round trip delay of the wired link be 100 ms, and the delay of the radio link be
10 ms. We use the continuous bit rate (CBR) source in the NS2 simulator to model
the real-time video source. The CBR can adjust the source rates according to the

estimated allowable transmission rate from the transport layer. Fig. 4.9 show that
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Figure 4.9: The analytic and simulation results of the FATRE scheme.
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the analytical results of T and T in (7) and (11) are close to the simulation results.

4.4.2 Performance Comparison of the TFRC and FATRE

Scheme

Figure 4.10 compares the simulation results using the FATRE method and the legacy
TFRC method. The simulation setup is similar to Fig. 4.9. From the figure, we
find that the FATRE scheme can follow the rate change of the rate adaptive wireless
system much better than the TFRC method. Thus, in the raising edge, the FATRE
scheme has better link utilization and in the falling edge, the FATRE scheme can
reduce the congested data.

Table. 4.1 summarize performance results of the TFRC and FATRE schemes
obtained in Fig. 4.10. One ean see that the FATRE scheme can improve 11 % of
link utilization over the TFRC method. In the meanwhile, the congested data of
the FATRE method is reduced from 626 kbits:to 421 kbits compared to the TFRC
method. The performance improvements-of the TFRC method comes from the smaller

estimation latency.

Table 4.1: Comparison of link utilization and congestion data of the TFRC and
FATRE scheme.

p(%) | C(kbits)
TFRC 73 626

FATRE | 84 421
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4.5 Conclusions

In this chapter, we have propose a fast allowable transmission rate estimation (FA-
TRE) scheme for source rate adjustment in rate adaptive wireless communication
systems with dedicated link method. The proposed FATRE mechanism can esti-
mated allowable transmission rate and notify the source quickly, thereby increase
the link utilization and decrease the end-to-end delay in the application layer. We
have analyzed the key parameters in the FATRE scheme, including the estimation
latency, link utilization, and congested data. From the analysis, we show the flexible
queue capacity control can be used for the tradeoff between link utilization and con-
gested data. By the NS-2 simulations, we demonstrate the that the FATRE scheme
outperforms the legacy TCP-Friend Rate Control (TFRC) method with better link
utilization and fewer congestedidata. Theimpact of loss of the ECN bit in the wireless

on the proposed FATRE method is one ofiinteresting research topics in the future.
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CHAPTER 5

Concluding Remarks

There are two major contributions in the thesis. First, we suggest a TCP-physical
cross-layer equation-based buffer management mechanism, called the explicit rate
change notification (ERCN). The ERCN mechanism can flexibly control the queue
capacity for the tradeoff between throughput and delay in the TCP layer. Second, we
propose a fast allowable transmission rate.estimation (FATRE) scheme for the source
rate adjustment in rate adaptive wireless,systems with dedicated link method. The
FATRE scheme improves handwidth utilization and has fewer congested data than
the legacy TCP-friendly rate control (TERC)'in rate adaptive wireless systems. This

thesis discuss the following research topics:

1. For buffer management issues, we propose a TCP-physical cross-layer equation-
based buffer management mechanism, called the explicit rate change notification

(ERCN).

2. Analyze the relation between the bandwidth of the physical layer and the maxi-
mum queue capacity of the TCP layer.

3. Derive a closed-form expression for the average throughput in terms of average

number of buffered segments, queue delay and channel capacity.

4. For source rate adjustment issues, we suggest a fast allowable transmission rate

estimation (FATRE) scheme .



5. Derive closed-form expressions for bandwidth utilization and the congestion data
over the link capacity in terms of packet size and channel capacity in the FATRE

mechanism.

5.1 An Equation-Based Bandwidth-Aware Buffer
Management for TCP Congestion Control in
Rate Adaptive Wireless Systems

In Chapter 3, We derive a closed-form expression for the average throughput in terms
of average number of buffered segments, queue delay and channel capacity. The
analytical model shows that we can flexibly control the queue capacity for the tradeoff
between throughput and delay. Thus, in the chapter, we suggest a TCP-physical
cross-layer equation-based- buffer management mechanism, called the explicit rate
change notification (ERCN). By the simulation results, we demonstrate that the
proposed ERCN scheme can used for the tradeoff between throughput and delay. In
addition, the ERCN can also improve the delay jitter of TCP layer.

5.2 A Fast Allowable Transmission Rate Estima-
tion for Source Rate Adjustment of Applica-
tion Layer in Rate Adaptive Wireless Systems

In Chapter 4, based on the difference of contention-based and dedicated link wireless
system, we proposed the FATRE scheme. In the chapter, we derive closed-form
expressions for bandwidth utilization and the congestion data over the link capacity

in terms of packet size and channel capacity. The analytic results is validated by

20



simulations and show that the FATRE scheme can improve bandwidth utilization

and decrease congestion data in rate adaptive wireless systems with dedicated link.

5.3 Suggestion for Future Work

The following topics are suggested to extend the current work for future research:

e The impact of loss of the ECN bit in the wireless on the proposed ERCN and
FATRE method.

e Derive the closed-form equation of the FATRE method while the rate change of

the wireless link and the ECN-marked do not occur in the same time.
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