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Multicast Routing and Wavelength Assignment in WDM

Networks

Student: Ming-Tsung Chen Advisor: Dr. Shian-Shyong Tseng

Department of Computer Science

National Chiao Tung University

Abstract

Because optical wavelength division multiplexing (WDM) networks are expected to be
realized for building up backbone in the near future, multicasting in WDM networks needs to
be addressed for various network applications.. This dissertation studies an extended routing
and wavelength assignment (RWA) probleém €alled: multicast routing and wavelength
assignment problem with delay constraint (MRWAP-DC) that incorporates delay constraints
in WDM networks having heterogeneous-light splitting capabilities. The objective is to find a
light-forest for a multicast whose multicasti cost, defined as a weighted combination of
communication cost and wavelength consumption, is minimal. An integer linear programming
(ILP) formulation is proposed to formulate and solve the special problem of MRWAP-DC,
MRWAP-DC-WWC. Experimental results show that using CPLEX to solve the ILP
formulation can optimally deal with small-scale networks. Therefore, we develop two
heuristics, Near-k-Shortest-Path-based Heuristic (NKSPH) and Iterative Solution Model
(ISM), to solve the problem in large-scale networks. Numerical results indicate that the
proposed heuristic algorithms can produce approximate solutions of good quality in an
acceptable time. This dissertation also investigates two special problems, URWAP-DC-SR
and MRP-DC-WWC-SR by two meta-heuristics ant colony optimization (ACO) and genetic

algorithm (GA). We compare the performance of the proposed algorithms with the ILP
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formulations. Solutions found by these meta-heuristics are approximately equal to those found
by the ILP formulations, and the elapsed execution times are far less than that demanded by

the ILP formulations.

Keywords: Multicast routing, wavelength assignment, multicast request, WDM network,
delay bound, light-tree, light splitting capacity, integer linear program, genetic algorithm, ant

colony optimization.
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Chapter 1 Introduction

1.1 Motivation

Due to the explosive growth of the Internet and bandwidth-intensive applications, such
as HDTYV, videoconferencing, and video-on-demand system, a new technology to provide
high-bandwidth transport is required. By the help of optical technologies and optical fibers to
provide an excellent medium for transmitting tremendous amount of data in the speed of fifty
terabits per second, the requirement can be realized by eptical networks which are a type of
high-capacity telecommunication networks..Among ‘the proposed network architectures,
WDM (wavelength division multiplexing). network" has undoubtedly become the solution
adopted in order to increase the capacity of long-haul wide area networks; furthermore, the
deployment of WDM networks has also recently been considered in the metro networks.
However, despite the fact that many commercially available systems are ready to be installed,
there are still many challenges that have to be resolved before WDM can be widely deployed
in the metro network environment.

Based on the attractive communication bandwidth in WDM networks, many new
network applications are inspiring new communication models in which multicast is an
important communication of a point to multipoint to distribute multimedia content (or data).
Several commercial protocols including synchronous digital hierarchy (SDH), synchronous

optical network (SONET), asynchronous transfer mode (ATM), and internet protocol (IP), are
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investigated to implement them in WDM network. These protocols form a WDM protocol
stack. The preliminary requirement in these protocols is how to find a route and how to assign
one or more wavelengths to all links in the route such that the data will be sent to all
destinations. The route is a set of transmission connections between two nodes and the union
of the connections can be viewed as a multicast tree. The problem of finding a multicast tree
and assigning wavelengths to transmit data is an important and interesting research topic in
transporting data. The multicast tree and assigned wavelengths may be determined in different
layer in the protocol stack; for example, in the protocol IP over WDM, they will be
determined in IP layer.

The problem of determining a multicast tree and assigning wavelengths to links in the
tree is called the multicast routing and wavelength assignment problem (MRWAP). In
previous research, the well known problem, routing. and wavelength assignment problem
(RWAP) has been shown to be NP-hard, where the RWARP is to find a light-path from a source
to a destination for each request and-assign-a-wavelengthto each link in the light-path for a set
of connection requests. Therefore, the -MRWAP ‘1s also NP-hard and expected to be
computationally challenging. Although the MRWAP has been studied since the 1990s in
traditional copper networks and since the 1999s in WDM networks, using different features
including network topology (ring, mesh, star, tree, or graph), the routers with or without the
capacity of optical wavelength conversion and with or without electric wavelength conversion,
the routers with or without light splitting capability, the multicast request being static or
dynamic, and different objective functions, will introduce different MRWAP instances in
WDM networks.

In WDM networks, deploying the light splitting capability and the wavelength
conversion capability to optical routers implies to demonstrate a WDM network in different

construction costs. Due to the sophisticated architecture of the routers with light splitting
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capability, using the routers with superior light splitting capacities to build a network is
usually more expensive than using those with inferior light splitting capacities or without ones.
Therefore, a WDM network with heterogeneous light splitting capabilities (WDM-He
network), in which the light splitting capacities of all routers could be different, can better
reflect the real-world requirement.

For the new network applications, such as videoconferencing and video-on-demand
system, to guarantee video and audio signals to be efficiently transmitted in interactive
multimedia applications is very important. Therefore, transmission delays from a source to
each destination need to be limited under a given delay bound (value), where the delay bound
may be determined according to the degree of emergence, data priority, or application type of
the data. Delay bound constraints are thus realistic to reflect the demand about data
transmission in the future. A request with delay bound.dictates that it needs to be successfully
transmitted before its given delay .constraint.<is violated. To combine the real-world
requirements in constructing WDM-networks-and-transmitting requests, we will extend these
previous researches by adding delay bound constraints in WDM-He networks. The MRWAP
to route requests subject to delay constraints is denoted by MRWAP-DC. In this dissertation,
not only the MWRAP-DC is well formulated but also integer linear programming (ILP) and
two meta-heuristic, ant colony optimization (ACO), genetic algorithm (GA), and two

heuristics are proposed to explore different variants of the MRWAP-DC.

1.2 Contribution

The major contributions conveyed in this dissertation are outlined as follows:
(1) A new problem, MRWAP-DC, is defined and formulated.

(2) Variants of the MRWAP-DC including MRWAP-DC-WWC, URWAP-DC-SR,
3.



MRP-DC-WWC-SR, and MRWAP-DC-WWC-SR are studied.

(3) Four methods, ILP, GA, ACO, two heuristics (Near-k-Shortest-Path-based heuristic
(NKSPH) and Iterative Solution Model (ISM)), are proposed to examine the
MRWAP-DC-WWC, URWAP-DC-SR, MRP-DC-WWC-SR, and MRWAP-DC-
WWC-SR, respectively.

(4) In the ILP formulation, the formulation has been not only shown to find optimal
solution but also demonstrated by the CPLEX.

(5) A well-known simulation model is used to simulate these proposed methods. For the
different problems, the experimental results are conducted to compare GA, ACO,
and two heuristics with the ILP formulations. The statistics of the experiments reveal
that the proposed algorithms are effective as well as efficient.

(6) According to the problem lattice of the variants of MRWAP-DC, these proposed

methods may be refined to-apply to solve the.other variants.

1.3 Reader’s Guide

The remainder of this dissertation is organized as follows. In Chapter 2, the
characteristics of optical networks, multiplexing transmission systems, optical equipment,
evolution of optical networks, and multicast will be introduced. The introduction not only
gives an overview of what is the optical network but also helps us to understand that the
studied problems in this dissertation are reasonable. The preliminaries of routing and
wavelength assignment problem (RWAP) are given in Chapter 3. According to the number of
destinations required to be routed, the RWAP is divided into two types, unicast RWAP
(URWAP) and multicast RWAP (MRWAP). Previous research on the URWAP and MRWAP
will be surveyed. In the end of this chapter, a model of the RWAP will be proposed such that

the complexity and relationship among previous studies can be compared. The problems
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discussed in this dissertation can be represented by this model.

In Chapter 4, the MRWAP-DC will be formulated to define as a general problem.
Nevertheless, due to this generalization, the MRWAP-DC is hard to solve in an affordable
execution time. The variants, including the MRWAP-DC-WWC, URWAP-DC-SR, MRP-DC-
WWC-SR, and MRWAP-DC-WWC-SR, are special cases of the MRWAP-DC by setting the
request set to only contain single request, setting the multicast request to be a unicast request,
and setting the network without wavelength conversion. These variants will be explored by
different methods introduced in following chapters.

In Chapter 5, an ILP (Integer Linear Programming) formulation will be proposed to solve
the MRWAP-DC which is more difficult than the RWAP-DC due to the multicasting feature.
The tool CPLEX will be used to implement the ILP formulation. The simulation results
obtained by the ILP method will be.viewed as a baseline for the comparison with meta-
heuristics. Although the ILP model-can.'be deployed to find optimal solutions, the execution
time is not affordable for large-scale networks..Moreover, the MRWAP-DC exhibits much
more complicated structures; it is unlikely. to follow the ILP approach to produce optimal
solutions in an acceptable time.

Chapter 6 will address a design of ant colony optimization (ACO), which is a meta-
heuristic developed in early 1990s. The ACO uses natural metaphor inspired by the behavior
of ant colonies to solve complex combinatorial optimization problems for finding near-
optimal solutions. It has demonstrated significant strengths in many application areas, such as
the traveling salesman problem, graph coloring problem, quadratic assignment problem,
generalized minimum spanning tree problem, scheduling problems, and minimum weight
vertex cover problem. An ACO algorithm will be designed for the URWAP-DC-SR and
comparisons between ACO and ILP will be made. Therefore, our study will not only extend

the application areas of the ACO approach but also suggest a new viable method for coping
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with the complex optimization problems arising from the WDM domain

In Chapter 7, a genetic algorithm (GA) will be introduced for the MRP-DC-WWC-SR.
The set of possible solutions of the problem is the search space in GA. A solution in the
search space is called an individual whose genotype is composed of a set of chromosomes
represented by sequences of 0’s and 1’s. These chromosomes of individuals could dominate
phenotypes of individuals. Each individual is associated with an objective function value
called fitness. A good individual is the one that has a high or low fitness value depending
upon the problem’s goal as maximization or minimization. The strength of a chromosome in
the individual is represented by its fitness value and the chromosomes of the individuals are to
be carried to the next generation. A set of individuals with associated fitness values is called
the population. This population at a given stage of GA is called a generation. The best
individual was found in each generation at which the.individual with that best fitness value
was discovered. The general GA proceeds to include five basic operations, individual coding,
selection/reproduction, crossover, mutation,—and.replacement. A GA algorithm will be
developed to solve the MRP-DC-WWGEC-SR. We will compare its performance with the ILP
model.

For routing a set of requests in a large-scale network, where the network provides more
wavelengths, more requests are issued and the requests have enormous destinations, the ILP,
ACO and GA are all time—demanding in solving the MRWAP-DC or the UEWAP-DC. In
Chapter 8, two efficient heuristics, Near-k-Shortest-Path-based Heuristic (NKSPH) and
Iterative Solution Model (ISM), will be proposed to find feasible approximate solutions.
Based on the k-shortest light-paths between the source and each destination, NKSPH can find
near optimal solutions and reduce the failure opportunity by using the adjustment in the value
of k according to the execution time, where increasing the value of & will enlarge the

searching space but provide a better opportunity of reaching the optimal solution. Conclusion
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and future work will be given in Chapter 9 to make a summary and review about these
proposed methods. In this chapter, we will outline several works worthy to research further
including extending the proposed methods to solve the other variants, relaxing these integral
variables in the ILP formulation to be real variables to become a relaxed-ILP formulation, and

introducing simulated annealing (SA) algorithm.



Chapter 2 Overview of Optical Networks

Apart from providing high transport capacity at low costs (approximately $0.3 per yard),
optical fibers has low bit error rate (received fraction in error is approximated to 1074,
compared to 10 in copper cable), low signal attenuation (0.2 decibels per kilometer, 0.2
dB/km), low signal distortion, low power requirement, low material, small spatial requirement,
and high immune to interference and crosstalk in the view of material characteristic. Based on
optical technologies, different optical equipments are developed to provide the functions of
signal generating, signal regenerating, signal shaping, adding/dropping signal, wavelength
splitting, multiplexing, and wavelength conversion. By the exploration in the transmission
bandwidth and coordination in optical equipments, different types of optical networks are
demonstrated; for examples, point-to-point optical network, Gigabit Ethernet, broadcast-and-
select network, linear lightwave networks, and wavelength routing network. A good survey on
growth of optical networks can be found in [10]. In this Chapter, the characteristics of optical
networks, multiplexing transmission system, optical equipments, evolution of optical
networks, and multicast are introduced. The introduction not only gives an overview of

optical networks but also justifies the problems studied in this dissertation.

2.1 Characteristics of Optical Networks

Compared with traditional networks in which data is converted to electrons to travel
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through copper cable, data in optical networks is converted to bits of light called photons and
then transmitted over optical fibers. Optical networks provide faster transmission than
traditional networks because photons moving in a fiber do not affect the others and are not
affected by stray photons outside the fiber. An essential optical network is shown in Figure 2-
1. Four elements including optical transmitter, optical fiber, signal regenerator, and optical
receiver are required. The optical transmitter consists of a modulation circuit for coding input
electric signal and a driver circuit to drive light source (LED, Light Emitting Diode, or laser)
to produce a beam of light. That is, electrical binary information will be modulated into a
sequence of on/off light pluses, and then they will be transmitted into the optical fiber. The
light beam will become attenuant in a long transmission; thus, the signal regeneration will
amplify the power of the beam. When the signal pluses are propagated to the receiver, they

will be demodulated back into electrical signal.
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Figure 2-1: Essential optical network

Optical fiber consists of three parts, core glass, cladding glass, and plastic jacket. Due to
the characteristic, the code glass with a higher index of refraction than the cladding glass, a
ray of light from the core glass approaches the surface of the cladding glass will result in

reflection which partial ray is reflected back into the core glass and refraction which partial
9.



ray go through the surface of the cladding glass. When the incident angle is less than a
specified value, refraction will not occur such that the ray of light is completely reflected back
into the core glass. It is called fotal internal reflection. Using total internal reflection in optical
fibers, a ray can be propagated at the core glass over a long distance in low signal attenuation.
Because indexes of refraction for different wavelengths are different, the indecent angle to
produce total internal reflection will be different for rays with different wavelength. A mode is
defined as a ray of light that enters an optical fiber at a particular angle. According to the
number of modes provided in an optical fiber, optical fibers are classified into two types,
multi-mode and single-mode. Multi-mode fiber whose code glass will be 50 microns or so
allows multiple modes of light to propagate through the fiber. Single-mode fiber whose code
glass will be 8 microns or so allows only one. Multi-mode fiber uses LED as the light-
generating device, while single-mode fiber generally uses laser.

The photons transmitted in optical fibers will be.affected by attenuation and dispersion.
Attenuation, which is the loss of signal power-propagated over some distance and computed
as 10/og,mnsmitted powerfreceived powen)y 13 mite-the maximum transmitted data rate or bandwidth
capacity, and maximum distance. Attenuation is primarily caused by three factors; (1)
scattering of light from molecular level irregularities in the glass structure; (2) light absorbed
by residual materials, such as metals or water ions [8], within the core glass and cladding
glass; and (3) light leakage due to bending, splices, connectors, or other outside forces.
Dispersion, which is time distortion of an optical signal that results in pulse broadening,
causes a waveform to become significantly distorted and can result in unacceptable levels of
composite second-order distortion. There are two dispersions, modal dispersion [70] and
chromatic dispersion [18], in transmitting signal in fibers. The two types can be balanced to
produce a wavelength of zero dispersion anywhere within the 1,310 nm to 1,650 nm. In order

to overcome attenuation and dispersion, electrical or optical signal regenerators (repeaters) are
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used to amplify the power of rays. Apart from amplifying signal power at full wavelength
simultaneously, the function of operation in amplification can be classified into signal
reshaping and signal reclocking. The former reproduces the attenuated signal by reshaping the
plus shape of each bit and eliminating noise. The latter reproduces the attenuated signal by
synchronizing the signal to its original bit pattern and bit rate. Three types of signal
regenerators are implemented to provide the corresponding operations: 3R (including signal
reshaping and signal reclocking operations), 2R (only including signal reshaping operation),

and 1R (simple generator without signal reshaping and signal reclocking operations).

2.2 Optical Multiplexing Transmission System

The way to exploit the fiber’s hugesbandwidth is to introduce concurrency among
multiple user transmissions. The coneurnency may be provided according to wavelength, time
slots, or wave shape, and thus the technologies of wavelength-division multiplexing (WDM),
optical time-division multiplexing (O-EDM), and optical code-division multiplexing (O-CDM)

are developed to provide flexibility.
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Figure 2-2: WDM for three wavelengths

For a signal transmitted in a wavelength which corresponds to an end user operating at
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electric speed, the WDM provides the function in which each signal is modulated and several
signals will be combined and transmitted simultaneously in a same optical fiber. As shown in
Figure 2-2, three user’s terminal equipment can be multiplexed on the same fiber. WDM
systems are popular with telecommunications companies because they allow them to expand
the capacity of the network without laying more fiber links. According to market segments,
WDM systems are divided into dense and coarse WDM. Systems with more than eight active
wavelengths per fiber are generally considered Dense WDM (DWDM) systems; otherwise,
they are classified as coarse WDM (CWDM). Since DWDM is more expensive than CWDM,
DWDM tends to be used at a higher level in the communications hierarchy.

O-TDM is a technique used to increase the bandwidth of a single wavelength channel. In
O-TDM, communication channels are assigned based on time slots in a frame. Incoming
electronic data is imprinted upon the.pulse stream via an electro-optic modulator. Thus, the
time-multiplexed data can be encoded.inside a_.sub-nanosecond (ns) time slot. Many such
timeslots are time-interleaved into 'a frame format, sent through the optical fiber, and
demultiplexed at the receiver. Under O-TDM, each end-user should be able to synchronize to
within one time slot.

The basic concept of O-CDM is found from spread-spectrum communication technique
[58], which is a means of transmission, where the signal occupies a bandwidth in excess of
the minimum necessary to send the information; the band spread is accomplished by means of
a code that is independent of the data, and a synchronized reception with the code at the
receiver is used for dispreading and subsequent data recovery. O-CDM provides a class of
new multiplexing techniques extending the technique of CDMA (code-division multiple-
access) [73]. In O-CDM, each data in channel is encoded with the specific code such that only
intended user with the corrected code can recover the encoded information. The selection of

the desired signal from among all of the other signals on the channel is based on matched
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filtering. The output of the optical decoder is the correlation between the input signal and the
matched filter. Thus, a proper choice of optical codes allows signals from all connected
network nodes to be carried without interference between signals. Therefore, simultaneous
multiple access can be achieved without complex network protocols. In sum, O-TDM and O-
CDM are relatively less attractive than WDM, and then WDM is the current favorite

multiplexing technology for long-haul communications in optical communication networks.

2.3 Optical Equipment

For a single-mode fiber whose potential bandwidth is nearly 50 Tb/s, the data rate is
nearly ten thousand times of electronic data rates of a few gigabits per second (Gb/s) in
traditional network using copper fiber. Because: end-user’s equipment operates at electronic
rate and the optical signals are transmittedyin media (optical fibers) at optical data rate, the
effort should be elapsed to tap into this huge mismatch of data rate between optic and electron.
In the past years, there are several ‘optical equipments are developed such that the optical
networks can provide more bandwidth and complexity. Erbium-doped fiber amplifier (EDFA),
wavelength add/drop multiplexer (WADM), and optical wavelength crossconnect (OXC) are

significant equipment.

A conventional repeater puts a modulated optical signal through three stages: (1) optical-
to-electronic conversion, (2) electronic signal amplification, and (3) electronic-to-optical
conversion. The three stages usually are abbreviated to OEO conversions. The repeaters limit
the bandwidth of the signals that can be transmitted in long spans of optical fiber. Eliminating
complex and inefficient OEO conversion, an Erbium-doped fiber amplifier (EDFA) is an
optical repeater that amplifies a modulated beam directly without OEO conversions. The

device uses a short length of optical fiber doped with the rare-earth element erbium. When the
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signal-carrying beams pass through this fiber, external energy (called optical pump laser) is
applied to energize the erbium irons. Because the light beams carried by a fiber are attenuated
as they travel through the material, this necessitates the use of repeaters in spans of optical
fiber longer than about 100 kilometers. Using EDFA, the WDM networks will provide the
way of amplifying all wavelengths at the same time to increase the realizable bandwidth and

transmitting distance.
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Figure 2-3: Wavelength'add/drop multiplexer (WADM)

While EDFA and WDM technology is used to provide a large scale network in which
two nodes may be connected in more than 300 kilometers distance, it is necessary to drop or
to add some traffic at internal nodes. Based on the requirement, the wavelength add/drop
multiplexer (WADM) can be realized by using demultiplexers, switches, and multiplexers.
For example, the WADM with three wavelengths shown in Figure 2-3 requires a
demultiplexer, three 2x2 switches (one switch per wavelength), and a multiplexer. Two
statuses, ‘bar‘ state and ‘cross’ state, are respectively provided the function of the signal on
corresponding wavelength passing through the WADM, and the function of the signal on the

corresponding wavelength being dropped locally and another signal being added to the same
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wavelength at the WADM. In Figure 2-3, because switches S; and S3 are in “cross” status, the
signals in 4; and A3 will be added/dropped in the WADM. Using the WADM, the unusable

signals will be dropped such that the user’s signals can be added to the data beam to transmit.

When a wavelength is used to carry user’s signals, the data will be switched from a
specified input port to a specified output port in the same wavelength. It is not realistic to
require that the same wavelength is occupied from the source node to the destination node.
This type of switch is incapable of converting the data from one wavelength to anther one;
otherwise, the switch must have the capability of wavelength conversion [63] and it is called a
OXC with wavelength conversion shown in Figure 2-4 which includes two input ports and
two output ports to connect two input fiber links and two output fiber links with three
wavelengths. Using appropriate fiber interconnection devices can provide the flexibility of
routing signals between different wavelengths: For providing the capability, several pulses
generated to convert the wavelength will give rise to transmission delays. In earlier research
[75], the delayed-interference signal-wawvelength-conyerter (DISC) was proposed to provide
3.8-THz-shifted (from 1530 to 1560-nm) by’ generating more than 14-ps-long pulses.
Recently, 40Gb/s all-optical wavelength converters comprising an SOA (semiconductor
optical amplifier) and a plus reformatting optical filter were demonstrated in [44]. The pulses
are generated or reformatted and thus cause delayed transmission. Although eliminating
wavelength conversion capability can significantly reduce the cost of constructing a switch, it
may result in reduction of network efficiency because the same wavelength must be available
on each link of the constructed route. Therefore, it may be more realistic to construct switches
with wavelength conversion. Deploying a part of switches with wavelength conversion in
networks can be a viable alternative to balance the installation cost and efficiency. Networks

of this type are called a WDM network with sparse wavelength conversion.

-15-



ﬂ‘l > /12 > /?'3 & Optical

Switch

4

Optical
Switch

Ao, A 4 Ay,

Optical
Switch

A

3

XOA

UK

XN

XN
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2.4 Evolution of Optical Networks

In multi-mode fibers, different wavelengths can be propagated in a certain distance.
Different optical networks implementing different technologies and architectures are
demonstrated in the evolution of opticalsfietworks. Since optical fibers had been manufactured
in 1970s, a variety of optical networks have' come into existence to replace traditional
networks using copper cables. Optical networks. can be classified according to different
criteria. According to network topology, they can-be'ring, mesh, or star. Ring topology is
superior to mesh topology in many ways: (1) the number of rings increases linearly with the
number of nodes, (2) fault tolerance, (3) load sharing, and (4) reduced load at the router and
no need for buffering. According the number of hops in optical networks, they are classified
into single-hop networks and multi-hop networks. Nevertheless, according to evolution of
optical networks, there are three generations in the trend of optical network development. The
first generation started when fibers were chosen to replace copper media. The second
generation emerged by providing network functionality by electronics. The third generation
demonstrated in 1999 was intelligent optical networks to provide the capacity of routing and
signaling for optical paths.

Optical transmission was first introduced in the first generation. Data signals must be
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converted between optical and electronic equipment and the protocols used in copper-based
network are still deployed. Due to the burden of OEO conversions, only a small fraction of
bandwidth, less than 0.1 percent, is utilized. FDDI (Fiber Distributed Data Interface) and
Gigabit Ethernet are two major products in this generation to provide 100~200 Mb/s and
1~10Gb/s bandwidths.

Breakthroughs in technologies of WDM and EDFA, the second generation networks
exploit the bandwidth of optical fibers by traditional electric network equipment, such as
switches, amplifiers, and so on. The broadcast-and-select network (BASN) [28] is a
representative product which consists of a passive star coupler (PSC) and connected nodes to
form a star-like network. Each node equipped with one or more fixed-tuned or tunable optical
transmitters and one or more fixed-tuned or tunable optical receivers. Each transmitter in each
source node will be tuned to use a‘different wavelength such that all the signals are
transmitted simultaneously to PSC.=All transmitted signals will be combined in the PSC, and
then broadcasted to all nodes. All destination-nodes will tune their receivers to the corrected
wavelength such that the signals propagated in'the wavelength will be received by the
receiver. The requirement of fast tunability is required in transmitters and receivers. Because
each transmission in BASN needs to be broadcasted to all other nodes, not only most of the
transmitted power is wasted on receivers but also the number of transmitted messages is
limited by the number of wavelengths in the network. Therefore, although BASN is suitable
for local or metropolitan area networks, it is not suitable for wide area networks.

The third generation is wavelength-based routing networks that are presented as a
scalable alternative by the help of optical WADM and optical crossconnecter (OXC) [84]. To
avoid wastage of transmit power, channeling a signal from the transmitter of a source node to
the receiver of destination node along a restricted route is needed instead of letting it spread

out over the entire network as in BSAN. Therefore, at each intermediate node on the route,
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light coming in at one incoming port in a given wavelength is routed out of one and only one
outbound port by a wavelength router. Not only the need for traffic is groomed but also the
capacity gain provided by wavelength conversion is justified. In order to transmit signals
more efficiently, the problem of the virtual topology design for offline traffic environment and
the problem of finding a route and assigning a wavelength are imperative problems. By the
different technologies adopted to build wavelength-based routing networks, there can be
linear lightwave networks (LLN) and wavelength routing networks (WRN).

In LLN discussed in [3], nodes are classified into two types end nodes and routing nodes.
Routing nodes provide the function to multiplex and to demultiplex optical signals in
wavebands but not in wavelengths, where wavebands partitioned from lower attenuation band
(for examples, 1550 nm band) consist of a number or eight wavebands transmitted in fibers.
Each waveband can be partitioned into a number of wavelengths. End nodes provide the
function to multiplex and to demultiplex optical.signals-in wavelengths but not wavebands.
The objective of the architecture~is to.-provide_purely optical connections on demand,
supporting a high degree of flexibility, ‘ineluding user-chosen modulation formats (digital or

analog) and user-chosen bitrates (or bandwidths).

To build a more flexible multipoint optical network such that the signal can be routed
based on wavelength level, the wavelength routing networks (WRN) [70] is developed by
deploying optical wavelength crossconnect (OXC) in networks. Three problems in BASN,
lacking of wavelength reuse, power splitting loss, and scalability to WAN (wide area network)
can be resolved. Using point-to-point optical fiber links to connect input ports and output
ports in OXCs, a WRN with an arbitrary topology can be established and data can be rerouted
to other optical switches based on wavelengths. Data will be sent from one node to another
according to the wavelength-level connections that exist between every two consecutive

switches. A WRN which carries data without any intermediate OEO conversion is called an
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all-optical transparent WRN [8][70]. The type of optical networks deploying the WDM

technology is called WDM networks, including BASN, LLN, and WRN.

2.5 Multicast

To provide high bandwidth network communication, several commercial protocols
including synchronous digital hierarchy (SDH), synchronous optical network (SONET),
asynchronous transfer mode (ATM), and internet protocol (IP), are investigated to implement
them in WDM networks [74]. For example, in the protocol IP over WDM, the transmitted
data will be packeted based upon IP protocols. To provide more flexibility of services, various
existing protocols over WDM could be directly supported in wavelength channels.

Due to the attractive communication bandwidth in WDM networks, many new network
applications (distributed databases [9], ;replicated file ssystems [51], resource allocation in
distributed systems [26], distributed process management [13], distributed games [6],
replicated procedure calls [15], and teleconferencing.[55], and so on) are inspiring new
communication models, among which multicastis an important communication of a point to
multipoint to distribute multimedia content or data. In multicast, data will be sent from a
single source (transmitter) to multiple destinations (receivers) and the route of transmitting the
type of requests is tree-like structure called a multicast tree.

Multicast in traditional copper networks has been well studied since the 1990s.
Multicast Backbone (MBONE) [24], which can be seen as an overlay of the internet exploring
applications of multicast over IP layer by using the reliable multicast transport protocol
(RMTP) [57] for IP, is the first demonstrator. RMTP is used to reliability guarantee in
application development. For example, distributed databases which need to be certain that all
members of a multicast group agree on which packets have been received. The only service

demanded by RMTP from the underlying network is the establishment of a multicast tree
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from the sender to the receivers, where the multicast tree can be set up by multicast routing
protocols (such as, DVMRP [61], PIM [66], or CBT[5]). The function of RMTP is to deliver
packets from the sender to the receivers in sequence along the multicast tree, independent of
how the tree is created and resources are allocated. Roca, ef al. [77], gave an overview of
most of the directions taken by research in multicast research. Mir [52] gave a survey of
techniques, architectures, and algorithms for multicasting data in communication switch
networks.

Nevertheless, a realistic demonstrator of multicast in WDM networks seems in
development. For the protocol stack, multicast can be implemented at different layers; for
example, WDM layer, SDH/SONET layer, ATM layer, or IP layer. Three schemes, IP
multicast, Multiple-unicast (or IP multicast via WDM multicast), and WDM multicast for
multicasting data in IP over WDM networks, wereintroduced by Qiao et al. [62]. In IP
multicast, the multicast tree is constructed in the IP layer, and each node will make copies of
data and transmit each copy to each-successot-As.shown'in Figure 2-5 (a), v, is a branch node
to pass data to v3 and v4. Therefore, it is necessary to make a copy in vs, to send the copy to
passing through v, to v4. Because it requires OEO conversions of packing data at each router,
this scheme is not only inefficient but also unaffordable. To avoid these OEO conversions,
Multiple-unicast is proposed to construct a virtual topology consisting of a set of light-paths
from the source to all destinations, where the number of light-paths may equal the number of
destinations. Because data will only be copied in the source node, the transmission delay of
OEO conversion is still required. Besides, if some link is shared by more than one light-path,
each light-path would need a different wavelength for routing the data. As shown in Figure 2-
5(b), two light-paths, vi-v,-v; and v;-v,-v4, would need two different wavelengths A; and A,
because the link between v, and v, is shared. If each light-path requires one specific

wavelength, the wavelength consumption may become unaffordable. The WDM multicast
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scheme is thus proposed to reduce wavelength consumption.

(a) IP multicast scheme (b) Multiple-unicast scheme  (c) WDM multicast scheme

Figure 2-5: Three multicast schemes

To avoid making copies in the source node and sending a separate copy to each receiver
using different wavelength, light signals:need to be duplicated using optical splitters [53] or
tap [60] for providing multicasting in the WDM:layer; that is, WDM multicast is implemented
by using a multicast tree in the WDM layer, in which the root represents the multicast source.
Following the links in the multicast ttee, the same data'is transmitted only once on each link.
Nevertheless, the optical splitters make the switch architecture complex and also cause power
loss that requires optical amplifiers, but no OEO conversion is required and wavelength
consumption is thus saved.

In an optical network, a tap [60] is an optical device which taps a small amount of the
power of the signal from an optical fiber, and allows the signal to continue with negligible

power degradation. An n-way splitter [53] is an optical device which splits an input signal

among n outputs, but the power of each output will be reduced to 1 th of the original signal.
n

The ability to split the signal without the knowledge of the signal’s characteristics allows an
all-optical network to realize multicasting without the need for buffering. Therefore, all-

optical networks are much more powerful than electronic networks in which store-and-
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forward is necessary to achieve multicasting. In general, a node implementing optical splitter
is called an MC (multicast capable) node as introduced in [62]; otherwise, it is called an M/
(multicast incapable) node. For a multicast tree, if each branch nodes with more than two
outbound links to connect the other nodes is an MC node, the multicast tree will be a light-
tree [67]. Because the split signals can be transmitted by links to other nodes concurrently,
locating an MC node for routing data to several destinations would have significant
wavelength saving over multiple-unicast. To describe the splitting capacity, the light splitting
capacity of a node is used to indicate the maximum number of split signals at an output port.
The light splitting capacity of an MC node (respectively, MI node) is greater than
(respectively, equal to) 1. As shown in Figure 2-5(c), since v, is an MC node, only wavelength

Ay 1s required for routing data to v; and v4 and wavelength A, can be saved.
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Chapter 3 Preliminaries of Routing and Wavelength

Assignment Problem

To demonstrate the applications in WDM networks, several issues consisting of topology
design (employing OXC, optical fiber, generator, and so on) and reconfigure, routing and
wavelength assignment, multicast routing and wavelength assignment, traffic grooming, and
[P-over-WDM need to be investigated. In this chapter, preliminaries of routing and
wavelength assignment problem (RWAP) are .antroduced. According to the number of
destinations required to be routed to, the:RWAP-is divided into two types, unicast RWAP
(URWAP) and multicast RWAP (MRWAP). Besides, relevant research into the URWAP and
MRWAP are surveyed. In the end of this chapter, an RWAP model is proposed such that the
relationship to previous studied problems can be compared. The problems discussed in this

dissertation can be demonstrated using this model.

3.1 Routing and Wavelength Assignment Problem (RWAP)

In optical networks, the traffic is usually grouped into sessions, and a session is a
workstation engaged in specified activity which requires data transmission, which can be
classified into two types, one-to-one (unicast) and one-to-many (multicast). A session can be
described by an ordered pair (s, D), where s is the source (a ‘send’ workstation from which

data is transported) and D is a set of destinations (‘receive’ workstations to which data is
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transported). According to the number of destinations in D, m = |D|, the activity is unicast
when m = 1; otherwise, it is multicast. In order to complete each session successfully, how to
construct a route and assign wavelengths to each link in the route is an important and
interesting research topic. The problem is called the Routing and Wavelength Assignment
problem (RWAP) that has been shown to be NP-hard [14]. Preliminarily, RWAP can be
partitioned into two sub-problems: (1) routing problem (RP) — discussing the way to find the
route of transmitting one or more sessions and (2) wavelength assignment problem (WAP) —
discussing how to assign wavelengths to the links in the fixed or given routes.

In general, the features in WDM networks include network topology (ring, mesh, star,
tree, or arbitrary graph), the routers with or without the capacities of optical wavelength
conversion or electric wavelength conversion, the routes with or without light splitting
capability. Different variants of RWAP will be issued from discussing the WDM networks
with different features. In RWAP, the requirement-which-establishes a session for transmitting
data is called a (connection) request. Typically,-requests-can be static or dynamic, depending
on whether they are known in advance or-not. The RWAPs for discussing static requests and
dynamical requests are called a static RWAP and a dynamical RWAP, respectively. Besides,
different objectives will result in different methods or algorithms proposed to examine these
RWAPs.

For the entire set of given static requests, the static RWAP is to set up routes for these
requests while minimizing network resources (such as the numbers of links and wavelengths).
Alternatively, the objective can also be to set up as many of these connection sessions as
possible for a given network topology. It is worthy to node that the goal is usually to predict a
long-term traffic requirement among routers in networks. Nevertheless, dynamic multicast
requests arrive at the network one by one in a random way. It is necessary to tear down some

connected route and establish new routes in response to the traffic change in the network.
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Unlike static RWAP, dynamic RWAP must be processed online and responsively when a new
request arrives. The algorithms for dynamic RWAP usually perform more poorly than those
for static RWAP due to no information about network status and the requirement of short
response time. The objective is usually to minimize the amount of connection blocking or the
number of connected links in the route, or to maximize the number of connection sessions that
are established in the network at any times.

Nevertheless, according to the variation between routes in unicast sessions which can be
carried on a light-path and routes in multicast sessions which can be carried on one or a set of
multicast trees, the studies on RWAP can be classified into unicast RWAP (URWAP) and
multicast RWAP (MRWAP). Because the variation of routes is more significant than the
variation of connection requests (static requests vs. dynamical requests), the preliminary of

RWAP will be introduced with unicast.Session and multicast session.

3.2 Unicast RWAP (URWAP)

Because a unicast session can be carried 'on a light-path, the URWAPs are known as the
Static Light-path Establishment (SLE) problem or the Dynamical Light-path Establishment
(DLE) problem for the static and the dynamical connection requests. RWAP needs to follow
the wavelength-continuity constraint that the wavelength used in the input port in a router is
the same as that used in the output port. Based on the constraint, two integer linear program
(ILP) formulations were proposed in [40][64] to maximize the number of established
connections for a fixed number of wavelengths and a given set of unicast requests. A new ILP
formulation [54] can be used for networks without wavelength conversion and easily
extended for networks with sparse wavelength conversion. In [54], a dynamic and
stochastically varying demand model which takes into account the effect of the uncertain

future demands and availability of resources. The scenario of the demand model is considered
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as follows: (1) a set of unicast requests is first required to be established (static traffic); (2)
additional unicast requests arrive randomly one a time and are assigned routes and
wavelengths without rerouting the existing light-paths; (3) unicast requests are terminated
randomly as well. However, since the number of wavelengths is limited, some of the unicast
requests will be blocked. Assuming that there is a penalty associated with blocking a light-
path, the goal is to minimize the expected value of the sum of the blocking penalty. A survey

of URWAP can be found in [43].

As the wavelength-continuity constraint is removed by the use of wavelength converters
[84], network blocking performance is reduced, wavelength reuse is increased, higher loads
are supported, and network throughput is enhanced. The benefits of wavelength conversion
provided in WDM networks were introduced,in [38]. Due to the complexity of wavelength
converters, wavelength converters rémain expensive such that it may not be economically
viable to equip all the routers in 2 WDM network with these devices. Two architectures,
share-per-node and share-per-link, were propoesed-for switches sharing converters in [42]. In
the share-per-node structure, all converters at the ‘switching node are collected in a converter
bank, where the converter bank is a collection of a few wavelength converters which can
convert any input wavelength to any output wavelength. In this architecture, only the
wavelengths which require conversion are directed to the converter bank and converted
wavelengths are then switched to the appropriate outbound link by the second (small) optical
switch. In the share-per-link structure, each outbound link is provided with a dedicated
converter bank which can be accessed only by those light-paths traveling on that particular
outbound fiber link. Yoshima, ef al. [83] proposed and demonstrated a packet-based optical
multicasting. In this paper, an optical code (OC) label in the packet header combined with

multicast-capable packet switch enables packet-based optical multicasting.

Therefore, it may be possible that a subset of routers have wavelength conversion,
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wavelength converters are shared by more than one links, or the wavelength converter with
limited wavelength conversion that the parts of wavelengths can be converted, where the
former is usually called sparse wavelength conversion. The problem of designing a WDM
network with limited wavelength conversion was introduced by Iness et al. [31]. The effect of
sparse wavelength conversion on connection blocking was examined in Subramaniam et al.
[72]. Optimal placement of limited wavelength converters in mesh networks and arbitrary
networks was discussed in Arora [2] and Iness [32][60], respectively. For the placement of
full wavelength converters and the placement of limited-range converters introduced in Yates
[82], Houmaidi and Bassiouni [30] who developed the HYBRID algorithm by extending the
k-MDS algorithm, which is used to select the best set of nodes that will be equipped with full-
conversion capability. Ho and Lee [29] proposed a dynamic algorithm to minimize the
number of wavelength translations in WDM networks'with full-range converters and in WDM
networks with limited-range converters. A hybrid algorithm based on the combination of
mobile agents technique and genetic algorithin-was proposed by Lei and Jiang [43] to explore
the dynamic RWA problem in WDM networks. .with sparse wavelength conversion. Using
mobile agents to cooperatively explore the network states and to continuously update the
routing tables, the hybrid algorithm determined the first population of routes for a new request

based on the routing table of its source node.

3.3 Multicast RWAP (MRWAP)

For the multicast session, the routing problem which explores the way to find a multicast
tree is usually called a multicast routing problem (MRP) [3][38][81]. For the case that the
route is fixed or given, how to assign wavelengths to links in the route is called a multicast
wavelength assignment problem (WAP) [17][25]. The problem of combining MRP and WAP

is called a multicast routing and wavelength assignment problem (MRWAP) [1][12][33][45]
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[46][47][[50][67][68] [71]]84][85]. Although the MRP in IP networks has been well studied
[71[34][36][37] and efficient multicast routing algorithms or protocols [28][79] have been
developed in use for many years, a commercial algorithm or protocol used in WDM layer
seem in development. However, several algorithms or heuristics have been proposed to
explore the MRWAP.

In previous research, Ali and Deogun [1] have investigated the MRP in networks
employing tap-and-continue switches which have limited multicast capabilities. Liang and
Shen [46] have investigated the problem of finding minimum-cost for traversing a link on
some wavelength and for wavelength conversion when the path has to switch to a different
wavelength at some nodes. Sahin and Azizoglu [68] have investigated the problem under
various splitting policies, and Malli et al. [50] have investigated the problem under a sparse
splitting model. Sahasrabuddhe and Mukherjee [67] have formulated the RWAP for multi-hop
multicast routing in packet-switched. networks- as . a -mixed-integer linear programming
problem. In [85], the MRWAP with-sparse light splitting-is studied. Four heuristic algorithms
Reroute-to-Source, Reroute-to-Any, Member-First,“and Member-Only, were proposed to
construct routing tree. However, the focus in is on building a multicast tree meeting all the
predetermined constraints rather than on the optimal use of wavelength converters. How to
minimize the number of wavelengths used in a multicast session was discussed. The argument
is that the fewer the number of wavelengths in a multicast tree will lead to the fewer the
number of wavelength conversions.

In the study [85], the nodes in networks were assumed to lack for the capability of
wavelength conversion. Furthermore, the MRWAP deploying the nodes with wavelength
conversion were studied by Sreenath et al. [71]. The MC nodes with wavelength conversion
were called virtual sources in [71]. The virtual source approach consisting of two phases,

networking partitioning phase and tree generation phase, was proposed to construct a
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multicast tree. Minimizing communication cost, wavelength conversion cost and wavelength
consumption of light-forest subject to a transmission delay bound was not discussed in [85]
and [71]. The multicast routing problem involving in wavelength assignment is called the
multicast routing and wavelength assignment problem. Jia ef al. [33] and Chen [12] solved the
problem by decomposing the problem into two sub-problems, multicast routing and
wavelength assignment, so as to reduce the complexity. In [33], the problem for routing a
request with a delay bound was solved under the assumption that every node in network has
light splitting capability. Two integrated algorithms corresponding to the two sub-problems
were proposed to minimize the sum of wavelength cost and communication cost. Considering
wavelength cost, conversion cost, and initial transmission cost, Chen [12] proposed an
integrated approximation algorithm to deal with the problem without delay bounds and to
subject to minimize the total cost of a.multicast session. For routing on a network with power
splitters having full range wavelength.conversion-and with wavelength converters having an
unlimited splitting capacity, a mixed integer-programming model was proposed by Yang et al.
[84] to solve the multicast routing and wavelength assignment for light-trees with delay
bounds. In their dissertation, the objective was not only to minimize the number of used fibers
and to obtain the optimal placement of power splitters but also to design the logical topology
based on light-trees for multiple connection demands. The study of [84] is based on the
assumption that a multicast request is routed only by a light-tree. It is possible that no light-
tree can be found to satisfy the delay bound constraint and to cover all destinations in the

network without enough power splitters or enough wavelength converters.

3.4 RWAP Problem Model

In order to distinguish these problems, a six-field notation RWAP(S, ®, £, D, W, ) is

used to represent the RWAPs. The fields are described as follows.
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S session type, § = {unicast, multicast}.

®_: request type, R = {static, dynamical}.

L : light splitting capacity, £ = {no, sparse, limited}.

@ : requests with delay bound, ® = {no, delay}.

7 : wavelength conversion capability, W= {no, sparse, share, limited-range}.

T': network topology, T= {ring, mesh, star, tree, graph}.
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Chapter 4 Multicast Routing and Wavelength

Assignment Problem with Delay Constraints

In [12][33][71][84] and [85], all MC nodes were assumed to have the capability of
splitting an input signal to multiple output signals. The number of output signals in each MC
node is no smaller than the outbound edges of the MC node so that all destinations connecting
to the MC node can be routed successfully. In this dissertation, MC nodes of this type are
called unrestricted MC (UMC) nodes. Due to the sophisticated architecture [10] of MC nodes,
using the MC nodes with superior light splitting-capacities to build network is usually more
expensive than using those with inferior light splitting capacities or MI nodes. Therefore, a
WDM network with heterogeneous light splitting capabilities (WDM-He network), in which
the light splitting capacities of all nodes could be different, addressed in this dissertation can
better reflect the real-world requirement.

To the best of our knowledge, only a limited number of papers have been reported on the
MRWAP for routing multicast requests with a delay bound in a WDM-He network with or
without wavelength conversion incorporating the objective of minimizing the total cost
incorporating communication cost and wavelength consumption. This type of problem is
called MRWAP-DC. To better provide a realistic objective function to reflect the cost for
routing a request, a linear combination of communication cost and wavelength consumption,

o (communication cost) + f (wavelength consumption) is considered. This objective is called
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the multicast cost hereafter in this dissertation. Notice that communication cost ratio & and
wavelength consumption ratio £ can be appropriately chosen according to the topology and
the load of the network.

Due to the constraints of delay bounds and limited light splitting capacities, a light-tree
may be insufficient for routing a request to all destinations. For each request, a set of light-
trees, called light-forest, will be required. Therefore, the MRWAP-DC is to find an optimal
light-forest with a minimum multicast cost to route a set of requests known in advance or a
requests dynamically arriving to a WDM-He network. Since the minimum Steiner tree
problem (MSTP) [35] can be reduced to the studied problem by considering the minimum
communication cost of connecting the source and all destinations in the request with
unlimited delay bound by setting & = 1 and £ = 0, the MRMR-DC is therefore also NP-hard.
The MRWAP-DC is difficult to solve because many issues are simultaneously taken into
account: the request is associated with. a delay bound,-the network deploys MI nodes and
heterogeneous MC nodes, the node withior without.-wavelength conversion, and a light-forest
is evaluated by multicast cost. To simplify-eur diseussion, the network used in the rest of this
dissertation stands for the WDM-He network. Because the MRWAP-DC is NP-hard, it is very
unlikely to optimally solve it in polynomial time.

In the following chapters, the variants of the MRWAP-DC will be introduced and
formulated by integer linear programming (ILP). We shall also apply different solution
methods, including genetic algorithm (GA), ant colony optimization (ACO) and simple

heuristics, to derive approximate solutions in an acceptable time.

4.1 Formulation of MRWAP-DC

The MRWAP-DC is based on the following assumptions.

(1) The WDM network is an arbitrary connective graph.
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(2) All links in the network are directed and provide the same wavelengths.
(3) Some of the nodes are MC nodes whose light splitting capacities could be different.

(4) Nodes may provide the capability of wavelength conversion.

Before proceeding to the problem statements and formulation, we introduce the notation

that will be used in this chapter throughout this dissertation.

Notation:

V : set of nodes in the given WDM network;

E : set of directed links in the given WDM network;

M : set of wavelengths available for data transmission;

R : set of multicast requests to be routed;

n : number of nodes;

m : number of directed links;

y : number of different wavelengthsin M;

Ng : number of multicast requests in R;

r : = (s", D', AY) € R, multicast request ' from source s* to destination set D*
subject to delay bound A";

q : number of destinations in D",

g : specified destination in D” for 1 <i* < ¢";

e(vi, v)  :directed edge from node v; to node v;, e;; for short;

c(ey) : communication cost on ey, ¢;; for short;

d(ey) : transmission delay on e;;, dj; for short;

w(ey, A;)  : wavelength usage on e, w;; for short;

c(v;) : wavelength conversion cost at node v;, ¢;for short; ¢, = or ¢; =0when node

v; does not provide the wavelength conversion capability or the wavelength
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C?(Vi)

Ty
E(T)
in(T;, vi)
out(T,", v):

hl

W' (ey)

I,]

conversion cost is ignored;

: wavelength conversion delay at node v, c?l. for short; c;’l. —owor d=0when node

v; does not provide the wavelength conversion capability or the wavelength

conversion delay is ignored;

: specified light-tree used to route the specified request r;

: set of nodes in7";
: set of edges in T;

: the number of inbound edges of node v; in7}";

the number of outbound edges of node v; in7}";

- B E(T ) — M, wavelength assignment function used to describe what

wavelength in edge e;;i8 assigned for7; ;

: assigned wavelength in é&; for 7}, hUTk for short;

: assigned light-forest for request #*, T = {(T;*, h™ )| 1 <k <N}, where T;is

a light-tree and Nrx is the number of light-tree in I™;

: set of light-forest for R, T' = {I""| 1 <x < Nz};
:node index, 1 <i,j <n;

: wavelength index, 1 </ <y,

: request index, 1 <x < Ng;

: destination index in D, 1 <" < ¢,

A weighted graph G = (V, W, E, 6, c, d,@,c? , w) is used to present a WDM-He network

with node set V' = {v|, vy, ..., v}, directed optical link set £ = {ey, ea, ..., en}, and wavelength
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set M = {11, 42, ..., 4,}. Function & : V' — % defines the light splitting capacity of switches,
function ¢ : (V, V) —> ®' defines the communication cost of links, function d : (V, V) > ®*
specifies the transmission delay over links, function ¢: V — ® defines wavelength
conversion cost of nodes, function d: ¥ — ® defines wavelength conversion delay of modes.
Binary function w : (E, M) — {0, 1} is used to dictate whether a wavelength is used over a
link, and binary function e : (V, V) > {0, 1} represents whether one link exists to connect
two nodes or not.

In this dissertation, to reduce the representation of the functional value, the notation of
functional values will ignore parentheses and the input variables; for example, for two nodes
viand v, v;, vie V, 1 <, j < n, e; represents the functional value e(v;, v;) for short and e; = 1
represents that there is one link from v; to v;. For some A; over link e, 1 </ <y, 1 <i,j<m,
w(e;, A7) = 1 indicates that wavelength'A; can be used.to route data; otherwise, w(e;;, A;)) = 0.
wy;; will be used to represent the value w(ey;, A7) for short. Extending the notations, ¢;; (i.e., c(v;,
v;)) and d;; (i.e., d(v;, v;)) represent the communication cost and transmission delay from node
v; to node v;. v; will be an MC node when 6. >71; otherwise, 6. = 1. Moreover, the light

splitting capacities of MC nodes may be different. At node v;, wavelength communication cost

and wavelength conversion delay are denoted by ¢, and c;’l., respectively. The values of ¢,

and c;’l. are set to be an infinity when node v; does not provide the wavelength conversion

capability or are set to be an zero when the wavelength conversion cost and the wavelength
conversion delay are ignored.

For a set of multicast requests R = {rl, P rNR}, r € R, 1 <x < Ng, amulticast request
r* with a delay bound A" is represented as (ver, DY, AY) with D" = {{}", &7, ..., ¢ ;“x } and
indicates that the data needs to be routed from a certain source v to all destinations ¢, 1 <

' < q', where vee € V, D" < V - {va} is a set of destinations, |D*| = ¢, and the transmission
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delay must be bounded by the bound A", where s* represents ve for short (i.e., (v, D', AY) =
(s, DY, AY). For different sources, destinations and emergence levels, the delay bounds may
be different. A tighter delay bound will result in fewer routes to be chosen and make the
request likely to be suspended. For most of the cases, the delay bound of a request may be
determined through previous experiences concerning the specified source, destinations, and
application domain

Due to the effects of two constraints, the nodes with slight splitting capacities and
requests with delay bounds, a light-tree may route data to a subset of the destinations for a

request; therefore, several light-trees are required to cooperate for finishing the complete

transmission. Let 7, denote some light-tree used to route request 7, V(7;") and E(7;") denote
the node set and the edge set in 7}, andwin(Z}s,v:) and out(7;", v;) denote the number of
inbound edges and the number of outbound edges of node v; in 7, . The following conditions
will be satisfied when 7" is a light-tree for #%

(1) 7" is a tree;

(2) in(T;,57) = 0;

B)Vvie (T)-{s"}, in(T7, v) =1,

4) YV vie (T}), out(T;", vi) < 6.

The first condition ensures that7;" is a connected tree rooted at s*. A light-tree can be

viewed as a routing topology from the root; therefore, the last condition ensures that each
internal node must has a light splitting capacity sufficient for splitting the input signal to

transmit to all associated nodes. If node v; satisfies the last condition, it is called feasible. One

may note that the transmission delay of 7, has not been discussed till now. The transmission
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delay of 7} may exceed the given delay bound such that 7' cannot be used to route .
Wavelength assignment for light-tree is to assign a specified wavelength for each link in

a light-tree. A wavelength assignment function W E(T) > M is used to describe which

X

wavelength over e;;is assigned to 7} . For example, W' (e;) =N (hl.JT.‘ = [ for short) means
that A; over e;is assigned to 7} . It is worthy to node that w(e;, A; ) = 1 must be satisfied. The

pair (7", hT;) represents an light-tree designated for 7'; that is, 7} is assigned specified

wavelengths according to the value of wavelength assignment function h'" . Because a light-

tree can be decomposed into a set of light-paths from the root to each destination in the light-
tree, the transmission delay of a light-tree will be equivalent to the maximum of the

transmission delays of these light-paths: Therefore;, the multicast cost and the transmission

delay of 7;" using the wavelength assign function h'" “can be defined as:

TX TY\'
. | hk _ h 'k | .
communication cost : ¢(T;",h" ) = Zcij + Z R 8 4-1)
e;€E(T) ;e €E(T}) e
transmission delay : d(T, kx,thx) = max d(P.(s",¢")), (4-2)
cepwayy

where ¢; =c(e;), h;x:thx (e;), ¢;=¢c(e;), and P (s*,£") is a light-path in 7" from

X

s* to destination ¢, ¢ e D', and d(F. (s*.¢") = Zdij +

e €E(P  (s.¢Y)

C
| —h | . . :
——7—|-d, . Assigning different wavelengths to the two connected edges,
ey.e €E(P  (s*.6™) Y

. . x T . ~
e;j and e, 1mplies hijrk #h;f and the wavelength conversion cost ¢; and wavelength
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T,
. . . . . | =R 1|
conversion delay d;in v; will be required. Due to | A —hf; 1< 7 {u will be

- C —hjj
either 0 or 1 depending on whether hijrk :h]r; or hijrk # hf; . Therefore, {—ll ¢,
4

hi* —hjj
and P—l ; represent the required wavelength conversion cost and wavelength
4

conversion delay in node v; determined by the two values hT “ and hT .

The MRWAP-DC can be represented by (G, R). For each request ' in R, it is possible
that one or more than one light-trees required such that 7* is routed to all destinations

successfully. The set of these assigned light-trees called an assigned light-forest are
represented as I'" = {(T", thX) | 1 <k <dVp¥ }5:where N is the number of assigned light-

trees in I'™". The set I' = {T""| 1 < x <Nz} willrepresent a feasible solution to (G, R) when the
following conditions are satisfied:

destination constraint :  Vr”,r* €'R, U(V(Tkx) N D")=D", (4-3)

(T h'% yer

delay constraint : Vr*,r* e R,Vk,1<k<N_., d(Tkx,hT"x )< A", (4-4)

The destination constraint and delay constraint ensure that all destinations will be routed
and the transmission delays of all assigned light-trees are bounded by the delay bound,
respectively. An assigned light-forest satisfying Eq. (4-3) and (4-4) is called a feasible light-
forest which implies that #* can be rerouted successfully. The communication cost of I', ¢(T'),
can be defined as:

cD)=DeT)=> D@ n"). (4-5)

el [‘ef(nnhﬂ)erx
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For a set of requests, the wavelength consumption of I', &(I'), is equal to the total

number of different wavelengths used in each A% . In this dissertation, a(I") is not defined as

the number of different wavelengths used to route all requests but the sum of the numbers of

wavelengths used in each assigned light-forest. The definition is given so as to reduce the

amount of wavelengths required for routing all requests, Therefore, &™) and (7, YR

represent the wavelength consumption in I and in (7, x,hT;) . Because one or more than one

wavelengths are shared among wavelength assignment functions, it is worthy to note that

o= Y ol,) but Y ol h)2a(,).

I<x<N, (1 A% yer

The objective function, multicast cost function f, in the MRWAP-DC is defined as:
JO=a-c@)+p-o), (4-6)

where o and [ are communication cost ratio and wavelength consumption ratio, respectively.
Therefore, the MRWAP-DC is to find.a solution with minimum multicast cost to reroute

a set of given requests with a delay bound'and it will be formally defined as follows.

DEFINITION 4.1: MRWAP-DC : For a weighted graph G = (V, M, E, 6, ¢, d, ¢ ,a? , w) and a set

of requests R = {r', /%, ..., ¥R}, the problem is to find [ = {T™ | 1 <x < Ng } and I = {(T}",

W' )| 1 < k< Np} for each = (s", DY, AY), 1 <x < Ng, so as to minimize
AD)=a-c(T)+ B-o() for T = {1 <x<Ng},

wherec) = Y. Y o(T,h") and 1) = D (")

erF(TkX’hT{ )el'™ el

such that VI™ € T and V(T;*, A" ) e I'" satisfy the following conditions:

() Y(TF, B")eT™, in(TF,s") =0 (source constraint);
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) Y(TF, B )e T, Y v; e(TF)-{s"Y, in(TF, v)) = 1 (input constraint),

(3) Y(TF, K" )e T, Y v, e WTF), out(T',vi) < 6 (capacity constraint);

4) U V(T;)YND*)=D" (destination constraint);
(@ ' yer

(5) Vk,1<k<N., d(T ,h™ ) < A" (delay constraint);

(6) Ve, e; €T, *, w(e,,h ) =1 (wavelength constraint).

ij> iy
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Figure 4-1: WDM network and multicast trees for a request 7, (vo, {vo, Vs, Vg, Vio}, 3.3)

EXAMPLE 4.1 : As shown in Figure 4-1(a), graph G represents a WDM network with 13 nodes
and 19 links. Nodes v; and v;p are MC nodes. Each link in the graph is associated with a
value-pair “a/b”, where a and b are the communication cost and the transmission delay of the
link, respectively. The wavelength conversion cost and wavelength conversion delay of node
are ignored. For a given request 7, (vo, {vo, Vs, Vs, Vio}, 3.3), two multicast trees 7) and 7, are
shown in Figure 4-2. (b) and (c). T} 1is a light-tree because it does not include any infeasible
node. Nevertheless, 7, includes an infeasible node vs (for ou#(7, vs) = 2 to represent the

outbound edges of vsin 77 and &vs) = 1, out(T2, vs) > &vs)) such that it is not a light-tree.
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By the definition of the MRWAP-DC, a feasible solution to (G, R) is a set of assigned
light-forest (i.e., T = {I"| 1 <x < Nz}, I = {(T;*, h")| 1< k< Np}) for routing all requests

in R. The procedure of solving the MRWAP-DC includes two objectives: finding a light-forest
for each request which is called a multicast routing problem (MRP) and assigning a
wavelength to each link in each light-tree which is called a wavelength assignment problem
(WAP). Two approaches, integrated approach which two objectives is involved in one-phase
procedure and separated approach which two objectives will be investigated in two
independent phases, seem very reasonable to explore the problem. The procedures
implementing the integrated approach and the separated approach are called one-phase
procedure and two-phase procedure, respectively. Because the MRWAP-DC involves delay
constraints and light splitting capacity constraints; the problem will become more complicated
than previous research. The complex conditions will cause the MRWAP-DC hard to be
examined by using one-phase procedure such':that the exhaustive search and the ILP
formulation are hard to find an optimal or efficient solution in an affordable execution time.
Therefore, two one-phase procedures which are a type of meta-heuristic including ant colony
optimization (ACO) and genetic algorithm (GA) are proposed to examine the variants of the
MRWAP-DC. Moreover, a critical challenge of the two-phase approach is how to avoid the
situations that the light-trees found in the multicast routing phase cannot be assigned
appropriate wavelengths in the wavelength assignment phase. In this dissertation, two two-
phase procedures, Near-k-Shortest-Path-based Heuristic (NKSPH) and Iterative Solution
Model (ISM), will be proposed to examine the studied problems. The details will be discussed

in the following chapter.
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4.2 Studied Problems and Methods

To simply the notation of the studied problems, several abbreviations used in following
problems include:
URWAP  : unicast routing and wavelength assignment problem;

MRWAP  : multicast routing and wavelength assignment problem;

DC : delay constraint;
WWC : without wavelength conversion;
SR : single request.

Before the discussion about the MRWAP-DC, exploring the URWAP-DC will benefit to
investigate the MRWAP-DC. Similar to the MRWAP-DC on DEFINITION 4.1, the dissimilarity
is that the number of destinations in a request is equal to 1. That is, the URWAP-DC is a
special case of the MRWAP-DC. In'this dissertation, the variants of the URWAP-DC, the
URWAP-DC-SR whose number of requests in“R is equal to 1, the URWAP-DC-WWC in
which the nodes do not implement ‘wavelength‘conversion capability, and the URWAP-DC-
WWC-SR combining the two additional cenditions in the URWAP-DC-SR and the URWAP-
DC-WWC, are introduced. Among these problems, the URWAP-DC is the most general
problem. Extending the study of the URWAP-DC, the special cases of the MRWAP-DC,
MRWAP-DC-WWC-SR and MRWAP-DC-SR, are also studied. The MRP-DC-WWC-SR
which discusses the multicast routing is a sub-problem of the MRWAP-DC-WWC-SR. By the
five-field notation for problem model in Chapter 3, the following eight problems will be

introduced and the problem lattice is shown in Figure 4-2.

URWAP-DC-WWC-SR(unicast, dynamic, no, delay, no, graph)
URWAP-DC-WWC(unicast, static, no, delay, no, graph)

URWAP-DC-SR(unicast, dynamic, no, delay, sparse, graph)
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URWAP-DC(unicast, static, no, delay, sparse, graph)
MRWAP-DC-WWC-SR(multicast, dynamical, sparse & limited, delay, no, graph)
MRWAP-DC-SR(multicast, dynamical, sparse & limited, delay, sparse, graph)
MRWAP-DC-WWC(multicast, static, sparse & limited, delay, sparse, graph)

MRWAP-DC(multicast, static, sparse & limited, delay, sparse, graph)

MRWAP-DC

| T

URWAP-DC MRWAP-DC-WWC MRWAP-DC-SR

[ =]

URWAP-DC-WWC URWAP-DC-SR MRWAP-DC-WWC-SR

\M

URWAP-DC-WWC-SR MRP-DC-WWC-SR

Figure 4-2: Problem Lattice

As seen in the problem lattice shown in Figure 4-2, the direction of each arrow
represents the generalization of problem; for example, the MRWAP-DC-WWC 1is a
generalized problem of the URWAP-DC-WWC and the MRWAP-DC-WWC-SR. In other
words, both the URWAP-DC-WWC and the MRWAP-DC-WWC-SR are two specialized
problems of the MRWAP-DC-WWC. The generalized problem considers more adjustable
conditions than the specialized problem such that all specialized problems can be reduced
from their generalization problems.

Following the study, the complexity of the MRWAP-DC makes the ILP formulation or
meta-heuristics ACO and GA hard to find a feasible solution in an affordable execution time.

For practical applications, finding a feasible solution in a timely manner is more important
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than finding an optimal solution using an exceedingly long time. Therefore, two heuristics,
Near-k-Shortest-Path-based heuristic (NKSPH) and Iterative Solution model (ISM), will be
proposed to find approximate solutions efficiently. Different method could be applied to these
problems, but the methods may be inefficient to solve these problems or the same formulation
of the generalized problem could not be nicely applied to solve its specialized problems.
Therefore, different methods are applied to solve different problems.

In this dissertation, five different solution methods, including ILP formulation, ACO,
GA, NKSPH, and ISM are proposed and introduced. These methods will not be applied to all
problems, but we choose suitable methods for each specific problem and use the same
formulation to the corresponding specialized problems as far as possible. The relationship

between the solution methods and the studied problems are shown in Table 4-1.

Table 4-1: The relations.of applying methods and studied problems

ILP ACO GA NKSPH ISM
MRP-DC-WWC-SR Yes Yes Yes Yes
URWAP-DC-SR Yes Yes Yes Yes
MRWAP-DC-WWC-SR Yes Yes Yes
MRWAP-DC-WWC Yes

Note : “Yes” means that the problem will be examined by the method proposed in this

dissertation

4.3 Simulation Scheme

To study the performance of the proposed methods in this dissertation, we designed and
conducted a series of computational simulations. The scheme used in following simulations

can be referred to Waxman [78]. In the scheme, there are n nodes randomly distributed over a
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rectangular grid with integer coordinates. In a network topology generated for experiments,
each directed link from node u to node v is associated with the probability
function P(u,v) = Aexp(—p(u,v)/ y0), where p(u, v) is the coordinate distance between u and
v, 0 1s the maximum distance between each two nodes, and A and y are control variables
selected from interval (0, 1]. In the probability function, a larger value of A produces a
network with higher link densities, and small value of y increases the densities of short links
relative to longer ones.

The communication cost from node u to node v is defined by taking the value of the
distance between them on the grid. The transmission delay is randomly generated from
interval [1, 5]. For each request » = (s, d, A), s and d are generated in a random manner. The
delay bound A must be reasonable, for otherwise it is unlikely to find a feasible light-path or
feasible light-tree. To generate a request with a reasonable delay bound, we use the value
according to the minimum of transmission delays from-the source to destinations found by
applying Dijstra’s shortest path algorithm [19];-and-set A'to be equal to y times of the derived
minimum transmission delay, where y 15 a control parameter dictating the tightness between
delay bound and minimum transmission delay. For example, ¥ = 3 means that all delay
bounds of requests were set to be 3 x their minimum transmission delay. In our experiments,
we set A = 0.7, y = 0.7, and the size of rectangular grid = 100 to simulate network with
different numbers of nodes. Moreover, 15% of the nodes are equipped with wavelength
conversion and 15% of nodes are equipped with light splitting capability for the case that the
networks with a wavelength conversion capability and the case that the networks with a light

splitting capability.
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Chapter 5 ILP Formation for MRWAP-DC-WWC

Because the wavelength conversion delay and the wavelength conversion cost are

ignored, a simplified ILP formulation is introduced for the special MRWAP-DC-WWC. Seven

properties are proposed to show that the ILP formulation can solve the studied problem.

The notation used in our ILP formulation is given as follows.

e

1(v)
o)

A,
yrhe

x,A
Xe

XA

: some link in F;

: some node in J;

: some wavelength in M;
: some destination belonging to some request;
: set of inbound edges to node v in V;

: set of outbound edges from node v in V;

: binary variable indicating whether wavelength 4 over link e is used for the

light-path from s* to £, where { € D'; i.e., y;‘”M: 1, if yes; 0, otherwise;

: binary variable indicating whether wavelength 1 over link e is used for the

request 7, i.e., )(j”l =1, if yes; 0, otherwise;

: binary variable indicating whether wavelength A is used for the request 7, i.e.,

=1, if yes; 0, otherwise.
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5.1 Formulation

According the formulation of the MRWAP-DC, the transmission delay is computed by
Eq. (4-4). Because a light-tree may be viewed as a combination of a set of light-paths from
the root to each destination contained in the light-tree, the transmission delay of a light-tree

can be viewed as the maximum of the transmission delays on the light-paths. Therefore,
variables y*¢ | >

paths from the source to destinations, the communication costs of light-tree for each request 7,

and the wavelength consumptions of light-forests. In this section, an ILP formulation will be

e

developed.

The MRWAP-DC-WWC can be formulated.as follows.

Objective function

Minimize « Z Z Z;{j’lc(e) o] Z Z:z’“”1

r*eRAeM ecE r*eRAeM

Subject to

(cl)

(c2)

(c3)

(c4)

(c3)

(c6)

(c7)

Vr*eR,V{ e DY, z Zyx AT Z Zyx 46 =1 (source constraints)
AeM ecl(s™) AeM ecO(s")

Vr*eR,V{ e DY, z Zy" Ao z Zy:”l’g =1 (target constraints)
AeM ecl({) AeM ecO(q)

Vit e R,V e D, WveV —{s*,¢},VaeM, S yihc = 3 ke =0
ecl(v) ecO(v)

(wavelength continuity constraints)

VvelV,VieM, z Z}(?’l <1 (input constraints)
r*eReel (v)

Vr*eRNVNvelV ,VYieM, z ;(j’i <0(v) (capacity constraints)
eeO(v)

Vr*eRN{eD \Nee ENAeM, y** >y™** (link usage constraints)
Vr*eRVecE,NAeM y'< zx’)”-w(e, A) (wavelength usage constraints)
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(c8) Vr'eR VL eD " VieM, Zyj’}“’gd(e) < A(delay constraints)

ecE

(c9) Vr*eR Y, eD* NecE,YAieM, y“*¢e{0,1}(0-1 constraints)

e

(c10) Vr* eR,VecE,NAleM, x**e{0,1}(0-1 constraints)

(cll) Vr*eR YAieM, z** e{0,1}(0-1 constraints)

In the above formulation, source constraints (cl), target constraints (c2), and wavelength
continuity constraints (c3) ensure that a light-path using some specified wavelength from the
source 7' to each destination { € D" can be found, and that each node except the source and
destinations should pass a signal (information) from its input port to its output port. Since at
most one signal can enter the input port using the same wavelength, we need input constraints
(c4). Moreover, the number of split output signals must be bounded by the light splitting

capacity. The capacity constraints (¢5).ensure z ;(j”l ,.the number of outbound edges from v
ee0(v)

for routing the signals of the output port to othernodes using A, should be smaller than or

equal to &v). For some ¢, y;"’uz 1 implies"that the wavelength 4 in e will be assigned to

reroute 7 (i.e., y* = 1) and that 2 will be used to rerouted /* (i.e., z**= 1). Therefore, the

x,4,¢

constraint ;{j”i 2y, must be held by constraint set (c6). Constraint set (c7) ensures that

only the link with unused wavelengths (w(e, A) = 1) can be used. Therefore, the value of ;(;"’1

may be equal to 1 only when =1 and w(e, A) = 1. According to the above discussion,

Ue (i.e., Ue ) will be proved to be a light-path from s* to { using wavelength 1 or

yite=l VeeE, it =1

a null set, and its transmission delay can be represented by z y:’l’ga’ (e) , where Ue is a
eck yrre=l

empty set represents A will not be used to reroute . Constraint set (c8) is used to specify the

delay bound constraint for each request. Constraint set (c9) ~ (c11) limits all variables to be 1
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or 0. For the first term in the objective function, y. * =1 means that wavelength 1 over link

e needs to reroute 7, so z 75%c(e) is the communication cost of using wavelength A.
ecE

Therefore, the first term represents the total communication cost of all requests. We know that

the number of used wavelengths for a request can be represented by ZZM . So, the second
AeM

term in the objective function represents the total wavelength consumption for all requests.

€1
o Vo o . e

Vo
32
‘2 3 2
) N )@
- () 501
(a) G (b) Labels ofilinks (c) T’ d) T

Figure 5. 1: WDM network G

EXAMPLE 5.1: As shown in Figure 5-1(a), the graph G represents a network with 4 nodes (n =
4), 6 directed links, and v, is an MC node. Each link is associated with a value-pair “a/b”,
where a and b are communication cost and transmission delay, and wavelengths A; and A, are

deployed over each link. The labels of directed links in £ are described in Figure 5-1 (b).

Suppose there is only one request 7' (vi, {v2, v4}, 3). Both y/*, x4/, and z’ are used to replace

LA, v, L4,
e YA,

, andz" for 1 <i< 6,1 <j<2 and k=2 or 4 (v € {v2, va}) for short. The
samples in the /LP formulation of the problem having 24 variables of type y;_’l’"’vk , 12

variables of type ;(el_’ﬂ’ , and 2 variables of type 2% could be described as follows.
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Minimize a2y, +3 ) +21 +3x, +5 s +d . +
200 305 420 ¥3 s 5 HAx )+ (2 +27)

The following samples in the ILP formulation describe each set of constraints.
D)y’ + vt = =y =y =" =-1 (ford, =v,)

(€2): »’ +y7 + 7+ 3 =y =yt =1 (ford, =v,)

(3): w2 =y =y’ =0 (forv=v,,d =v,, A= 1)

(c4): y + x4 <1 (forv=v,,A=1))

(€5): gy + i<l (forv=v;,A=21,0(v;)=1)

(c6): yy=2yy> (fore=ey,d, =v,, A=1)

(c7): gy <z' (fore=e,, 1=4)

(€8): 4y? +2y° + 2y + yZ + Y+ 3y <3 (ford, =v,, A= 1)

Therefore, in the solution of the ILP formulation having 68 constraints (there are 2, 2, 8§,

8, 8, 24, 12, and 4 constraints for sets from (c1) to (c8), respectively), variables except for
y;’z,yi’z,yi"‘,y52’4,;(;,;(j,;(22,and ;(52 are 0. The multicast cost of the solution is 16 (i.e.,

IX(0+3+0+3+0+0+0+3+0+0+5+0)+1x(1+1)=16)fora=1and f=1. =

x,A,¢

In the ILP formulation, since the numbers of variables, y,""° , 4 and %, are mqy, my,

and y, respectively. The total number of variables is (¢+/)my + y. Since the numbers of
constraints (1) ~ (8) are ¢, q, (n-2)qy, ny, ny, mqy, my, and qy, respectively. The total number
of constraints will be equal to (ng+mgq+2n+m-q)y+2q. Due to m > n > g, the complexities of

variables and constraints are O(mqy) and O (ngy), respectively.
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Using the ILP formulation, the solution would be proved in following properties to be an

optimal light-forest to solve the MRWAP-DC-WWC.

5.2 Proof of the ILP Formulation

In the previous formulations, “for each request” (i.e., “Vr* € R”) appears in each

constraints set from (c1) to (c11). In the following description of properties, the representation

of “for each request” is ignored for short.

PROPERTY 5.1: For each { € D, there exists one edge e € O(s") and one wavelength 1 € M,

x,A,d

2% =1 in each solution.

such that y

Proof: According to constraints (cl), we have Z z yj’;”’g >1for each ¢ € D" in the
AeM ecO(s™)

solution satisfying all constraints in the: formulation, Therefore, there exists at latest one

specific e € O(s") and one A € M, such that 2754 =1 for each (. [

e

PROPERTY 5.2: There exists only one light-path from s* to {'using some wavelength A.

Proof: According to PROPERTY 5.1, V¢ € DY, 3 e; € O(s) and A € M, such that y:;’l’g =1.

We assume that there is no light-path from s* to £; that is, the terminal node in the light-path is
not ¢, Without loss of generality, suppose the light-path is represented by p™* =<ej, e, ...,

x,A,4 -1

€

eq.1>, where ¢; 1s the edge from v; to v;+; and v, # £ For all e;, 1 <j < a-1, we have y

A x, A, _

e

ends at v,, we have Z y 0. It implies

ecO(v,)

Nevertheless, for v, # £ such that p™

Z y:”l’g - Z y;"’i’g >1 and (c3) is violated. A contradiction arises. Therefore, we may
ecl(v,) ecO(v,)
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conclude that v,= Cand p™*is a light-path from s* to ¢ using wavelength A. If more than one

light-path exists for routing the data to ¢, then the objective function value is not minimum.

The proof is complete. u

x,4,4
C

According to PROPERTY 5.2, p™*(s*,¢) is a light-path when y =1 for some e,

e; € O(s"); otherwise, p™*(s*,¢) is a empty set. Thus, the union of the e € E with

yote =1 will be p™*(s*,{); that is, p**(s*,¢) = |Je. Therefore, [ Je may be a

yohe=l yore=l

light-path or an empty set when A is used or not used from s* to £ There are exactly ¢* non-

empty light-paths among p™*(s*,¢) forall A € M and for all £ € D". Because the objective

is to minimize the multicast cost, it can'be seen that a loop never exists in p™*(s*,¢). To
simplify our discussion, the directions of a light-path and-a light-tree are ignored in the rest of

this dissertation. Besides, p™*(s*,&). representsianon-empty light-path.

PROPERTY 5.3: A graph obtained by merging all light-paths using the same wavelength is a
light-tree.

Proof: Assume that U P *(s*,¢), the union of all light-paths using A, is not a tree; that is,
feD”

there exists at least one cycle in U P *(s,¢) . Suppose the cycle is formed by two different
feD”

sub-light-paths between two specific nodes u and v in two light-paths. Therefore, there are
two input signals using A entering v which will cause input constraints (c4) to be violated.

Moreover, the set of capacity constraints (c5) ensures that the number of split signals of each

internal node in U poH(s*,&)is not greater than its light splitting capacity. Therefore,
feD*
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Uﬁx’i(sx, {)is a light-tree. [
feD”

EXAMPLE 5.2: For the solution discussed in EXAMPLE 5.1, because 5, 74, 73,and y2 are

equal to 1, the light-forest consisting of two light-trees, 7" = Ue ={e, es} and T° = UeZ{eg,

x=l *2=l1

es} shown in Figure 5-1 (c¢) and (d) can be obtained. ]

A

For each eeFE, because ;(;"’1 = 1 will let z** = 1 satisfied and may increase the

4 is set to 1 for

objective function value, y*”* is set to 1 for satisfying (c6) and z™
satisfying (c7) only; otherwise, the link usage constraints (c6) and wavelength usage

constraints (c7) are violated or the objective function value is not minimum. Therefore, y, i

= 1 and z* = 1 when p*9=1" Suppose that 7, = Uﬁx’l(sx,g“) .
feD”
Since p™* (s¥,¢)= Ue , Ty = U Ue = Ue represents a light-tree and each link in
yete=l geD “yiftsl  yltsl

T will assign A to route the request to each destination £ e V(I'™*)( D*.

PROPERTY 5.4: A feasible light-forest for each request will be found in each solution of the
ILP formulation.
Proof:

According to PROPERTY 5.2 and 5.3, for each destination we can find a light-path using some

wavelength and these light-paths using A can form a light-tree 7, = e. For the delay
x: =1
constraints (c8) ensuring V¢ € D, Zy;"’l’gd(e)SAand P, ) = Ue being a light-
ecE yrhe=l

path in T, d(p™*(s*,{))<A" is obtained. d(T™") =, max )d(ﬁx”l(sx,g))é A" s
eD* (W (T**
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satisfied. Therefore, it can be seen that " = {(7;, hh N Ty = Ue, VA eM, for T, T;is
xit=l1

not a empty set} is a feasible assigned light-forest for rerouting 7, where h" o E(T ) > {A}

is a wavelength assignment function to assign all links in 7, to use A. |

PROPERTY 5.5: The communication cost of the light-forest I is equal to Z Z ;(j”i -c(e).
AeM,eckE

Proof: As defined above, «(T;) = D c(e) and T; = | Je, we have (7)) = D c(e)
. b

ecT™" z ;(EM =1

= z ;(j’/l -c(e). According to PROPERTY 5.4, we may conclude the communication cost of T™*
eck

to be ZC(T/{‘)= Z z;(jﬂ -c(e). [

AeM AeM ecE

PROPERTY 5.6: The wavelength consumptionis ZZ“ .
AeM

Proof: By PROPERTY 5.3, if y. 4 =1, then Jink e will be'contained in some light-tree using A

(T; = Ue). That is, the wavelength ‘4 needs to be used to route the request (which implies
xit=l

Z%=1)for y**=1in(c7). Thatis, y**=1 implies that 7} is nota empty set and z* = 1.

We know that z**is set to 1 for satisfying (c7) only; otherwise, (c¢7) is violated or the value of

the objective function is not a minimum. Therefore, the wavelength consumption is ZZ"’A .
AeM

PROPERTY 5.7: The objective function defined in the ILP formulation is equivalent to the
multicast cost function.
Proof: Suppose I' = {T"| 1 < x < Ng} is a set of assigned light-forests. As defined above and

PROPERTY 5.5 and 5.6, AT™) = «a- Z Z 15 c(e)+ - Zz“ . The property readily follows.

AeM ecE AeM
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According to PROPERTY 5.4 and 5.7, each solution of the ILP formulation must be the
optimal light-forest with minimum multicast cost and the solution can be mapped to be light-

forests.

EXAMPLE 5.3: For the ILP formulation discussed in EXAMPLE 5.1, the solution will be found.

1,2
2

In the solution, y ,y}(z,yzz"‘,yg"‘,;(;,;(}1,;(22,;(52,21,and z%all have value 1 and the other

variables have value 0. The multicast cost of the solutionis I1x(0+3+0+3+0+0+0+3+

0+0+5+0)+ 1x(1+1)=16 when o = 1 and p = 1. Because z' and 2% are equal to 1, the

light-forest consisting of two light-trees, 7} =Ue= {e,, e4} using wavelength A; and T,

xi=l

= Ue = {e,, es} using wavelength A5, are shown-in Figure 5-1(c) and (d). ]

xf =1

5.3 Experiments

In this dissertation, our work focuses on how to find the optimal light-forests such that
nodes in the networks can be set up to route all requests. The approach used in this simulation
to evaluate the performance of the ILP formulation is defined in Section 4.3. In order to
reduce the elapsed execution time, we assume that there is one request in the request set R. In
the experiments, eight types of networks were tested: 30 nodes (rn = 30), 40 nodes (n = 40), 50
nodes (n = 50), 60 nodes (n = 60), 70 nodes (n = 70), 80 nodes (n = 80), 90 nodes (rn = 90),
and 100 nodes (n = 100), for each of which 60 different requests were randomly generated.
Each 60 requests are categorized into 3 groups corresponding to 2 destinations (g = 2), 3

destinations (¢ = 3), and 4 destinations (¢ = 4). Because there is exact one request in R, 7 = (s,
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D, A) used to represent the request, where s and the destinations in D were generated
randomly.

The experiments consist of two parts: comparisons of different wavelength consumption
ratios and performance assessment of the ILP. Our codes were implemented in C++ with the
linear programming tool CPLEX on a computer with an Intel P4 2.4GMhz CPU and 2GB

RAM.

5.3.1 Comparisons of Different Wavelength Consumption Ratios

The multicast cost depends on different values of communication cost ratio (&) and
wavelength consumption ratio (£). We shall study the effects of different values of f/a. The
values of f/aare setto be 0.1 (=1 andf=0.1), 1+ (a=1and f=1), 10 (=1 and = 10),
50 (e¢=1 and = 50), and 100 (e = 1 and f=:100). For each combination of f/« and y, we
route 5 requests in the network with 50 nodes (n" = 50). We keep track of the average
communication cost (CC), average:wavelength consumption (@), and average elapsed
execution time (E7) (in seconds) for the 5 requests. The results are summarized in Table 5-1.
Several observations can be made as follows:

(1) For larger values of y, the impact of different values of /& on execution times is not
significant. However, the elapsed execution times increase dramatically as the value
of f/a grows and the delay bound becomes tighter (i.e., smaller values of y). For
example, for fa = 0.1, 1, 10, 50, and 100, ET is 53.87, 47.69, 67.79, 46.53, and
67.04 seconds when ¥ = 3.0 and ET is 886.31, 1,652.01, 2,953.35, 2,644.63, and
3,533.81 seconds when y = 1.2. From the results, we know that elapsed execution
time is unacceptably long when the delay bound becomes tighter. For example,
when y = 1.2, the average execution time is more than 3,533.81 seconds for f/a =

100. Therefore, the ILP formulation cannot solve the MRWAP-DC-WWC well when
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the specified delay bound of a request is close to the minimum transmission delay.
(2) The ratio of £ to « can be set properly such that a request can be routed by less
communication cost or wavelength consumption. For example, the average
wavelength consumption slightly decreases from 1.6 to 1.0 as the ratio increases
rapidly from 0.1 to 100. For f/a= 0.1 or | in y = 3.0, the communication cost CC =
79.4 is only determined by the wavelength consumption cost. For f/a= 100 and y =
3.0, the wavelength consumption cost, the product of wavelength consumption and S
(fxw=100x1.0), is dominated by the communication cost. It is therefore reasonable
to adjust the ratio to balance the load of each wavelength and each link. Moreover,

dynamic adjustment may be a reasonable policy.

5.3.2 Performance Assessment of IL:P

The test instances in Part (1) are again useéd her¢. We set =1, f=1, and ¢ = 1.2. Table
5-2 shows the results from routing 60.requests in five'networks (n = 30, 40, 50, 60, 70). For
each combination of network types (n/m: the number of nodes/the number of edges) and the
number of destinations (g), the first block shows the number of ILP variables (#NV), the
number of constraints (#NR), the number of nonzero constraint entries (#NZ) in these
constraints. The first performance index we are interested in is the number of requests that are
successfully solved (#Succ). Performance indices resulted from the successfully solved
instances include the minimum elapsed execution time (ET7nin), the maximum elapsed
execution time (ETmax), the average minimum elapsed execution time of the first 3 requests
(ETmin3), the average maximum elapsed execution time of the first 3 requests (E7max3), the
average elapsed execution time of other requests (E7omer), and the average overall elapsed
execution time (E7). From the numerical results, we have the following observations:

(1) The elapsed execution time is more than 34 hours (for ET.x = 123,882.13 seconds)
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for some request (¢ = 3) in the network with 60 nodes (n = 60), and the ILP
formulation cannot be used to solve the network with more than 70 nodes or
requests with more than 3 destinations in a reasonable time. For example, ETin3 =
73,268.66 seconds in n = 60 and g = 4. In general, the execution time is proportional
to the number of destinations and the number of nodes. For networks with more
nodes, to fulfill the request becomes hard. That is, the number of solved requests
decreases sharply when the number of nodes increases. For example, #Succ = 18 for
n =60 and g = 3, but #Succ = 8 for n = 70 and g = 3; furthermore, #Succ = 6 for n =
60 and ¢ = 4, but almost no request for n = 70 and ¢ = 4 can be solved. This
observation helps explain the phenomenon that ET,,,x = 123,882.13 seconds for n =
60 and g = 3 is much greater than E7,,,, = 73,856.50 seconds for n = 70 and ¢ = 3.
Amongst the 18 solved instances for n = 60;'there could be some instances that have
used an extraordinarily long execution time, . while the 6 solved instances for n = 70

might be easier to solve.

5.4 Conclusion

In this chapter, the MRWAP-DC-WWC problem is explored first. To solve the problem

to optimality, we formulate the problem in an ILP formulation to obtain the optimal solutions.

Nevertheless, the optimal solutions are not obtained in an affordable execution time when the

delay bound becomes tight, when the networks are equipped with more nodes, or when the

numbers of destinations in the requests increase. Because the ILP formulation cannot solve

instances of the MRWA-DC-WWC in large-scale networks, it is necessary to propose a

heuristic to derive approximate solutions in a reasonable time, and two greedy heuristics will

be introduced in the following chapters. Results from our computational study show that the

ILP formulation can be used to solve the MRWA-DC-WWC in the networks of a limited
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number of nodes. In our study, we find that how to determine adaptive communication cost

ratio and wavelength consumption ratio could be an interesting topic.
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Table 5-1: Experimental results for different f/ o

pPla=0.1 pla=1 pPla=10 pla=50 Ploa=100
X cc w ET| CC w ETl CC w ET] CcC w ET| CC w ET
3.0 794 1.6 53.87| 794 1.6 47.69| 812 1.0 67.79| 812 1.0 46.53| 81.2 1.0 67.04
2.0 79.6 1.6 81.99| 79.6 1.6 7450 822 1.0 127.27) 822 1.0 127.46| 822 1.0 127.18
1.5 842 1.8 340.33] 842 1.8 40939 846 1.2 369.14f 86.8 1.0 26949 86.8 1.0  405.02
1.4 85.0 1.8 539.96| 85.0 1.8 505.13] 854 1.2 586.04] 87.6 1.0 76796 87.6 1.0 1,149.81
1.3 88.0 2.0 51091 8.0 2.0 737.73] 884 14 60481 88.6 1.0 84796/ 88.6 1.0 1,088.45
1.2 89.4 2.0 886.31| 8.4 2.0 1,652.01] 89.8 1.4 295335 92.0 1.0 2,644.63 92.0 1.0 3,533.81
Table 5-2: Experimental results for diffetent networks by using ILP
n/m #NV  #NR #NZ | #Suce.  ETum T ETin3 ETpaxs ET pther ET

2 3,540 2954 14,160 20 0.6°13,256.31 0.79 4,842.18 14.50 816.83

30/236 34,720 4,281 20,060 19 0.2~ 2,355.52 0.85 1,560.76 24.28 263.18

4 5900 5,608 25960 19 3.67°82,981.89 9.36 42,145.73 640.36  7,094.21

2 6,840 5354 27,360 20 0.1 43,923.91 0.49 17,562.67 69.10  2,682.85

40/456 3 9,120 7,831 38,760 16 8.5"727,638.92 18.39 16,583.96 469.58  3,406.43

4 11,400 10,308 50,160 14 17.1  66,999.05 60.04 29,153.12 1,226.44  6,960.79

2 8,820 6,874 35280 20 0.8 41,063.38 1.99 14,460.90 12521  2,257.08

50/588 3 11,760 10,061 49,980 19 23 11,014.69 18.68 10,014.08 819.63  2,144.92

4 14,700 13,248 64,680 18 25.6  74,096.81 65.25 46,930.01 2,590.33  7,096.11

2 14,460 10,834 57,840 20 0.2 1,253.83 4.57 1,120.02 147.71 ,272.09

60/964 3 19,280 15,951 81,940 18 10.7 123,882.13 53.64 89,361.25 4,710.74 18,042.98

4 24,100 21,068 106,040 6 2022 73,268.66 73,268.66 - - 22,266.95

2 16,860 12,634 67,440 18 2.1 84,512.84 10.81 84,512.84 1,018.16 5,488.86

70/1124 3 22,480 18,601 95,540 8 9.8 73,856.50 343.21 - 30,475.86 17,561.86

4 - - - - - - - - - -
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Chapter 6 Ant Colony Optimization (ACQO) for
URWAP-DC-SR

For the MRWAP-DC-WWC, the ILP formulation could not find a feasible solution in an
affordable execution time for routing more requests or the network with more nodes and links.
In this chapter, we address a design of ant colony optimization (ACO), which is a meta-
heuristic developed in the early 1990s [11}{22]:sFhe ACO uses natural metaphor inspired by
the behavior of ant colonies to solve;complex combinatorial optimization problems for
finding near-optimal solutions. It has demonstrated significant strengths in many application
areas, such as the traveling salesman.problem, graph.coloring problem, quadratic assignment
problem, generalized minimum spanning tree problem, scheduling problems, and minimum
weight vertex cover problem, just to name a few. The details of ACO design will be described
later.

In [27][41][49][76], the ACO has been used to solve the URWAP-SR or MRWAP-DC-
SR, but communication cost, wavelength conversion cost and delay bound were not
incorporated in their studies. To the best of knowledge, Varela and Sinclair [76] is the first
paper applying the ACO to cope with the URWAP. In their design, each ant keeps a tabu list
of previously visited nodes to avoid dead-ends and cycles and to allow backtracking, where
backtracking means that an ant will reversely pop out its previous location to alter the visited
nodes when the already found partial tour is blocked. Garlick [27] extended the ACO

applications to the dynamic URWAP-SR by using length and congestion information in
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making routing decisions to reduce the possibility of network blocking in the tour-
constructing phase. In [41], a survey and comparison on ACO applications to routing and
load-balancing issues were presented. The authors also compare different ACO mitigating
stagnation features, including evaporation, aging, pheromone smoothing and limiting,
privileged pheromone laying and pheromone-heuristic control. Both [27] and [76] used the
shortest path algorithm or minimum edges of paths to find a light-path as the heuristic
ingredient of the ACO. However, delay bounds make the heuristic inappropriate for solving
the URWAP-DC or MRWAP-DC. Moreover, the realistic concerns about wavelength
conversion in switches lead to a more complicated problem. While the ACO has been applied
to solve some specific case of the URWAP or MRWAP, no results have been reported on the
complex, but realistic, problem involving delay bound, communication cost, and wavelength
conversion simultaneously. In this dissertation; we, shall design new ACO features to produce
solutions to the studied problem, URWAP-DC-SR.

For a given (G, R), the number of R 1s equal to 1 and the number of destination set is
equal to 1. Therefore, (G, r) is used to distinguish'the URWAP-DC-SR from the MRWAP-DC,
where r = (s, £, A). Unlike the MRWAP-DC Wwhich is to find a set of assigned light-forests,
the URWAP-DC-SR is to find an assigned light-path for each unicast request. The assigned
light-path is a wavelength-based light-path connection. For the network with N,, wavelengths,
there are N,, wavelength links on each link. Every e; € E is a direct link from v;to v;, the
wavelength link in e; represents as e;;, 1 </ < N, and c(e;)) = c(e;) and d(e;) = d(ey).
Therefore, when a light-path includes two wavelength links e;; and ey (I # [°), the switch j
must provide the wavelength conversion capability such that the signal passing from e;; to
enter the input port of j using wavelength / can be transmitted to switch & from the output port

of j using wavelength /’.

The URWAP-DC-SR seeks to find an assigned light-path P that consists of a sequence of

connected wavelength links. Because ej; is contained in P means that the wavelength / in e;;
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will be used to route r, the wavelength assignment function 4” will equal to the function

which set wavelength links in P to be 1 and the others to be 0. That is, when e;; is chosen in P
(eji € P), h* (ej, ) =1 (e, h; = [). Therefore, P is a solution to (G, r). Unlink the
representation of light-forest in the MRWAP-DC, the solution in the URWAP-DC-SR is

presented by P.

The communication cost ¢(P) and the transmission delay d(P) of P could be calculated as

follows:
communication cost : c(P) = z T.(e;), (6-1)
e; P
transmission delay : d(P) = ZT 2(€1)s (6-2)
e, P

A

where T..(e;)=c; + z Piv_”—‘-éj and “T;(¢;)=dy + z P{N_ll—l‘dj represents the

el w el w

communication cost and the transmission delay of passing signal from v; through v; using e;;.
For e;; € P and v; is not a destination, there exists some node v; and wavelength 2, such that

ejx €P; otherwise, P is not a light-path from the source to the destination. Although there is a

summary operator sigma in the notations z Pl]\;—”—lé ;and Z Pl]\;—l'—lé’ ;» the sigma

e, el w e, eP w

operator is only contributed to represent the wavelength conversion cost and delay.

In the formula, they are computed based on the used wavelength links to reduce the
complexity. An assigned light-path P is a feasible solution when the following three
conditions are all satisfied:

(1) the origin of P is s;

(2) the destination node of P is ¢; and

(3) the transmission delay of P is no greater than the delay bound (i.e., d(P) < A).
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In the rest of dissertation, for notational convenience assigned light-path and feasible

solution will be replaced with light-path and solution if no confusion would arise.

In this section, we develop several features for the deployment of the ACO. The notation

used in our ACO design is given in the following:

b : number of ants;

& : percentage of the b ants to distribute at the source and destination for each
request;

A" : set of nodes accessible to ant k for 7;

: initial pheromone on wavelength link e;;

Ty : dynamic desirability measure (pheromone intensity) on wavelength link e;y;

77!.'/‘.1 : static desirability measure aboutilink ej; based on a heuristic value for ant £;

pfj‘.l : probability that ant £ moves fromhode i to node j using wavelength / (i.e., using
ejjl);

Pt : light-path traversed by ant £;

e : some wavelength link in a light-path.

6.1 Concept of the ACO

The ACO is a family of meta-heuristics that are inspired by the natural optimization
mechanism conducted by real ants. The general framework of the ACO algorithm is shown
Figure 6-1. In the ACO framework, the underlying environment for the ant colony to explore
through is a directed graph, possibly with weights assigned to the edges. Therefore, a studied
problem is usually represented by a weighted graph. The ACO system starts by distributing a

set of artificial ants onto the graph. Each ant will construct a tour that corresponds to
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a solution to the original problem. When all ants attain solutions, they share their information
via pheromone and then another iteration commences. The process is repeated until some pre-
specified criterion is satisfied. The optimization mechanism of the above-mentioned process
is carried out by two important features: state transition rules and pheromone updating rules.
A state transition rule is used for an ant to determine which node it will visit next (Step 2.2.1).
The pheromone updating rules dynamically updates the pheromone intensities (or, in simple
words, the degree of preference) on the edges (Steps 2.2.2 and 2.3). For general discussion on

the philosophy and design detail, the reader is referred to [11][21].

Although the ACO has been applied to deal with the static UWRAP [76] and the
dynamic URWAP [27], the proposed approach does not work for the URWAP-DC-SR. For
example, the backtracking method for avoiding dead-ants in [27] and [76] cannot be used in
the URWAP-DC-SR because transmission delays .need to be taken into account. The
existence of delay bounds of requests stipulates the.global pheromone updating rule to test
whether some ants arrive at the destinations‘successfully abiding by the delay bound. In this
section, we propose and design an ACO. algorithm that can produce approximate solutions

with all realistic constraints incorporated.

ACO Framework

Step 1: Initialization
Step 2: Repeat
2.1. Each ant is positioned at some node
2.2. Repeat
2.2.1. Each ant moves to a next node according to the state transition rule
2.2.2. Apply the local pheromone updating rule
Until all ants have constructed a complete tour or encountered a dead-end

2.3. Apply the global pheromone updating rule

Until the stopping criterion is met

Figure 6-1: ACO framework
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6.2 Initialization in the ACO

In our ACO design for the URWAP-DC-SR, the initialization phase includes two parts,
dispatching ants to nodes and initializing pheromone on edges. For the first part, the trail of an
ant can be viewed as a light-path. Therefore, it is reasonable to expect that an ant will start
from the source and stop at the destination of the request. The optimal trail with the minimum
communication cost indicates that it is an optimal routing light-path for the request. The
strategy that finds trails from the source towards destination is called forward searching. On
the other hand, backward searching refers to the strategy starting from the destination.
Combining both strategies, we can let the ants begin their searching sessions randomly at
either the source s or the destination ¢ In this dissertation, parameter ¢ is given to adjust the
percentage of b ants to be initially dispatched to s; that is, the numbers of ants initially

positioned at the source and the destination are &*band (1-&) xb, respectively.

For the second initialization task; applying some -heuristics will provide informative
guidance to determine the initial pheromone;and possibly shorten the time required by

finding a near optimal or even optimal, selution. Taking into account the objective of

minimizing the total communication cost of routing a given request, the initial pheromone 7,

on each wavelength link e;; 1s defined as:

0, if w,, =0; (6-3)
1
T. = cle..
N ( 'f’)l : if w, =1. (6-4)
Z«’CEV Wixlc(eixl)

Recall the definition of w;;= 0, which indicates that wavelength link e;; is infeasible. In
order to prevent an ant from traversing an infeasible wavelength link, the initial pheromone of

that wavelength link is set to 0 (Eq. (6-3)). If the wavelength link is viable, the initial
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pheromone will be set as in Eq. (6-4) to let a wavelength link with less communication cost

have a higher intensity of initial pheromone than the others.

6.3 State Transition Rule

The state transition rule presented in this dissertation features the following two aspects.
First, unlike the ACO research [69] proposed solutions through the exploration of the power
set of the vertex set, the solution in this paper will obtain a path of wavelength links from the
source to the destination. Depending on whether the switches provide wavelength conversion
or not, each ant can choose wavelength links using the same or different wavelengths to route
data to next switch. That is, the solution to the URWAP-DC-SR can be viewed as a sequence
of wavelength links, and the preference information (including pheromone intensity and local
heuristic value) is deposited on the wavelength links. Secondly, the local heuristic used in
most of previous research is static (that is, the value will not change during the optimization
process). Shyu et al. [69] deployedia dynamic heuristic to reflect the situation that the access
preference for a wavelength link changes. over time depending on which wavelength links
have been already selected. Based on the above concerns, we modify the state transition rule,
which defines the probability that ant & at node i uses wavelength link e;; to route data to node

Jj as follows:

L if ¢ < g, and < j,I >=arg max{ w,z,,(75)"};  (6-5)
xeAk,teW

Pf»l =10, if ¢ <g,and < j,/ >#arg max{ w,7,, (niit)ﬁ} (6-6)
xeAk,teW

B
Wi Ty (77ijl )

kB>
er 2 Wit Tia (M)

if g = q,, (6-7)

where 4% denotes the set of accessible nodes for ant k to visit such that no node can be
traversed for more than once, 7;; is the dynamic desirability measure about the access to the
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wavelength link e, 774.';, is the static desirability measure about the same wavelength link

based on a problem-specific local heuristic, and ﬁ’ is the parameter controlling the relative

significance between the two measures. Following the same line of reasoning in Eq. (6-3) and
(6-4), wyi 1s added to each equation to guarantee that any infeasible wavelength link, i.e. wj; =

0, cannot be chosen.

The value of p;‘, can be determined according to a random number ¢ drawn from the
open interval (0, 1). If g is less than a specified threshold gy, the wavelength link e;; with the

maximum product w, 7, t(nlﬁt)ﬁ is always selected (see Eq. (6-5) and Eq. (6-6)); otherwise,

ixt " ix
the wavelength link is selected according to the probability given in Eq. (6-7). That is, the

state transition rule is a controlled trade-off scheme between the exploitation search and the

exploration search of the problem space. Note:that the probability value p;fl depends on

which wavelength link the ant uses;to construct the light-path (trail) and that the transmission

delay of the light-path is constrained by the delay bound. When the trail exceeds the delay

bound, the value of 77;7[ will be set to be 0 in Eq. (6-8), which will be defined in the next

paragraph. Therefore, such a wavelength link will not be selected in Eq. (6-5) or Eq. (6-7). It
thus highly suggests that the quality and feasibility of a solution depend on the wavelength
links selected; that is, the communication cost and the transmission delay of light-path reflect
the quality of the solution found by some ant and whether the solution is feasible or not,
respectively. The value of variable 7;;, which gradually reflects the global preference for link
e;i, 1s updated according to the quality of the final solution constructed at the end of each
cycle. The details will be described in the next subsection. Local preference is incorporated to
reflect the objective of communication cost minimization subject to transmission delay
bounds. When there is no feasible solution constructed by the ant colony, determining a

feasible solution, if exists, becomes more crucial. Therefore, the local preference needs to
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reflect the status of whether a feasible solution has been found thus far. During the solution-
finding session, if no feasible solution has been encountered, the local preference will center

on how to find a feasible solution subject to the transmission delays of links; otherwise, the

communication cost is taken into account. Therefore, the value of variable 77;?1, which

evaluates the local preference of ant k for wavelength link e;;, changes dynamically and is

given by
0, if d(P*)+T,(e;) > A, (6-8)
w..
77;‘, = " if no feasible solution has been found; (6-9)
T, (eyz )
Wi .
, otherwise, (6-10)
];(eW)

where 77;;, can be seen as the inverse of transmission-delay (Eq. (6-9)) or the inverse of

communication cost (Eq. (6-10)), depending on whether the ACO system has explored some
feasible solution or not. In the sequel, the proposed dynamic local heuristic favors the feasible
wavelength link that has either minimum transmission delays or minimum communication

costs.

6.4 Pheromone Updating Rule

In the proposed system, we apply global and local pheromone updating rules as follows.
First, at the end of each cycle we keep track of the best feasible solution P**' and the worst
infeasible solution P*”*" encountered by the colony. Our idea is to encourage the ants to
follow links in P**' and avoid links in P*”* in the following cycles. This idea is realized by

reinforcing (respectively, lessening) the intensities of the pheromone currently left on the
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Wworst

wavelength links in P™*' (respectively, P*”*" ). The pheromone 7;; on wavelength link e is

updated according to the following global updating rule:

7, =(1-p)ry +kaTt;‘l —sz%’,@ ’ (6-11)
1
]1' (eijl ) . best
where 7}, = 1 if ¢, € P™; (6-12)
ST (o)
0, otherwise,
T, (e,
d( !/l) , if e,-jl c Pworst;
and 7= 2T, (6-13)
ecp"s!
0, otherwise,

Parameter p € (0, 1) simulates the evaporation rate of*the pheromone intensity and enables
the algorithm to reduce the significance of inferior links or forget the bad decisions previously
made.

Secondly, we activate the local pheromone updating rule to shuffle the solutions and
prevent from early convergence, i.e. all the ants make the same decisions. The local updating
rule is performed at the end of each step when each ant selects a new wavelength link e;;. The

pheromone intensity on link e;; is updated by

Ty = (I- (D)Tij/ + (oz_-ijl 5 (6-14)

where ¢ € (0, 1) is a parameter adjusting the current pheromone previously laid on e;; and

7 1s the initial value of pheromone laid on e;;. Note that the local updating rule decreases the

pheromone intensity on the link just visited by an ant and makes the selected links less

attractive to other ants. The effect of the process will direct the exploration session of an ant
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toward the links that have not yet been visited by other ants.

6.5 Stopping Criterion

Like other meta-heuristics, different types of stopping criteria can be used for the ACO.
We cite the following four for the reader’s interest.
C1: The number of iterations is greater than a specified iteration limit;
C2: The execution time is longer than a specified CPU time limit;
C3: The averages of communication costs of ants in some consecutive iterations become
the same; or
C4: The number of consecutive iterations in which no improvement attained on the

incumbent solution is greater than a specified limit.

In this dissertation, we use the last one (€4).as the stopping criteria of our ACO design,
1.e. the algorithm will stop when mo"improvement on the incumbent solution is achieved

within a given number of consecutive iterations:

6.6 Computational Experiments

This research focuses on determining an assigned light-path of low communication cost
such that switches in the network can be set up to reroute a request. To study the performance
of the proposed approach, we designed and conducted a series of computational simulations.

The scheme used in our simulation is defined in Section 4.3 or referred to Waxman [78]. As
for the parameters setting of the ACO algorithm, preliminary experiments suggest &= 0.5, ,B
=1,p=0.7, ¢=0.9,and g, =0.5.

The experiments include three parts: (1) introduction of transmission delays to the ILP

formulation; (2) comparisons between the ACO algorithm and the ILP formulation; (3)

investigation on the number of iterations exerted in the ACO algorithm. The codes were
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written in C++. The platform is a personal computer with an Intel P4 2.4GMhz CPU and 1GB

RAM.

6.6.1 Introduction of Transmission Delays to the ILP Formulation

The ILP formulation used in the simulation to solve the MRWA-DC-WWC is adapted
from that proposed in Chapter 5. It was implemented using the linear programming tool
CPLEX. Three types of networks were tested: 40 switches (rn = 40), 50 switches (n = 50), and
60 switches (n = 60), for each of which 200 different requests were randomly generated. Five
wavelengths were provided for the networks. The delay bound was set to be y times of the
minimum transmission delay between the source and the destination in each request; for
example, y = 3.0 means that all delay bounds of the 200 requests were set to be 3.0 x the
minimum transmission delays. For each combination®of values of ¥ and network types, the
elapsed run times, each of which ar¢ ayeraged over 200 requests, are summarized in Table 6-1.
The experimental results suggest that the elapsed execution times increase sharply as the
number of switches grows or the delay bound;becomes tighter (i.e., smaller values of ). For
example, when y = 1.1, the average execution time is more than 1,380 seconds. Therefore, the
ILP formulation cannot solve the MRWAP-DC-WWC well when the number of switches is
more 70 or the specified delay bound of a request is close to the minimum transmission delay.
They are similar to the results shown on Table 5-1 and will be used to compare with the

experimental results attained from ACO method.

6.6.2 Comparisons between the ACO and the ILP Formulation

In this part, we define the stopping criterion for the ACO algorithm by terminating the
execution when 2,000 iterations are reached or the incumbent value is equal to the optimal

one. The same experiment settings were also applied to observe the solutions found by the
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ACO approach. Experimental results are shown in Tables 6-2, 6-3 and 6-4 for the networks
with 40 switches, 50 switches, and 60 switches. The solutions found by the ILP formulation
are used as the baseline for comparisons. In these tables, the first two columns show the value
of x and the number of ants. We kept track of the scenarios of the ACO algorithm at iteration
1,000 and iteration 2,000. Recall that the algorithm will stop before entering later iterations if
it encounters an optimal solution. Consider the major column entitled “1,000 Iterations”. Four

sub-columns summarize the computational statistics at the end of the 1,000-th iteration.

#Fea: number of requests for which feasible solutions are found,
#Opt: number of requests that are optimally solved;
Dev: average communication cost deviation of the found solutions from the optimal ones;

ET: average execution time.

Dev is defined as:

Seasy opt
" «B™
#Fea

Dev =

, (6-15)

where c(P**)and c(P™) are the communication cost of the feasible solution P** found
at the end of some iteration in the ACO algorithm and the communication cost of the optimal
solution P found by the ILP formulation, respectively. The second part reports the results at
the end of 2,000 iterations. When the ACO algorithm finished processing 200 requests, we
also keep track the number of requests that have been optimally solved (column #Opt). The
sub-columns /fer and ET contain the average number of iterations and the average execution
time required to produce these optimal solutions. The last major column Non-Opt records
information on those test cases for which no optimal solutions were found. Sub-column /zer
records the iteration at which the best feasible solution was encountered.

From the numerical results, we have the following observations:

-73-



(1) For the case that  has a tight value, it is guaranteed to find a feasible solution with
fewer iterations or fewer ants. According the following three sets of experimental
results in y = 1.1 of Table 6-3, (i) #Fea = 190 in b = 20 and at the end of 1,000
iterations, (i1) #F'ea = 200 in b = 100 and at the end of 1,000 iterations, and (ii1) #Fea
= 198 in b = 20 and at the end of 2,000 iterations, the first and the second sets of
results demonstrate that more ants can benefit to find feasible solutions. Moreover,
the first and the third sets of results demonstrate that execution with more cycles will
have a higher probability of finding feasible solutions.

(2) When a request with tight delay bound which is close to the minimum transmission
delay, it seems to take less execution time because the ants were soon trapped and
because a tight delay bound diminishes the number of viable wavelength links.
Nevertheless, it may have a lowerpossibility of finding feasible solutions. For y =
1.1 and ¢ = 1.5 in Table 6-3, we have #Fea =198 and #Fea = 200, and ET = 0.545
seconds and 1.160 seconds:at the end of 1,000 iterations for b = 60.

(3) According to the comparisons from Tables 6-1-to 6-4, the execution time of the ACO
algorithm is not sensitive to the change of the number of switches and the number of
delay bound; but the time required by the ILP formulation highly depends on the
change of the two numbers. For example, the ET values of the ACO for y = 1.1, n =
40, 50, and 60 are less than 1 seconds, but the corresponding E7 values of the ILP are
more than 32 seconds, 395 seconds, 1380 seconds. This demonstrates the robustness
and superiority of the ACO algorithm for the URWAP-DC-SR.

(4) Although a larger number of iterations and ants deployed in the ACO can reduce the
communication cost of feasible solutions, the long execution time may be inefficient.
The maximum average numbers of iterations to optimally solve optimally and non-
optimally requests are 122 and 321 for n = 40, 123 and 440 for n = 50, and 169 and

420 for n = 60. Therefore, the Stopping criterion adopts the combination of that a
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given number of consecutive iterations within which no improvement on solutions is
attained and a given limited number of iterations, which may be more reasonable.
The comparisons about the number of iterations will be discussed in the following

section.

6.6.3 Comparisons of Iterations

This part is dedicated to investigating the number of consecutive iterations within which
no improvement is attained on solution values. Experimental results are shown in Tables 6-5,
6-6 and 6-7 for different networks. Five groups with 200, 400, 600, 800, and 1000
consecutive iterations are studied, and statistics #Fea, #Opt, ET, and Dev are discussed.
According to the experimental results, the stopping criterion can provide the performance
with less execution time and approximated deyiation in average. Summarizing the numerical
results of Tables 6-5 to 6-7, the average experiméental results of different y values are shown
in Table 6-8. The number of consecutive iterations'could be determined by the response time,
number of ants, and tightness degree (). Nevertheless, the deviation and execution time seem
to be the reasonable factors. From different criteria, we make several observations:
(1) The value of Dev decreases steadily for the increase of the number of ants and the
increase of the number of iterations. For example, in Table 6-5, the values of Dev are
3.90%, 2.59%, 1.37%, 1.10%, and 0.74% for 200, 400, 600, 800, 1,000 iterations,
and are 2.32%, 1.86%, 1.03%, 0.86%, and 0.93% for 40, 60, 80, 100, and 110 ants in
¥ = 3.0. Nevertheless, it is not clear which factor’s increase has impacts on the
decrease the Dev values.
(2) In Table 6-8, the ACO algorithm needed a larger number of consecutive iterations
and fewer ants seem to provide lower deviation and to take longer run time than the
ACO algorithms that used a smaller number of consecutive iterations and more ants

in the networks with more switches. For example, in the case of n = 60, the values of
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ET and Dev are 3.622 and 3.84% in b = 40 and 1,000 iterations, and 2.165 and 4.85%
in b = 130 and 200 iterations. Nevertheless, in the case of n = 40, the values of ET
and Dev are 1.751 and 3.57% in b = 20 and 1,000 iterations, and 1.502 and 2.93% in
b =110 and 200 iterations.

(3) Although it is hard to determine the most appropriate ant population and the number
of iterations, the colony with a greater number of ants seem to let the ACO algorithm
to find feasible solution more efficiently. To route the requests with less deviation
and high success probability, we suggest that the ant population may be set as the
number of nodes in the network plus 20, and that the value of consecutive iterations

is set as large as possible.

6.7 Conclusion

In this study, we have desigined and implemented an ACO approach for solving the
URWAP-DC-SR. To adjust the ACO apptoach to meet the specific characteristics of the
studied problem, a wavelength-link-based graph has been constructed for the ants to traverse
on. The effectiveness and robustness of the ACO approach have been examined through
extensive experiments. The experimental results have clearly evinced that our proposed ACO
algorithm can find approximate solutions with average deviations of less than 4% from the
optimal ones with an average elapsed execution time only about 0.1% of that required by an
ILP formulation. Moreover, the ACO algorithm still works well in solving the URWAP-DC
for large-scale networks, for which the IP formulation fails to provide optimal solutions in a

reasonable time.

The purpose of this study is not to address superiority over other meta-heuristic in
solving the URWAP-DC-SR. Our focus is set on addressing the applicability as well as the
capability of the ACO algorithm in dealing with the URWAP-DC. Our study will not only

extend the application areas of the ACO approach but also suggest a new viable
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method for coping with the complex optimization problems arising from the WDM domain.

Table 6-1: Average execution time (sec.) for different y values and different networks

v |n=40 n=50 n=60
3.0 | 0.216 0.369 1.987
2.0 | 0.583 0.682 3.496
1.5 | 1.463 1.691 9.889
1.4 | 2.245 4.192 19.382
1.3 | 3.664 9.758 55.751
1.2 | 4.679 10.746 79.421
1.1 |32.789 395.394 1380.914
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Table 6-2: Experimental requests of 200 requests routed in 40 nodes

X

b

1,000 Iterations

#Fea #Opt  Dev ET

#Fea

2,000 Iterations
#Opt Dev  ET

Opt
lter ET

Non-Opt

Iter

ET

3.0

20
40
60
80
100

200
200
200
200
200

156 1.49% 0.654
169 0.71% 0.992
178  0.37% 1.132
178 0.33% 1.467
185 0.26% 1.190

200
200
200
200
200

169 0.70% 1.045
179 0.35% 1.503
184 0.26% 1.604
182 0.26% 2.146
190 0.15% 1.655

205 0.463
177 0.763
128 0.767
121 0.980

92 0.854

619
516
390
434
344

4.218
7.807
11.236
13.944
16.870

2.0

20
40
60
80
100

200
200
200
200
200

153 4.39% 0.558
163 2.37% 0.826
164 1.45% 1.046
168 1.65% 1.341
172 0.98% 1.346

200
200
200
200
200

163 3.74% 0.906
168 1.46% 1.312
174 1.00% 1.668
173 1.29% 2.082
180 0.62% 2.149

229 0.403
149 0.488
166 0.714
138 0.820
133 0.941

429
564
264
390
405

3.124
5.641
8.052
10.171
13.021

1.5

20
40
60
80
100

199
199
200
200
200

152 3.73% 0.438
161 2.34% 0.699
160  2.69% 0.943
172 1.81% 0.985
172 2.21% 1.104

200
200
200
200
200

161 2.31% 0.748
170 1.69% 1.090
169 1.94% 1.534
178 1.11% 1.558
177 1.97% 1.817

174 0.235
160 0.406
149 0.521
123 0.589
96 0.561

513
357
242
389
253

2.868
4.964
7.055
9.393
11.483

1.4

20
40
60
80
100

200
200
200
200
200

152 5.43% 0.420
168  2.54% 0.569
159 3.20% 0.952
171 1.95% 0.882
172 2.31% 1.088

200
200
200
200
200

156.4.28% 0.732
171 2.40% 0.943
167-2.23% 1.581
179 1:25% 1.420
177°°1.53% 1.804

130 0.170
112 0.269
156 0.559
117 0.556
110 0.605

342
392
364
335
337

2.667
4.917
6.753
8.779
11.031

1.3

20
40
60
80
100

200
200
200
200
200

159 4.79% 0.352
173 2.71% 0.432
171  2.93% 0.669
170 2.57% 0.818
184 0.76% 0.757

200
200
200
200
200

168 3.01% 0.593
180 1.58% 0.682
177 2.62% 1.062
175 2.10% 1.349
186 0.60% 1.138

163 0.210
119 0.286
115 0.399
79 0.353
86 0.472

270
201
142
577
184

2.604
4.247
6.167
8.316
9.987

1.2

20
40
60
80
100

200
200
200
200
200

164 4.19% 0.349
167 3.39% 0.465
170 2.93% 0.645
173 2.04% 0.783
178  2.10% 0.845

200
200
200
200
200

169 3.59% 0.549
177 2.14% 0.764
175 2.34% 1.077
176 1.87% 1.303
181 1.03% 1.346

132 0.182
135 0.301
102 0.334
81 0.346
83 0.435

189
366
301
173
267

2.549
4.331
6.276
8.325
10.026

1.1

20
40
60
80
100

199
199
200
200
200

180 1.96% 0.204
178  2.07% 0.315
184 1.85% 0.382
185 1.56% 0.430
186 1.57% 0.464

199
200
200
200
200

182 1.90% 0.318
182 1.75% 0.517
188 1.21% 0.596
188 1.34% 0.694
191 0.77% 0.737

69 0.102
72 0.157
72 0.243
62 0.259
68 0.328

69
328
52
43
181

2.502
4.161
6.127
7.515
9.421
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Table 6-3: Experimental requests of 200 requests routed in 50 nodes

X

b

1,000 Iterations

#Fea #Opt  Dev ET

#Fea

2,000 Iterations
#Opt Dev  ET

Opt
lter ET

Non-Opt
Iter ET

3.0

20
40
60
80
100

200
200
200
200
200

169 0.98% 0.614
172 0.73% 0.922
178 0.49% 1.204
181 0.46% 1.408
181 0.44% 1.618

200
200
200
200
200

174 0.61% 1.010
181 0.46% 1.455
185 0.31% 1.868
185 0.30% 2.223
185 0.26% 2.543

139 0.367
122 0.585
123 0.883
99 0.979
80 0.907

832 5.313
572 9.743
739 14.014
694 17.562
835 22.724

2.0

20
40
60
80
100

200
200
200
200
200

152 3.78% 0.621
156 2.21% 1.017
164 1.50% 1.342
167 1.89% 1.516
170  0.94% 1.762

200
200
200
200
200

156 2.21% 1.089
165 1.28% 1.697
174 0.79% 2.009
176 0.87% 2.397
175 0.80% 2.825

129 0.256
166 0.609
168 0.880
145 0.958
109 0.907

706 4.045
747 6.825
515 9.561
625 12.951
378 16.248

1.5

20
40
60
80
100

200
200
200
200
200

143 8.61% 0.618
151 5.50% 0.948
154 3.88% 1.160
152 3.82% 1.665
155 2.98% 1.865

200
200
200
200
200

149 6.71% 1.084
158 4.67% 1.655
161 2.95% 2.066
159 2.69% 2.875
161 2.48% 3.271

142 0.247
143 0.418
120 0.492
123 0.740
108 0.785

506 3.527
367 6.308
535 8.566
461 11.154
489 13.532

1.4

20
40
60
80
100

200
200
200
200
200

142 8.71% 0.587
156 6.11% 0.843
162 4.98% 1.024
165 4.27% 1.362
165 3.51% 1.379

200
200
200
200
200

153°.7.02% 1.013
161 4.11% 1.457
170-3.56% 1.732
172 3:03% 2.183
170" 2.44% 2.452

171 0.286
123 0.369
144 0.541
145 0.788

85 0.574

274 3.379
521 5.950
427 8.479
422 10.752
411 13.091

1.3

20
40
60
80
100

198
200
199
200
200

155 6.75% 0.478
158 7.11% 0.751
162 5.16% 0.960
170 3.74% 1.004
164  4.00% 1.274

199
200
199
200
200

164 5.80% 0.826
166 5.24% 1.291
172 3.87% 1.649
175 2.67% 1.688
169 2.75% 2.265

161 0.285
140 0.393
157 0.648
112 0.545

90 0.510

231 3.287
519 5.675
322 7.800
299 9.692
435 11.830

1.2

20
40
60
80
100

197
200
199
200
200

154  6.80% 0.432
161 5.82% 0.622
166 5.74% 0.772
169 5.11% 1.042
171  4.23% 1.109

199
200
200
200
200

165 5.63% 0.739
171 4.72% 1.018
173 4.34% 1.333
173 4.66% 1.743
174 3.76% 1.927

163 0.259
137 0.328
106 0.369
111 0.512
77 0.450

269 3.003
304 5.084
380 7.514
294 9.625
188 11.813

1.1

20
40
60
80
100

190
198
198
199
200

169 4.37% 0.347
170  4.56% 0.488
182 2.43% 0.545
181 2.03% 0.660
185 2.73% 0.620

198
199
198
199
200

178 4.61% 0.547
176 3.68% 0.830
187 1.52% 0.847
183 1.86% 1.074
186 2.39% 0.978

150 0.247
106 0.279
102 0.426
70 0.378
53 0.299

370 2.972
272 4.878
199 6.908

61 8.571
188 10.003

Table 6-4: Experimental requests of 200 requests routed in 60 nodes
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1,000 Iterations

#Fea #Opt  Dev ET

#Fea

2,000 Iterations
#Opt  Dev ET

Opt
Iter ET

Non-Opt

Iter

ET

3.0

20
40
60
80
100

200
200
200
200
200

152 1.40% 1.147
156 0.93% 1.793
158 0.92% 2.288
168 1.11% 2.550
174 0.47% 2.643

200
200
200
200
200

159 1.04% 1.847
168 0.62% 2.870
168 0.64% 3.751
177 0.37% 4.020
181 0.32% 4.098

220 0.681
236 1.262
168 1.373
161 1.704
133 1.768

731
597
592
621
603

6.371
11.313
16.237
21.847
26.297

2.0

20
40
60
80
100

200
200
200
200
200

133 4.83% 1.015
141  3.65% 1.473
146 2.51% 2.018
149 2.61% 2.445
150 1.90% 2.961

200
200
200
200
200

144 3.12% 1.768
150 1.94% 2.579
157 1.92% 3.370
159 1.90% 4.172
164 1.52% 4.781

237 0.597
187 0.802
194 1.190
185 1.479
213 2.058

668
500
411
475
382

4.778
7.910
11.331
14.618
17.188

1.5

20
40
60
80
100

200
200
200
200
200

140  7.15% 0.869
149  6.18% 1.246
158 4.21% 1.483
158 3.52% 1.803
163 2.78% 1.958

200
200
200
200
200

151 5.66% 1.416
159 4.77% 2.020
164 3.35% 2.464
169 2.16% 2.872
172 1.72% 3.085

223 0.491
210 0.730
165 0.831
177 1.140
179 1.273

465
468
498
441
380

4.268
7.025
9.905
12.311
14.214

1.4

20
40
60
80
100

200
200
200
200
200

139 7.61% 0.784
150 6.33% 1.081
153 4.66% 1.506
165 3.51% 1.473
156 3.84% 2.065

200
200
200
200
200

152 °5.95% 1.298
160+ 3:37% 1.801
161+4.21% 2.460
174 2.27% 2.323
171+1.98% 3.367

252 0.500
199 0.639
188 0.841
173 0.981
210 1.498

315
522
302
377
789

3.828
6.445
9.144
11.307
14.388

1.3

20
40
60
80
100

199
200
200
200
200

143 6.40% 0.550
148  6.12% 0.718
159  4.59% 0.848
165 2.74% 1.073
172 3.03% 1.083

200
200
200
200
200

155-4:31% 0.927
158 4.18% 1.221
164 3.86% 1.453
172 2.05% 1.657
178 2.21% 1.682

187 0.297
154 0.352
130 0.418
156 0.640
143 0.704

330
252
376
237
277

3.098
4.488
6.167
7.907
9.594

1.2

20
40
60
80
100

199
199
200
200
200

146 6.61% 0.458
158 5.40% 0.636
160 4.18% 0.822
162 3.69% 0.975
165 3.79% 1.135

200
200
200
200
200

156 5.01% 0.773
167 2.81% 1.020
167 2.74% 1.381
165 3.11% 1.703
169 2.59% 1.951

163 0.227
151 0.352
142 0.447

98 0.381
112 0.568

336
570
367
340
425

2.711
4.402
6.111
7.936
9.493

1.1

20
40
60
80
100

193
196
196
198
198

167 2.77% 0.366
170 2.77% 0.506
170 2.74% 0.657
178  2.31% 0.650
179 1.65% 0.763

196
198
197
199
199

170 2.74% 0.595
174 2.39% 0.827
177 1.96% 1.076
181 2.08% 1.030
189 1.02% 1.146

127 0.251
113 0.317
114 0.469

77 0.360
132 0.693

225
258
196
262
106

2.548
4.239
5.748
7.415
8.936
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Table 6-5: Results of 200 requests routed in 40 nodes

X

b

200 Iterations
#Fea #Opt

ET

Dev

400 Iterations

#Fea #Opt

ET

Dev

600 Iterations

#Fea #Opt

ET

Dev

800 Iterations

#Fea #Opt

ET

Dev

1,000 Iterations
#Fea #Opt

ET

Dev

3.0

20
40
60
80
100
110

200
200
200
200
200
200

137
149
155
165
165
165

0.543
0.963
1.381
1.803
2.280
2.444

3.90%
2.32%
1.86%
1.03%
0.86%
0.93%

200
200
200
200
200
200

149
165
168
171
177
172

1.118
1.978
2.695
3.546
4.101
4.688

2.59%
1.12%
0.87%
0.68%
0.46%
0.63%

200
200
200
200
200
200

151
165
174
171
174
182

1.595
2.897
4.036
5.197
6.237
6.907

1.37%
0.77%
0.55%
0.54%
0.45%
0.32%

200
200
200
200
200
200

166
174
173
180
187
183

2.175
3.871
5.191
6.719
8.174
8.859

1.10%
0.48%
0.56%
0.38%
0.22%
0.31%

200
200
200
200
200
200

163
173
184
179

2.689
4.543
6.561
8.181

18510.242
184 11.360

0.74%
0.49%
0.26%
0.34%
0.31%
0.26%

2.0

20
40
60
80
100
110

200
200
200
200
200
200

126
142
143
146
154
156

0.441
0.736
1.049
1.333
1.594
1.763

10.21%
3.78%
4.10%
5.81%
2.11%
2.62%

200
200
200
200
200
200

134
147
155
168
164
164

0.846
1.461
2.005
2.662
3.133
3.616

5.03%
3.78%
2.14%
1.53%
2.12%
1.58%

200
200
200
200
200
200

148
153
163
165
167
170

1.232
2.148
3.060
3.874
4,704
5.091

3.90%
2.30%
2.72%
1.29%
1.23%
1.38%

200
200
200
200
200
200

157
157
167
169
169
172

1.661
2.805
4.043
5.246
6.220
6.824

4.64%
2.89%
1.35%
1.47%
1.89%
0.94%

200
200
200
200
200
200

146
163
172
175
176
174

2.001
3.565
4.815
6.442
7.652
8.560

3.46%
2.01%
1.24%
0.77%
1.05%
0.85%

1.5

20
40
60
80
100
110

200
200
200
200
200
200

136
143
149
154
155
159

0.331
0.611
0.850
1.051
1.345
1.458

9.47%
6.40%
6.97%
4.40%
3.85%
3.70%

200
200
200
200
200
200

137
145
158
169
163
167

0.674
1.135
1.618
2.156
2.534
2.877

9.09%
4.74%
3.57%
1.95%
2.99%
2.93%

200
200
200
200
200
200

145
157
165
164
171
168

0.979
1.720
2.393
3.103
3.889
4.258

7.83%
4.23%
3.09%
4.17%
2.15%
1.57%

200
200
200
200
200
200

147
160
167
170
176
172

1.381
2.259
3.256
4.231
5.105
5.563

5.71%
3.40%
1.93%
2.70%
1.22%
1.80%

200
200
200
200
200
200

158
164
167
172
175
174

1.682
2.897
4.086
5.013
6.397
6.913

4.61%
3.06%
2.61%
1.86%
1.70%
1.36%

1.4

20
40
60
80

200
200
200

200

132
142
150
157

0.339
0.587
0.783
0.972

9.80%
6.54%
5.15%
5.01%

200
200
200
200

141
148
158
166

0.662
1.081
1.561
1.999

5.91%
5.31%
4.70%
1.91%

200
200
200
200

150
156
162
165

0.936
1.656
2.372
2.960
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6.08%
3.84%
2.92%
1.50%

200
200
200
200

157
160
162
165

1.281
2.259
3.008
3.884

4.17%
2.59%
2.94%
2.27%

200
200
200
200

154
164
172
172

1.592
2.592
3.797
4.824

4.48%
2.63%
2.29%
1.93%



Table 6-5: (Continued.)

100
110

200
200

156
157

1.262
1.334

3.51%
4.21%

200
200

160
162

2.471
2.715

3.33%
2.49%

200
200

171
174

3.703
3.945

1.56%
1.50%

200
200

172
168

4.783
5.119

1.77%
2.64%

200
200

173
173

6.138
6.402

1.71%
1.95%

1.3

20
40
60
80
100
110

197
199
198
200
200
200

140
151
156
157
169
168

0.313
0.537
0.742
0.919
1.188
1.236

7.44%
5.99%
4.89%
4.16%
3.25%
3.41%

197
200
200
200
200
200

154
162
164
174
167
175

0.607
1.120
1.533
1.901
2.295
2.570

5.49%
3.81%
3.83%
2.08%
2.71%
1.79%

199
200
200
200
200
200

158
167
169
173
172
174

0.915
1.549
2.167
2.826
3.333
3.769

5.16%
3.56%
2.85%
2.79%
2.79%
3.25%

199
200
200
200
200
200

162
165
178
176
177
172

1.210
2.092
2.863
3.667
4.410
4.828

4.43%
3.39%
1.72%
1.49%
1.99%
2.22%

200
200
200
200
200
200

163
168
175
175
177
183

1.513
2.465
3.554
4.563
5.701
6.239

4.94%
3.53%
2.83%
1.40%
1.82%
1.10%

1.2

20
40
60
80
100
110

194
197
198
199
200
200

145
153
158
166
165
170

0.292
0.524
0.760
0.858
1.090
1.217

7.07%
6.00%
4.12%
4.29%
3.78%
3.28%

200
200
200
200
200
200

156
163
170
170
170
172

0.625
0.960
1.400
1.845
2.139
2.361

5.02%
4.10%
3.26%
3.51%
3.41%
3.35%

200
200
200
200
200
200

162
173
167
173
173
176

0.877
1452
2:050
2.598
3.261
3.529

4.43%
2.84%
3.45%
3.19%
2.12%
2.39%

200
200
200
200
200
200

158
165
170
171
179
173

1.108
1.969
2.727
3.502
4.266
4.694

4.91%
4.41%
3.35%
3.10%
1.99%
1.62%

200
200
200
200
200
200

162
174
175
179
175
180

1.456
2.491
3.375
4.255
5.342
5.623

4.53%
4.12%
1.96%
1.55%
1.89%
1.52%

1.1

20
40
60
80
100
110

192
198
196
197
199
197

156
174
170
170
178
173

0.265
0.495
0.655
0.815
1.009
1.065

3.78%
2.69%
2.27%
2.19%
2.01%
2.36%

193
194
199
197
200
200

169
168
180
175
178
181

0.515
0.875
1.229
1.658
1.934
2.182

2.88%
2.67%
1.91%
2.10%
2.30%
1.86%

194
199
197
198
199
200

166
178
172
180
182
187

0.779
1.389
1.866
2.427
2.996
3.204

2.88%
2.64%
2.61%
1.72%
1.90%
1.42%

197
200
200
199
200
200

168
181
180
180
184
182

1.067
1.822
2.493
3.210
3.885
4.177

2.53%
2.22%
2.17%
1.77%
1.90%
1.55%

198
197
199
200
200
200

175
179
182
181
187
185

1.322
2.139
3.082
3.967
4.835
5.234

2.23%
1.98%
1.85%
1.98%
1.58%
1.52%
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Table 6-6: Results of 200 requests routed in 50 nodes

X

b

200 Iterations
#Fea #Opt

ET

Dev

400 Iterations

#Fea #Opt

ET

Dev

600 Iterations

#Fea #Opt

ET

Dev

800 Iterations
#Fea #Opt

ET

Dev

#Fea #Opt

1,000 Iterations

ET

Dev

3.0

30
50
70
90
110
120

200
200
200
200
200
200

157
167
165
167
176
179

0.886
1.461
1.709
2.169
2.663
2.751

1.59%
1.24%
0.94%
0.90%
0.94%
0.59%

200
200
200
200
200
200

168
172
175
179
182
178

1.683
2.551
3.410
4.271
5.048
5.430

1.15%
0.84%
0.87%
0.54%
0.42%
0.42%

200
200
200
200
200
200

167
182
181
183
184
189

2.542
4.022
5.104
6.267
7.589
8.310

0.91%
0.41%
0.40%
0.47%
0.28%
0.21%

200
200
200
200
200
200

175
180
186

3.398
5.141
6.960
184 8.364
188 9.862
18510.731

0.60%
0.49%
0.33%
0.37%
0.28%
0.38%

200
200
200
200
200
200

178 4.174
184 6.338
183 8.132
184 10.322
188 12.159
187 13.177

0.46%
0.38%
0.31%
0.37%
0.31%
0.30%

2.0

30
50
70
90
110
120

200
200
200
200
200
200

144
158
163
168
168
172

0.686
1.023
1.335
1.700
2.036
2.195

5.90%
2.61%
3.13%
2.59%
2.15%
1.56%

200
200
200
200
200
200

162
165
174
172
174
173

1.308
2.058
2.703
3.410
3.869
4.293

4.57%
2.75%
1.61%
1.48%
1.55%
0.97%

200
200
200
200
200
200

165
178
171
180
176
184

1.977
2.988
3.842
4.784
5.893
6.275

2.45%
0.87%
1.26%
0.59%
0.81%
0.59%

200
200
200
200
200
200

166 2.652
176 3.808
180 5.187
178 6.189
186 7.854
181 8.284

1.60%
1.43%
0.56%
0.70%
0.62%
0.63%

200
200
200
200
200
200

171 3.264
178 4.849
177 6.431
181 7.706
184 9.359
181 10.304

1.82%
0.75%
1.24%
0.62%
0.72%
0.59%

1.5

30
50
70
90
110
120

200
200
200
200
200
200

134
143
151
153
154
161

0.553
0.823
1.095
1.342
1.624
1.749

12.27%
8.20%
7.27%
7.13%
6.78%
6.13%

200
200
200
200
200
200

150
159
154
162
163
163

1.104
1.632
2.088
2.664
3.216
3.288

9.89%
6.25%
7.62%
5.29%
4.59%
5.13%

200
200
200
200
200
200

158
158
171
167
168
174

1674
2.399
3.149
4.092
4.756
5.244

6.79%
7.70%
4.14%
3.86%
3.75%
2.94%

200
200
200
200
200
200

150 2.142
161 3.088
165 4.201
168 5.262
171 6.464
171 6.876

6.67%
5.48%
4.24%
4.70%
2.45%
1.84%

200
200
200
200
200
200

160 2.734
164 4.006
171 5.309
172 6.625
173 7.699
179 8.578

4.95%
4.88%
2.41%
2.92%
2.91%
2.19%

1.4

30
50
70
90

200
200
200
200

138
146
148
151

0.528
0.766
1.029
1.344

11.40%
9.00%
10.31%
6.65%

200
200
200
200

152
148
156
162

1.018
1.517
2.027
2.434

9.33%
7.53%
7.71%
3.86%

200
200
200

200

154
158
161
161

1.562
2.306
3.038
3.784
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8.38%
5.56%
5.06%
3.63%

200
200
200
200

156 2.128
160 2.936
164 4.100
166 4.909

5.63%
5.51%
4.10%
4.48%

200
200
200
200

156 2.500
159 3.865
169 4.923
170 6.289

6.31%
4.34%
4.67%
3.83%



Table 6-6: (Continued.)

110
120

200
200

158
148

1.556
1.629

7.27%
8.03%

200
200

161
158

2.963
3.259

5.12%
5.11%

200
200

169
165

4.437
4.734

3.28%
3.89%

200
200

165
167

5.950
6.402

3.55%
3.66%

200
200

172
169

7.480
8.060

2.30%
3.66%

1.3

30
50
70
90
110
120

198
198
199
197
199
199

143
150
151
153
148
153

0.503
0.771
0.962
1.157
1.415
1.540

8.82%
7.54%
8.64%
7.24%
8.27%
6.01%

198
200
199
200
200
200

143
151
158
157
162
160

0.971
1.380
1.907
2.404
2.827
2.983

10.45%
7.20%
5.22%
6.60%
6.16%
6.30%

200
200
199
199
200
200

155
153
159
165
169
167

1.458
2.131
2.813
3.494
4.062
4.551

6.58%
6.64%
6.05%
4.63%
4.29%
5.26%

199
200
200
200
200
200

157
162
172
166
168
171

1.964
2,777
3.663
4.528
5.475
5.834

6.79%
5.61%
4.18%
3.95%
4.80%
3.63%

200
200
199
200
200
200

155
158
168
167
172
169

2.374
3.595
4.594
5.783
7.040
7.423

6.18%
5.35%
4.83%
3.99%
4.02%
3.71%

1.2

30
50
70
90
110
120

192
195
199
196
200
199

147
149
152
157
158
161

0.488
0.673
0.728
0.872
1.046
1.095

8.22%
8.61%
6.73%
6.43%
7.44%
6.58%

195
198
198
199
200
200

154
156
163
165
164
167

0.714
1.096
1.428
1.727
2.061
2.165

7.21%
6.89%
6.41%
5.14%
4.31%
4.06%

198
198
200
200
200
200

150
163
167
166
168
171

1.086
1.562
2:018
2.485
3.019
3.140

8.80%
5.55%
5.58%
5.78%
4.59%
5.59%

200
199
200
200
200
200

156
167
163
172
171
175

1.357
2.096
2.764
3.405
4.147
4.343

6.38%
5.42%
5.34%
4.51%
3.67%
4.21%

199
200
200
200
200
200

161
167
173
171
170
172

1.785
2.696
3411
4.321
5.171
5.512

6.51%
4.67%
4.63%
4.09%
4.77%
3.95%

1.1

30
50
70
90
110
120

180
187
188
190
192
195

152
157
158
164
171
167

0.364
0.521
0.660
0.806
0.956
1.077

5.51%
4.39%
4.81%
3.83%
4.35%
4.64%

189
191
195
196
197
198

166
169
171
171
172
170

0.694
0.983
1.320
1.584
1.931
2.088

4.40%
4.50%
4.00%
4.32%
4.34%
4.13%

190
198
197
199
200
199

161
177
176
174
180
170

1.032
1.511
1.940
2.339
2.698
2.951

5.05%
3.56%
3.02%
4.00%
3.51%
3.89%

192
198
198
198
199
198

171
174
175
180
178
175

1.287
1.913
2.460
3.066
3.689
3.960

3.62%
3.62%
3.30%
3.20%
3.60%
3.22%

196
198
199
198
199
198

173
176
180
181
180
173

1.667
2.396
2.951
3.740
4.536
4.850

3.20%
3.67%
3.30%
2.25%
2.63%
3.33%
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Table 6-7: Results of 200 requests routed in 60 nodes

X

b

200 Iterations
#Fea #Opt

ET

Dev

400 Iterations

#Fea #Opt

ET

Dev

600 Iterations

#Fea #Opt

ET

Dev

800 Iterations
#Fea #Opt

ET

Dev

ET

1,000 Iterations
#Fea #Opt

Dev

3.0

40
60
80
100
120
130

200
200
200
200
200
200

164
168
176
175
176
179

1.150
1.577
2.041
2473
2.663
2.751

1.44%
0.76%
0.68%
0.73%
0.94%
0.59%

200
200
200
200
200
200

169
176
175
182
182
178

2.102
3.075
3.854
4.698
5.048
5.430

0.78%
0.63%
0.71%
0.44%
0.42%
0.42%

200
200
200
200
200
200

173
180
182
181
184
189

3.136
4.444
5.646
6.809
7.589
8.310

0.81%
0.44%
0.38%
0.40%
0.28%
0.21%

200
200
200
200
200
200

182
181
185

4.127
5.842
7.360
186 8.992
188 9.862
18510.731

0.41%
0.36%
0.35%
0.31%
0.28%
0.38%

200
200
200
200
200
200

180 5.452
182 7.310
183 9.354
189 11.441
188 12.159
187 13.177

0.46%
0.46%
0.36%
0.28%
0.31%
0.30%

2.0

40
60
80
100
120
130

200
200
200
200
200
200

159
156
167
173
168
172

0.837
1.165
1.466
1.836
2.036
2.195

6.79%
4.35%
3.23%
2.27%
2.15%
1.56%

200
200
200
200
200
200

166
169
169
176
174
173

1.709
2318
2.887
3.481
3.869
4.293

2.53%
1.75%
2.17%
1.50%
1.55%
0.97%

200
200
200
200
200
200

172
180
176
181
176
184

2.487
3.465
4.325
5417
5.893
6.275

1.40%
2.16%
1.52%
0.78%
0.81%
0.59%

200
200
200
200
200
200

169 3.328
175 4.442
187 5.955
183 6.973
186 7.854
181 8.284

1.55%
0.89%
0.40%
0.65%
0.62%
0.63%

200
200
200
200
200
200

174 4.139
182 5.509
184 7.108
184 8.513
184 9.359
181 10.304

0.90%
1.46%
0.52%
0.53%
0.72%
0.59%

1.5

40
60
80
100
120
130

199
200
200
200
200
200

137
150
153
156
154
161

0.735
0.982
1.226
1.497
1.624
1.749

9.36%
7.12%
6.99%
6.88%
6.78%
6.13%

200
200
200
200
200
200

153
151
163
165
163
163

1.335
1.867
2.369
2910
3.216
3.288

7.80%
7.86%
5.58%
5.57%
4.59%
5.13%

200
200
200
200
200
200

160
155
164
172
168
174

2.033
2.851
3.738
4.392
4.756
5.244

6.15%
6.49%
3.17%
2.93%
3.75%
2.94%

200
200
200
200
200
200

161 2.691
164 3.631
166 4.754
173 5.593
171 6.464
171 6.876

5.51%
4.76%
4.18%
3.28%
2.45%
1.84%

200
200
200
200
200
200

161 3.483
170 4.761
170 5.892
171 7.045
173 7.699
179 8.578

4.88%
3.91%
3.17%
3.14%
2.91%
2.19%

1.4

40
60
80
100

200
199
200
200

135
144
149
151

0.700
0.898
1.179
1.424

10.32%
9.94%
8.71%
9.14%

200
200
200
200

144
151
155
161

1.310
1.741
2316
2.763

9.78%
7.22%
4.67%
5.03%

200
200
200
200

156
157
162
162
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2.013
2.652
3.350
4.042

6.42%
7.71%
5.59%
5.11%

200
200
200
200

159 2.658
158 3.655
168 4.557
168 5.550

5.27%
5.38%
3.95%
3.04%

200
200
200
200

157 3.253
170 4.395
169 5.686
170 6.861

4.78%
3.09%
3.25%
3.84%



Table 6-7: (Continued.)

120
130

200
200

158
148

1.556
1.629

7.27%
8.03%

200
200

161
158

2.963
3.259

5.12%
5.11%

200
200

169
165

4.437
4.734

3.28%
3.89%

200
200

165
167

5.950
6.402

3.55%
3.66%

200
200

172
169

7.480
8.060

2.30%
3.66%

1.3

40
60
80
100
120
130

196
200
199
199
199
199

142
151
156
153
148
153

0.654
0.866
1.085
1.280
1.415
1.540

10.83%
9.24%
7.84%
8.12%
8.27%
6.01%

196
198
200
200
200
200

155
155
155
155
162
160

1.168
1.703
2.072
2.589
2.827
2.983

7.99%
6.64%
5.81%
6.11%
6.16%
6.30%

199
199
200
199
200
200

155
160
161
163
169
167

1.766
2.389
3.140
3.987
4.062
4.551

7.38%
6.22%
5.55%
4.64%
4.29%
5.26%

200
199
199
200
200
200

156
160
167
169
168
171

2.398
3.247
4.164
5.172
5.475
5.834

5.85%
7.09%
4.30%
4.07%
4.80%
3.63%

199
200
200
200
200
200

157
168
164
172
172
169

3.005
4.097
5.238
6.218
7.040
7.423

4.81%
3.63%
4.01%
3.81%
4.02%
3.71%

1.2

40
60
80
100
120
130

193
195
196
199
200
199

145
150
153
152
158
161

0.615
0.640
0.779
1.005
1.046
1.095

8.70%
8.91%
7.33%
7.34%
7.44%
6.58%

198
198
199
200
200
200

162
159
163
161
164
167

0.891
1.231
1.575
1.887
2.061
2.165

6.42%
6.82%
6.08%
5.56%
4.31%
4.06%

199
199
199
200
200
200

159
161
163
170
168
171

1.326
1810
2.217
2.703
3.019
3.140

6.84%
5.51%
5.53%
4.03%
4.59%
5.59%

199
199
199
200
200
200

167
167
165
171
171
175

1.773
2.351
2.949
3.772
4.147
4.343

5.01%
5.12%
5.57%
3.90%
3.67%
4.21%

199
200
200
200
200
200

164
166
169
169
170
172

2.157
3.043
3.928
4.819
5.171
5.512

5.37%
4.57%
4.54%
3.52%
4.77%
3.95%

1.1

40
60
80
100
120
130

186
189
191
195
192
195

157
164
164
167
171
167

0.438
0.586
0.780
0.912
0.956
1.077

4.70%
4.46%
4.86%
4.78%
4.35%
4.64%

192
195
197
196
197
198

170
160
176
170
172
170

0.887
1.161
1.440
1.783
1.931
2.088

3.94%
5.35%
3.93%
4.07%
4.34%
4.13%

194
198
196
196
200
199

168
173
174
179
180
170

1.268
1.721
2.136
2.497
2.698
2.951

4.12%
3.31%
2.93%
3.06%
3.51%
3.89%

197
197
197
198
199
198

170
175
174
178
178
175

1.591
2.194
2.722
3.346
3.689
3.960

4.27%
3.49%
3.82%
3.06%
3.60%
3.22%

196
198
199
198
199
198

172
172
178
182
180
173

2.021
2.661
3.454
4.099
4.536
4.850

4.23%
4.50%
2.57%
2.47%
2.63%
3.33%
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Table 6-8: Average results for different networks (n=40, 50, 60)

n

b

200 Iterations

#Fea #Opt

ET  Dev

#Fea

400 Iterations

#Opt

ET  Dev

#Fea

600 Iterations

#Opt

ET  Dev

800 Iterations

#Fea #Opt

ET  Dev

#Fea

1,000 Iterations

#Opt

ET  Dev

40

20
30
40
50
60
70
80
90
100
110

197.6 138.9
198.0 145.0
199.1 150.6
199.6 152.7
198.9 154.4
199.1 155.9
199.4 1593
199.9 163.1
199.9 163.1
199.6 164.0

0.361 7.38%
0.499 5.58%
0.636 4.82%
0.750 4.50%
0.889 4.19%
1.009 4.06%
1.107 3.84%
1.261 3.35%
1.395 2.77%
1.502 2.93%

198.6
199.3
199.1
200.0
199.9
199.7
199.6
199.9
200.0
200.0

148.6
154.3
156.9
160.9
164.7
164.4
170.4
168.9
168.4
170.4

0.721 5.14%
0.984 4.24%
1.230 3.65%
1.489 3.43%
1.720 2.90%
1.987 2.72%
2.252 1.97%
2491 2.39%
2.658 2.47%
3.001 2.09%

199.0
199.7
199.9
200.0
199.6
199.9
199.7
199.9
199.9
200.0

154.3
160.0
164.1
163.1
167.4
171.4
170.1
173.3
172.9
175.9

1.045 4.52%
1.438 3.63%
1.830 2.88%
2.192 3.11%
2.563 2.60%
2.960 2.08%
3.284 2.17%
3:626 1.89%
4.017 1.74%
4.386 1.69%

199.4 159.3
199.6 163.0
200.0 166.0
199.9 170.0
200.0 171.0
199.9173.0
199.9173.0
1999 174.4
200.0 177.7
200.0 174.6

1.412 3.93%
1.915 3.02%
2.439 2.77%
2.953 2.27%
3.369 2.00%
3.898 1.99%
4.351 1.88%
4.837 1.66%
5.263 1.57%
5.724 1.58%

199.7
200.0
199.6
200.0
199.9
200.0
200.0
200.0
200.0
200.0

160.1
168.0
169.3
172.1
175.3
174.1
176.1
178.3
178.3
179.0

1.751 3.57%
2.369 2.51%
2.956 2.55%
3.594 2.18%
4.181 1.86%
4.741 1.78%
5.321 1.40%
6.003 1.20%
6.615 1.44%
7.190 1.22%

50

30
40
50
60
70
80
90
100
110
120

195.7 145.0
196.3 148.4
197.1 152.9
197.6 154.7
198.0 155.4
198.0 159.7
197.6 159.0
199.0 161.0
198.7 161.9
199.0 163.0

0.572 7.67%
0.733 7.45%
0.863 5.94%
0.959 6.40%
1.074 5.98%
1.222 5.66%
1.341 4.97%
1.490 5.61%
1.614 5.31%
1.719 4.79%

197.4
198.0
198.4
198.7
198.9
199.4
199.3
199.4
199.6
199.7

156.4
159.9
160.0
160.1
164.4
165.1
166.9
167.1
168.3
167.0

1.070 6.71%
1.343 5.61%
1.602 5.14%
1.871 5.18%
2.126 4.78%
2.359 4.14%
2.642 3.89%
2.873 4.04%
3.131 3.78%
3.358 3.73%

198.3
1989
1994
199.4
199.4
199.3
199.7
199.3
200.0
199.9

158.6
163.3
167.0
166.6
169.4
168.9
170.9
172.6
173.4
174.3

1.619 5.57%
2:004 4.73%
2.417 4.33%
2.762 4.55%
3.129 3.64%
3.507 3.52%
3.892 3.28%
4.264 2.99%
4.636 2.93%
5.029 3.20%

198.7161.6
199.4 166.3
199.6 168.6
199.3 168.6
199.7 172.1
199.3173.1
199.7173.4
199.7175.4
1999 175.3
199.7175.0

2.133 4.47%
2.652 3.98%
3.108 3.94%
3.623 3.87%
4.191 3.15%
4.637 3.22%
5.103 3.13%
5.628 2.62%
6.206 2.71%
6.633 2.51%

199.3
199.1
199.7
199.7
199.7
199.9
199.7
199.7
199.9
199.7

164.9
166.4
169.4
172.9
174.4
173.9
175.1
176.7
177.0
175.7

2.642 4.20%
3.358 3.63%
3.964 3.43%
4.539 3.09%
5.107 3.06%
5.809 2.63%
6.398 2.58%
6.999 2.51%
7.635 2.52%
8.272 2.53%
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Table 6-8: (Continued.)

40/194.3 133.0 0.838 7.43%|197.6 144.6 1.587 5.42%]|199.0 149.7 2.315 4.97%|198.7 152.6 2.953 4.37%(199.4 157.9 3.622 3.84%

501197.3 137.3 0.974 7.00%(197.9 145.9 1.887 5.56%|199.1 152.1 2.745 4.72%198.9 155.3 3.480 4.03%|199.0 157.7 4.325 3.27%
60{197.1 139.4 1.139 6.00%|199.0 148.9 2.171 4.90%198.7 155.1 3.183 4.19%]|199.1 159.6 4.056 3.37%(199.4 162.0 4.973 3.09%
701197.7 142.4 1.280 5.98%|198.9 150.3 2.505 4.36%(199.7 157.9 3.609 3.65%]|199.4 160.0 4.595 3.25%(199.9 162.9 5.709 2.85%
80| 198.3 141.3 1.432 5.98%|198.7 154.6 2.733 4.24%|199.1 157.1 3.978 3.87%(199.7 162.1 5.090 2.67%|200.0 164.7 6.391 2.40%
90{198.1 143.9 1.554 5.49%|198.9 153.3 3.063 3.98%(199.4 161.4 4.446 3.21%|199.4 162.9 5.679 2.90%(199.9 165.4 6.992 2.52%
100]198.4 144.6 1.713 5.62%(199.0 158.3 3.371 3.40%|199.1 162.1 4.721 3.15%(199.7 164.7 6.230 2.63%|199.6 166.7 7.662 2.53%
110{199.0 149.9 1.876 5.25%198.7 158.3 3.652 3.42%|199.4 163.6 5.090 3.18%(199.4 166.0 6.705 2.54%|199.9 169.0 8.347 2.25%
120/198.9 151.6 2.028 4.41%|199.6 159.7 3.908 3.26%199:6°163.7-,5.514 2.83%(199.6 167.6 7.197 2.42%|199.6 171.1 9.071 2.34%
130[198.7 150.6 2.165 4.85%|199.4 160.1 4.077 3.04%{199.7 :163.1. 5.820 2.77%(199.6 168.3 7.701 2.35%|199.9 171.1 9.574 1.94%
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Chapter 7 Genetic Algorithm (GA) for MRP-DC-
WWC-SR

In this chapter, genetic algorithm (GA) method is applied to examine the MRP-DC-
WWC-SR, a sub-problem of the MRWAP-DC-WWC-SR, which does not require wavelength
assignment. In the proposed GA modelj a destihation-oriented encoding scheme used to
encode individual’s polyploidy chromosomes,  repaired-gene used to concatenate two
disconnected genes, four types of operators. (Chromosome Crossover, Individual Crossover,
Chromosome Mutation, and Individual Mutation) and four mutation heuristics (Random
Mutation, Minimum Cost First Mutation, Minimum Delay First Mutation, and Hybrid
Mutation) used in evolution processing, will be incorporated to find solutions whose multicast
costs are as small as possible. In the encoding scheme, the number of chromosomes is equal
to the number of destinations in a request, and each chromosome indicates a light-path from
the source to a destination. The objective of the encoding scheme is to attain the presentation
of the individual’s phenotype to be a multicast tree covering all destinations. The formulations
for computing communication cost and transmission delay of a light-tree in Chapter 4 are not
efficient to compute to a multicast tree. Therefore, new formulations for solving the studied
problem will be proposed in the chapter.

In the rest of the chapter, first, the problem formulation for the MRP-DC-WWC-SR is

introduced. Unlike the previous proposed formulations, the method of merging light-paths to
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become a multicast tree and new formulations to compute communication cost, number of
demanded wavelengths, and transmission delay of a multicast tree will be redefined. Secondly,
the concept of GA method is introduced that is conducive to comprehend the major
components of the framework of GA. Thirdly, according to the properties of studied problem,
each component is well formulated such that the solutions for the problem are explored.
Finally, three parts of experiments are discussed such the performance assessment of the GA

model will be demonstrated.

7.1 Problem Formulation

Let Pu, v) =<Ww,W,,..,w,,,w, > represent an arbitrary light-path from u to v
passing through /;— 2 intermediate node$, where W} &u, w,’ =v, and /; is the number of nodes
in Pi(u, v). Let € denote the link \connecting nodesw', and w',,, 1 <j < [;— 1; that is, /;
nodes are connected by /;— 1 links. Set P(x, v) = {Pfu,;v) | Pi(u, v) =< w}, wh, ..., w} 15 w,’ >,

v

s w} e V, 1 <j <[} contains all light-paths from u to v. The communication cost and the

transmission delay of P{(u, v), denoted by c(Pi(u,v)) and d(P(u,v)), are given as:

Communication cost: c(P.(u,v)) = Zc(e) =cle,, )tcle, N+..+cle, ) (7-1)
eeP (u,v) ’ i

Transmission delay: d(P.(u,v)) = Zd(e) = d(ewll- ,W; )+ d(ewg ’W; )+ ...+ d(ew;-‘iI i ) (7-2)

ecP (u,v)

Among these potential light-paths in P(u, v), the one with the minimum communication
cost and the one with minimum transmission delay are called the minimum cost light-path
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(MCLP) denoted by P(u, v) and minimum delay light-path (MDLP) denoted by Pd(u, v); that

is,

MCLP: P‘(u,v), where c(P¢ (u,v)) = ( Il)lln( )C(E- (u,v)), (7-3)
P (u,v)eP(u,v

MDLP: P?(u,v), where c(P? (u,v))= min d(P(u,v)). (7-4)

P.(u,v)eP(u,v)

Given g light-paths, P (u1, vi), P (u2, v2), ..., and P (uy, v,), they can be merged into a

q q
graph, represented as UP(ul.,vl.). A multicast tree MSpT* (UP(ui,vl.) ,D) is a tree obtained

i=1 i=1

by applying Prim’s minimum spanning tree (MSpT) algorithm [59] to find the MSpT with

minimum sum of communication cost from UP(u
=l

) first, and by eliminating all leaf

l’l

nodes which are not contained in D:
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Figure 7-1: Example of MSpT(T,D = {vo, vs, Vs, Vio})



EXAMPLE 7.1: For the network and the request shown in Figure 4-1 (a) and EXAMPLE 4.1,
four light-paths, Pi(vo, vo) = <vo, Vs, V4, Vs, Vo>, Pa(vo, vs5) = <vg, Vs>, P3(v9, vi0) = <Vg, V2, Vi2,
V3, V10>, Pa(ve, vg) = <vg, vy, v3, v8>, and D={v, vs, vio, vg} are shown in Figure 7-1(a). The
graphs, T = Pi(vo, vo)UP2(v9, vs) UP3(ve, vio) UPs(ve, vs) and MSpT (T, D = {vy, vs, vs, Vio}),

are shown in Figures 7-1(b) and (c), respectively. ]

According to the properties of light-trees, all internal nodes are feasible such that one
wavelength is required to route the request to all destinations in the light-tree. The
communication cost and the wavelength consumption of the light-tree can be computed using
Egs. (4-1) ~ (4-6). Nevertheless, a multicast tree may include infeasible nodes (whose light
splitting capacities are smaller than their outbound degrees) such that one wavelength is not
sufficient to route the request to all destinations in the.multicast tree. The number of required
wavelengths is determined by the-number of light-trees separated from the multicast tree.
Although Egs. (4-1) ~ (4-6) are -good. for-computing the communication cost and the
transmission delay of a light-tree, they can-not be-used to compute those of a multicast tree. A
new formulation will be proposed to compute the communication cost and the transmission
delay. Besides, the number of latent required wavelengths (wavelength consumption) also
needs to be computed to reflect the efficient of the multicast tree. To address the formulations
for multicast trees, we assume the multicast tree 7 rooted at s include 7 sub-trees S7; rooted at
s, for ¢, 1 <t < 7. Wavelength consumption e 7), communication cost ¢(7), and transmission

delay d(T) of T are redefined as follows.

(1) Wavelength consumption of T
The wavelength consumption of 7, &XT), used to compute the required wavelength for a

multicast tree is defined recursively as
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1 T having a root node only

>, o(ST)

1<t<7r

a(s)

o(T) =

max( ,@(T)) otherwise

; (7-5)

where @(T) = max a(ST)) .
<t<r

For the special case that the depth of 7 equals 2, each ST, degenerates into a single node.
According to the definition of light splitting capacity, an arbitrary node v can split one signal
at the input port to &v) signals at the output port. The tree connecting s with these A)
degenerated sub-trees will form a light-tree and one wavelength is required. Therefore, each
combination of ) light-trees is a light-tree such that the minimum of the required

wavelengths is equal to the least integer greater than the number of leaves divided by As);

that is, (1) = {%1 . Duesifo (D= maxo(ST) = 1 and o7) =
Ky I<t<r
>, @(ST,)
max( IS&TS) ,@(T)) = max( {ﬁ—l, a(T)) = {ﬁ—l, Eq. (7-5) is satisfied. More

noteworthy is that 7' can be divided into a(7) light-trees.

Suppose Eq. (7-5) is satisfied when the depth of T is equal to k. When the depth of T is
equal to k£ + 1, the depths of 7 sub-trees S7; are smaller than or equal to k. Therefore, a(ST; )
can be computed by Eq. (7-5) and each ST, can be divided into aXST; ) light-trees. The set of
the divided light-trees from S7; is denoted by I';, When these 7 sets of light-trees are sorted in
decreasing order of the wavelength consumption value, one light-tree is picked out for each
set of the first é(s) sets and the picked light-tree is removed from the set; that is, &s) light-
trees are picked. Connecting to s with these light-trees will form a new light-tree. When the
number of remaining set is smaller than &), the number of selected light-trees will be also

smaller than é&s). Therefore, the number of newly formed light-trees will be the maximum of
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S w(sT)) > o(ST))
ist | and o&(7); that is o(T) = max(| =5 | &(T)). Eq. (7-5) is satisfied
A(s) 0(s)
when the depth of T is equal to £ + 1. By induction, we can proof that Eq. (7-5) can be used to

compute the wavelength consumptions of multicast trees.

(2) The communication cost and the transmission delay of T
The communication cost and the transmission delay of 7 are computed recursively as

o(T) = 1<2< ((ST,)c(e, ;) +c(ST))) (7-6)

d(1) =max(d(ST,) +d(e,,)) -

The total communication cost of'a link for routing a request to all destinations is equal
to the product of its wavelength  consumption (i.c. required wavelengths) and the
communication cost of the link. The number of required wavelengths of sub-trees is derived
by Eq. (7-5), so the communication cost of passing ey, to ST is equal to &(ST))c(es;,); that is,
the communication cost for routing to each destination in S7; is @(ST))c(es;s,) + ¢(ST)). The
communication cost of 7 can be thus defined as in Eq. (7-6). Unlike the computation of

communication cost, the sub-tree with maximum transmission delay will dominate the

transmission delay of 7. Due to the transmission delay of passing ey, to ST; being d(ST;) +
d(es,st), the transmission delay for routing a request from s to all destinations in 7 can be

formulated as Eq. (7-7).
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Figure 7-2: Sample of multicast tree T

EXAMPLE 7.2: Three sub-trees (7 = 3) ST}, ST, and ST3 in multicast tree T rooted at s are

shown in Figure 7-2. In tree 7, sand s; are MC nodes (As) = 3 and &s;) = 2), and the others

are MI nodes. Due to @(ST}) = 1, @(ST>) = 1, aST}) = max({l;_(lil—l,l) =2, and o(STy) = 1,
Sy
2a@(ST)) 24141
a(T) =max @(ST,)= 2 and (T) = “max(| IS’QW sao(T)) = max([ —1,2) =2 are

found. The communication costs ahd: the transmission- delays of ST, S7>, and S7; can be
computed as ¢(S71) = 1x8 + 1x6 + 1x2 =16, d(ST,) = max(0.5, 0.5, 1.5) = 1.5, ¢(ST») = 8,
d(ST>) = 0.68, ¢(ST5) = 0, and d(ST3) = 0, respectively. Therefore, c(7) = (aXST1)c(ess,) +
c(ST1)) + (aAST2)c(es5,) + c(ST2)) + (aXST3)c(essy) + ¢(ST3)) = (2x2 +16) + (1x3 + 8) + (1x2
+0) =33 and d(T) = max(d(STh) + d(es;s,)), d(ST2) + d(ess,), d(ST3) + d(ess;)) = max(1.5 + 1.4,

0.68 +1.3,0+ 0.4) = 2.9 can be obtained. |

A multicast tree 7T is called a candidate if its transmission delay does not exceed the
delay bound A. In the studied problem, the objective is to find a set of light-trees (i.e., a light-
forest) with the minimum multicast cost. A candidate may be converted into a set of light-

trees for satisfying the capacity constraint. The set of the derived light-trees, called an

equivalent light-forest, constitutes a solution. Therefore, for a candidate T with a)(f )>1
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A

(e, T is not a light-tree), an equivalent light-forest I = {f“l , 7:2 s eens Tw(f)} is obtained

A N o),
from converting 7 by the following procedure Converting such that 7= J (7)),
k=1

Aol A A N ooed) A A
(@)=Y e(f), d(f)= max d(T), A7) =Y f(T;), and o(T;) = 1 for 1 <k < (T,
k=1 1<k<o(T) k=1
where a)(f’k) = 1 indicates that ]A"k is a light-tree. Therefore, once a candidate is found, the

corresponding equivalent light-forest will be a solution of the MRP-DC-WWC-SR. 1t is

worthy to note that an optimal candidate implies an optimal light-forest that is an optimal

solution.

Converting (f ,8)

/I T isamulticast tree and s is the source of request 7.

{
1. if s is a leaf node
2. T=U
3 insert 7 into S(s) //*kept the converted sub-trees in s
4 return
5. else
6. 7=|Child(s)|
7 fori=1tor
8 Converting (f , Child(s, 7))
9. end for-loop
10 while Child(s) # & // Child(s) keep all successors of s
11. choose the first &s) successors form Child(s) in the order of

the numbers of light-trees
12. insert | J(e, ..y US(Child(s,i),1)) into S(s)
1<i8(5)

13. delete S(Child(s, i), 1) for 1<i < As)
14. remove Child(s, i) when S(Child(s, i)) is empty for 1<i < As)
15. end loop
16. return

}

-96-



The primary concept in Conversing procedure is to convert infeasible nodes in the
candidate to construct a set of light-trees (a light-forest). Suppose that each node u has two
buffers S(u) and Child(u) to kept light-trees with root u and all successors of u in T, where
S(u, i) and Child(u, i) are the i-th light-tree and the i-th successor of u, respectively. For the
case that u is a leaf node, it must be noted that there is no light-tree stored in S(u«) and |[S(u«)| =O0.
For the case that there are 7 successors in u, because u can split an input signal into &u)
output signals to other nodes, the request can be routed to &u) successors by a specified
wavelength. Therefore, routing Au) light-trees chosen from S(x) will need one wavelength,
and then connecting u and the &u) light-trees will form a light-tree rooted at u. Repeating the
procedure, all light-trees rooted at u will be constructed. For |S(u)| light-trees rooted at u, |S(u))
wavelengths are required to route the request passing through u. For a candidate T, S(s), the

light-forest keeping |S(s)| light-trees isithe corresponding equivalent light-forest of T.

/1.5

Figure 7-3: Two light-trees converted from Figure 7-2

EXAMPLE 7.3: Suppose that the multicast tree shown in Figure 7-2 is a candidate. The
candidate requiring 2 wavelengths as computed in EXAMPLE 7.2 can be converted into two
light-trees as shown in Figure 7-3. In other words, the two light-trees can be merged into a
graph which is equivalent to the candidate, and the sum of the communication costs of the

two light-trees equals the communication cost of the candidate. ]
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For a given request, there may be several different candidates eligible for routing the

request. The multicast cost function f'defined in Eq. (4-6) is redefined for candidate 7 as

f(M)=axc(T)+ fxa(T). (7-8)

7.2 Concept of GA

The search space in GA method consists of all possible solutions to the problem [20]. A
solution in the search space is called an individual whose genotype is composed of a set of
chromosomes represented by sequences of Os and 1s. These chromosomes of individuals
could dominate phenotypes of individuals. Each individual has an associated objective
function called fitness. A good individual_is_the one that has a high/low fitness value
depending upon the problem (maximization/minimization). The strength of a chromosome in
the individual is determined by its fitness value-andthe chromosomes of these individuals are
carried to the next generation. A set of individuals ‘with associated fitness values is called a
population. This population at a given stage of GA is called a generation. The best individual
was found in a generation at which the individual with best fitness value was discovered. The
general GA proceeds as follows:

Genetic Algorithm

Step 1: Initialize the population
Step 2: Repeat
2.1 Choose parents from population; /* Selection/Reproduction */
2.2 Construct offspring by combining parents; /* Crossover/mutation */
2.3 If offspring is suitable then
Replace worst individuals with better offspring; /* replacement */

Until the terminal condition is met

Figure 7-4: GA procedure
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There are three major components in the while loop for GA:

(1) The process of selecting good individuals from the current generation to be carried to
the next generation is called selection/reproduction (Step 2.1).

(2) The process of shuffling two randomly selected strings (chromosomes) in the two
individuals to generate new offspring is called crossover. Sometimes one or more bits of a
chromosome are complemented to generate a new offspring. This process of complementation
is called mutation (Step 2.2).

(3) The replacement of worst performing individuals based on the fitness value is called
replacement (Step 2.3).

The population size is finite in each generation of GA, which implies that only relatively
fit individuals in generation j will be.earried to the next generation j+/. The power of GA
method comes from the fact that the algorithm terminates rapidly to obtain an optimal or near
optimal solution. The iterative process iis terminated when the situation in GA satisfy the
terminal condition [65].

According to different characteristics of the studied problems, different individual
representations, different fitness functions, different crossovers, and different mutations will
be proposed such that each studied problem is well examined. The three main components are

introduced as follows.

7.2.1 Selection / Reproduction

Since the population size in each generation is limited, only the finite number of good
individuals (with high fitness value) will be copied into the mating pool depending on their
fitness values. The individuals with higher fitness values contribute more copies to the mating

pool than those with lower fitness values. This can be achieved by assigning proportionately a
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higher probability of copying an individual that has a higher fitness value. The
selection/reproduction uses the fitness values of the individuals obtained after evaluating the
objective function. It uses a biased roulette wheel [16][65] for the selection of individuals to
be taken into the mating pool. It ensures that highly fit individuals with high fitness values
have a more number of offspring in the mating pool. Each individual /; in the current
generation is allotted a roulette wheel slot sized in proportion Pr; to its fitness value. This

proportion Pr; can be defined as follows. Let Of([;) be the actual fitness value of the individual

1; in a generation, Sum = Z Of (I,) be the sum of the fitness values of all individuals in the

1; in population
generation, and let Pr, = Of(I;)/Sum. When the roulette wheel is spun, there is a greater chance
that a better individual will be copied into the mating pool because a good individual occupies

a larger area on the roulette wheel.

7.2.2 Crossover

This operator involves two steps: ‘first,.the two. individuals are selected from the mating
pool at random for mating, and secondly, the crossover point ¢ is selected uniformly at
random in the interval [1, /) (i.e., 1 < ¢ < [) for each pair of chromosomes in the two chosen
individuals, where / is the length of the chromosome. Two new chromosomes called
offspring-chromosome are then obtained by swapping all characters between positions ¢ + 1
and n, and the two new individuals called offspring owning the offspring-chromosomes with
different phenotypes are also obtained. Consider the following example that is shown using
two chromosomes, P and Q, each of length n = 6 bit vectors.

Chromosome P: <u,, u,, u;,u,, us, u; >

Chromosome Q: <v,,v,, v;,V,, Vs, Vs >,

where u; and v; are fixed length bit vectors for 1 <7, < 6.
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Let crossover point ¢ be 3rd bit vector from left. The bit vectors between 4 and 6 are
swapped and bit vectors between 1 and 3 remain unchanged, then the two offspring-
chromosomes R and S can be obtained as follows:

Offspring-chromosome R: <u,, u,,u,,v,, vs, v, >

Offspring-chromosome S: <v,,v,, v,,u,, u,, u, >

7.2.3 Mutation

The combined operation of reproduction and crossover may sometimes lose potentially
useful information from the chromosome. To overcome this problem, the mutation
implemented by complementing a bit (0 to 1 and vice versa) in some bit vector at random is

introduced to ensure that good chromosonies-are not permanently lost.

7.3 GA for MRP-DC-WWZGC-SR

In this section, a demonstration” of \GA-to solve the MRP-DC-WWC-SR will be
introduced. In the MRP-DC-WWC-SR, one multicast request will be rerouted at a time;
therefore, (G, r) is used to describe the MRP-DC-WWC-SR, where » = (s, D, A) and there are
g destinations in D. A destination-oriented encoding scheme used to encode individual’s
genotype is proposed first, and then the detail components in the GA procedure will be

examined.

7.3.1 Chromosomal Encoding Scheme

In our model, the polyploid chromosome [16] represents individual’s genotype, where

the number of chromosomes is equal to the number of destinations in the routing request.
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Since the light-paths between a source and all destinations could be merged into a multicast
tree evaluated by Eq. (7-5) ~ Eq. (7-7), we employ a destination-oriented encoding scheme
that each individual consists of ¢ chromosomes using positive integer numbers to represent g
light-paths from the source to ¢ destinations. For an arbitrary 4, the chromosome

CF=<wk, wh, .., wl]i > in the individual ; =< C},C?,...,Cf > = TI CF represents a
; 1<k<q

light-path from w{ =s tow} =¢;, where / is the number of nodes, ¢ € D, andw} ¥, for

If-1
1 < j < If. The part of a chromosome is called gene. c(C,-k) = Zc(ewk ) and
AL
J=1
-1
d(Cl.") = Zd(ewj,wjﬂ) represents the communication cost and the transmission delay of ct
J=1

according to Eq. (7-1) and Eq. (7-2),»tespectively. In our model, the phenotype of an

individual represents a multicast tree; for example, a phenotype of /; will be represented by

q
MSpT* (U CF,D) thatis a multicast tre:
k=1

EXAMPLE 7.4: The four light-paths from vy to vy, vs, vio, and vg for (vo, {vo, vs, vio, vs}, 3.3)
shown in Figure 7-1 (a) represent the chromosomes of individual /; as follows:
1 _ 1 _
C;" =<vo, V6, Va, V5, Vo>, [j =3,
(jjz = <V9, V5>> lj2 = 27
3 3
G =<wg, Vo, V12, V3, Vio>, [ =5,
Cl=< > [t=4
j = Vo, V1o, V3, V8=, I; = 4,

o2 3 4 k
I‘/.—<Cj,Cj, Cj,Cj >=II C7. ]

1<k<4

Each chromosome represents a light-path from the source to a destination, and each edge
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of light-path needs to correspond directly to a physical optical fiber in WDM networks.
Nevertheless, when the evolution is in progress, the two new offspring-chromosomes will be
obtained by concatenating two genes of parent’s chromosomes in crossover or in mutation.
The catenation causes the offspring to own disturbed chromosome that contain a nonexistent
fiber-link at latest. Therefore, an operation, cat, is used to concatenate and repair the disturbed

chromosome for preventing the new offspring-chromosome from using an invalid optical link.

: k
Formally, the catenation of two genes, g;''"2=< wfl , wa‘IH, s wfz >e Cl.k for 1 < xy, xx< [;

I _—k —k —k k k . ,
and g/1”2= < Wy, > Wy 15w W, >€C; for 1 < yy, y2< [, denoted with cat (g, g/"?) can
be defined as :

k k k  —k —k —k : k _ —k
Wy s Wyt oes W s W3 W i, W, > 1E Wy =W
X1,X VY2 \ k k k. h—k —k g : k —k
cat(g;", 87" ) = < Wy s Wy voes Wels Wy, Wy s Wy > if w # W) and e i € E (7-9)
X, X kil——=k VP, . k —k
cat(cat(g;" , BAw,, W, ) &' ") ifw, #w ande , , ¢E

X221

where P, (w)lc‘2 , Wykl ) € P( wfz , Wyk] ) called as a repaired-gene is a randomly-chosen light-path

between w)lj2 and Wykl . Because each chromosome describes a light-path, the catenation of

two genes makes sense when they belong to two chromosomes which route to same

destination. Therefore, the above description g;'"2 and g;/"1”2 will belong to two chromosomes

C/ and C; ofindividual /; and J;, respectively.

EXAMPLE 7.5: Suppose that two genes <vo, v;> and <v3, v¢> are given. In Figure 7-1(a), <vy,

v> and <vs, vg> cannot be concatenated into <vy, v,, V3, vg> because the link e, between

V3

v, and v; does not exist in E. Therefore, some repaired-gene <v,, vi,, v3 > should be chosen

arbitrarily from P(v,, v3) and we have
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cat(<vy, v3>, <v3, vg> ) = cat(cat(<ve, vi>, < vy, V12, V3 > ), <v3, Vg>)
= cat(<vg, V2, V12, V3 >, <v3, vg> )

=<y, V3, V12, V3, Vg~ n

7.3.2 Crossover Operator

There are two types of crossover operators used randomly in the development of this GA
model: (1) Chromosome Crossover (CC), (2) Individual Crossover (IC). Suppose that the two

C e . k _ .
individuals 7, = II Ck and[ I1 Cf, and chromosomes C;" = <w1k,w§,..., wf‘_k > in [;
1<k<q 1<k<q ;
ko _—k —k  —k - - k_ —k _
and C;' = <w, ,W,,..,wx > in [; are given for some k, where w; =w =s and
: j _

wfi = w y =¢, € D . The two operators are defined as follows.

e Chromosome Crossover (CC): Because the first:nodes of ¢/ and Cjk have the same

source, two crossover points x and 3 (x <p)-will be selected randomly from 2 to min(//, ljk).

These two offspring-chromosomes é,.k and. C Jk are deseribed as follows.

case l :x=y

(A?,-k = cat(< wr, wh .., wh_ > <wF wkH,...,W,]JE >)
CA”? = cat(< Jl,wzk,..., W s <wh owk wfk >)
case2:x<y
él.k = cat(cat(< wf, wh, ., wh > <wh Wk, . w >), <wy+1,wly‘+2,..., wfk >)

k —k

Ak _ —k —k  —k —k
C; =cat(cat(< Wy , Wy 5 .oy Wy_y >,< whowk w >),< wy+1, Wyigs e Wi >)

e Individual Crossover (IC): Randomly select two crossover points x and y (x < y) from 1
to q. These two offspring I ;and I ;are described as follows.

case l :x=y
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1 2 -1

I, =<C.,C ..., (LG >
1 2 -1

I =< CJ.,C‘,,...,C;‘ ,C b, Gl >

case2:x<y

1 2 -1 +1 +1
[,=<C.C},..C;,C,Ci,..,Cl,C L, >

r o 1 2 x—1 X x+1 y y+l1 q
I,=<C\,C%,..CI,Cr,C,.,ClL O, C >

In the crossover operations, the repaired-gene is chosen from the MCLP and the MDLP

according to whether a feasible solution has been found till current generation or not. That is,

the MDLP or the MCLP is chosen to reflect that finding a feasible solution or finding a better

feasible solution is the major target.

7.3.3 Mutation

There are two types of mutation operators used in the development of this GA model: (1)

Chromosome Mutation (CM), (2) Individual Mutation (IM). The two operators are defined as:

e Chromosome Mutation (CM): Randomly select two mutation points x and y (x < y)

from 2 to l,-k. The chromosome CA’[" mutated from C,-k is presented as follows.

case l :x=y

Cr=car(<wi, wh, ., wk_ > P(wWF, wh)), where P(w", /k) e P(wk, wk ).

case2:x<y

A ko ok k k
Cl=cat(cat(< wf, wh , .., wk_| > P(w", w >)), <wy+1,w2,..., wy >),

where P(w;,w;) & P(w;, wh).

e Individual Mutation (IM): Randomly select two mutation points x and y (x < y) from 1
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to g. The chromosome I , mutated from I ;1s presented as follows.
case l :1x=y
[=<C',...,C" P(s, &), G, ..., Cf>, where P(s, {,)eP(s, {,)
case 2 :x <y
[,=<C', .., C" Ps, ). P, $t)oeon PGss £, G, CF,

where P(s, .)€ P(s, §,)forx<z<y.

The mutation not only insures the population against permanent fixation at any
particularity locus but also spoils the better chromosome. Since a chromosome is used to
represent a light-path, the mutation operator implies that another new light-path (chromosome)
would be established by choosing randemly a node ealled mutation node in the chromosome
(light-path), and rerouting the mutation.node to another node called rerouting node, where the
rerouting node can be determined by using different rerouting approaches. In our GA model,
the four different mutation heuristics, Random Mutation (RM), Minimum Cost First Mutation
(MCFM), Minimum Delay First Mutation (MDFM), and Hybrid Mutation (HM) providing
different rerouting approaches in Chromosome Mutation to reflect the problem characteristics
are described as follows.

(1) Random Mutation (RM): The rerouting node is chosen irregularly from the
neighboring nodes.

(2) Minimum Cost First Mutation (MCFM): The heuristic of MCFM gives the population
more evolution pressure that the rerouting node is chosen according to the mutation
probability of link to decrease communication cost. All mutation probabilities of light-
paths between the mutation node u and all neighborhood nodes would be computed

according to their communication costs such that the link with high communication
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cost will give lower mutation probability. Therefore, a neighborhood node with a high
mutation probability will have a greater chance to be chosen than those with a lower
mutation probability. In MCFM, the mutation probability of the link from u to v (e(u, v)

€E), Prycrym (u, v), is defined as :

1

Pricen (,v) = — @D (7-10)

e(u,x)eE C(Pc (ua X))

(3) Minimum Delay First Mutation (MDFM): In MDFM, the link with a high transmission
delay will give a lower mutation probability. Therefore, the mutation probability of the
link from u to v (e(u, v) €E), Prupru (1, v), is determined by their transmission delay

and defined as :

1
d(P? (u,v))

z 1

e(u,x)ekE d(Pd (Ll, X))

PI”MDFM(M, V) = (7—1 1)

(4) Hybrid Mutation (HM): The HM hybridizes the RM, MCFM, and MDFM to construct
an intelligent rerouting approach according to the features of chromosome, the
features include whether the transmission delay is greater than A or not and whether
the communication cost is minimal or not. For a given chromosome Cik, the HM
adopts the appropriate mutation heuristic from RM, MCFM, or MDFM according to

the following rules:
Adopt MCFM - if ¢(CFy > ¢(P°(s,¢,)) and d(C) < A;
Adopt MDFM  : if d(C) > A;

Adopt RM - if o(CFy = c(P*(s,¢,)) and d(C) < A.
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7.3.4 Fitness Function Definition

Generally, GA method uses a fitness function to evaluate all individuals in a population.

According to the phenotype of individual /;, the corresponding multicast tree T,j, T, I =
q

MSpT* (UC;‘ , D), could be determined by the chromosomes in /;. It is not necessarily true
k=1

that the corresponding multicast tree is a light-tree or a candidate. Since the goal is to find a

feasible light-forest with a minimum multicast cost, the multicast cost function f{7’ [j) can be
viewed as a fitness function associated with each individual. The objective is to minimize {7, [j)
defined in Eq. (7-8).

In our encoding schema, because each chromosome represents a light-path from the
source to each destination, the destination constraint is always satisfied. Nevertheless, the
delay constraint will complicate the GA formulation so it is not involved in encoding
chromosomes or in evolution proceeding. To avoid the chromosome whose phenotype violate
the delay constraint leaving in the population, we need to attach a penalty by using a penalty
function to the fitness function. Theréfore, the individual with a non-zero penalty implies that
there is at least one chromosome violating the delay constraint, and the penalty will increase
sharply when the transmission delay of a light-path is far from the delay bound. Considering

the delay constraint, the formulation in Eq. (7-8) above can be rewritten in another form:

Minimize ﬁtness(TIj) =f(T1j)+ ﬁ xPenally(TIj), (7-12)
d(T,)-A
where Penalty(T; )= f(T,/_)-exp( A ) lfd(Tl_,)>A and S 1is the penalty
0 otherwise

weight which should be greater than the number of destinations.
In the Selection/Reproduction stage, each individual /; is given a probability Pr(l;) for

being selected as parent that is disproportional to their fitness because our objective is
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minimizing the fitness value. Therefore, the Pr(/;) can be redefined as :

1
fitness(T, )
I
fitness(T; )

Pr(l,)= (7-13)

1, in population

7.3.5 Chromosome Repair

The catenation operator in Eq. (7-9) used in crossover and mutation operations causes
that the new chromosome concatenated two genes may contain a useless gene which is cyclic
sub-path. The cyclic sub-path in chromosome will be duplicated in generation proceeding
more and more seriously. For example, suppose that the repaired-gene in EXAMPLE 7.4 is <v,,
Vo, V10, v3>. The cat (< vy, v2>, <vi, vg>)=< v, V2, Vo, 0, V3, Vs> contain a cyclic sub-path <vo,
v2, vo>. Therefore, the following procedure Repairing Chromosome is introduced so as to
repair these offspring chromosomes. Using-the-procedure, <vg, vz, v9, vig, v3, vg> could be

reduced into <vg, vig, V3, Vg>.

Repairing Chromosome (C =<u,, u,, ..., Uy >)
// C 1s a chromosome, and lik is the number of nodes in C.
/I starting(e) and end(e) are the starting node and the end node of edge e in the order of
light-path.
{
l.x=1;
2. while (x = 11)
3. y=x+1;
4. while (y # 1)
4. if (uy = u, ) then
5 remove u. from C forx <z <y;
X=Y;
break;
7. else
8. y=y+1;
0. end while-loop;
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9.end while-loop;

7.3.6 Replacement Strategy

For creating a new generation after crossover and mutation are carried out on the
individuals of the previous generation, there are many replacement strategies proposed in the
literature and a good discussion can be found in [16]. The most common strategies are to
probabilistically replace the poorest performing individuals from the previous generation, but
the elitist strategy appends the best performing individual of a previous generation to the
current population and thereby ensures that the individual with the best fitness value always
survives to the next generation.

The algorithm developed here cembines both. the concepts mentioned above. Each
offspring generated after crossover-and mutation is'added to the new generation if it has a
better fitness value than both of its-parents.”If the fitness value of an offspring is better than
only one of the parents, we select an:individual randomly from the better parents and the
offspring. If the offspring is worse than both parents, any one of the parents is selected at
random for the next generation. This ensures that the best individual is carried to the next

generation, while the worst is not carried to the succeeding generations.

7.3.7 Termination Rules

The execution of GA can be terminated using any one of the following rules:

R1: when the average and maximum fitness values are got above a predetermined
threshold;

R2: when the average and maximum fitness values in a generation become the same; or

R3: when the number of generations exceeds an upper bound specified by the user.
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The best value for a given problem can be obtained from the GA when the algorithm is

terminated using R2 [16]. But, R3 is chosen in this paper to reduce the elapsed execution time.

7.4 Experiments

Our work focuses on how to find a near optimal light-forest such that destination, delay,
and degree constraints are all satisfied. The approach used in this simulation to evaluate the
performance assessment of our GA model have been introduced in Section 4.3 or referred to
Waxman [78]. We assume that A equals to 1.2 times of the maximum in the following
experiments (i.e., y = 1.2 discussed in Chapter 5.3). Two different WDM networks, net; with
30 nodes (n = 30) and net, with 100 nodes (n = 100), are used to test the GA model. 20
requests are generated randomly to simulate different requests with different numbers of
destinations for net; and net,, i.e.,~the notation of “g = 4” represents a request with 4
destinations. In the following experiments, the multicast cost and the elapsed execution stand
for the average elapsed execution time and-average multicast cost.

The experiments consist in three parts: (1) performance assessment of the GA model; (2)
comparisons among the GA model, 3-Phase Model (3PM) proposed in [11], and ILP; (3)
comparisons among 4 mutation heuristics. It is obvious that the number of population size and
the number of generations will affect the elapsed execution time when evolution is in progress.
The effects of population size (PS), generations, mutation probability (MP), crossover
probability (CP), average multicast cost, and average elapsed execution time for the two
networks net; and net, will discuss in the first part. According to experimental results in the
first part, we will give the suggestion about these suitable values of PS, generations, MP, and

CP which will be referred in the second part and the third part.
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7.4.1 Performance Assessment of the GA model

Because the studied problem is NP-hard [35], the efficiency of GA model is hard to be
discussed but comparing with the well-known Minimum Steiner Tree problem (MSTP). The
studied problem can be reduced to the MSTP by setting delay bound to be infinity, the
splitting capacity of each node to be infinity, and o = 0; therefore, the candidate with the
minimum multicast cost could be equivalent to the Steiner Tree with the minimum
communication cost. The four types of comparison between the GA model and the Minimum

Distance Network Heuristic (MDNH) [39] for finding the MSTP would be discussed by

choosing =0, f=1, and ,5’= 1.

Effect of Population size
The average demanded generations to obtain the multicast trees with less or equivalent
multicast cost than the multicast trees obtained by MDHN [39] for different population sizes
are shown in Figures 7-5 and 7-6 by“choosing ¢ from:the set {4, 5, ..., 10}, PS from the set
{100, 200, ..., 500} for net;, and PS from the set {300, 400, ..., 700} for net, on the
probabilities MP = 0.3 and CP = 1.0. From different criteria, we make several observations:
(1) The GA model can give a better or equivalent multicast tree than MDHN’s first 500
generations.
(2) The greater number of PS can reduce the number of generations implicitly but
increases the elapsed execution time. Therefore, for the two networks, net; and net,,
the population sizes are chosen 200 and 300 such that the GA model can give a better

solution elapsed less execution time.

Effect of Generations

Because the experiments in the GA model are time-consuming, it is necessary to
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examine the effects of generations. We set MP = 0.3, CP = 1.0, maximum of generations to be
1000 (MG = 1000), and ¢ to be selected from the set {4, 5, 6, 7, 8, 9, 10}. The results of net,
on PS = 200 and net; on PS = 300 shown in Figures 7-7 and 7-8 describe the relationship
between generations and multicast costs for different requests. The improvement percentage
of multicast cost for comparing the GA model with MDHN 1is shown in Figure 7-9. We make
several observations:

(1) The best fitness value converges sharply. For example, the best fitness values for ¢ =
4,5,6,7,8,9, 10 appear in 60, 360, 60, 380, 700, 100, 620 generations on net;, and
appear in 420, 320, 540, 820, 620, 360, 580 generations on net,, respectively. When
the number of generations is higher than 700, the multicast costs are near static such
that the evolution proceeding is not conducive to obtain a better solution. Setting the
maximum generations to terminate the GA procedure as 700 generations seems to be
reasonable. Therefore, 2000 is.chosen as‘the. maximum of generations (MG = 2000)
for net; and net, in the following.exXperiments.

(2) Comparing with the solutions by-MDHN in Figure 7-9, the solutions found by the
GA model are better. Although the improvement is not significant, the GA model can
be used to solve the reduced problem, MSTP. The observation may help account for

applying the GA model to examine the MRP-DC-WWC-SR.

Effect of Mutation Probability

To examine the effect of the mutation probabilities (MPs) in the GA model to obtain the
multicast trees with less or equivalent multicast cost than the multicast trees obtained by
MDHN [39], the same primitive individuals in initialization are used to simulate different test
cases with different MPs. Let we set PS =200, CP = 1.0, MG = 1000, and the value of MP is

selected from the set {0.0, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.6, 0.7, 1.0}. After 5 runs, the
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experimental results shown in Figures 7-10 and 7-11 describe the elapsed execution times and
average generations for different MPs in net,, respectively. We make several observations:

(1) When the value of MP is set near to 1, each chromosome will have a good
probability to mutate which causes extra concatenating and repairing operations
required. The effect of MP value to execution time seems apparently for the request
with many destinations.

(2) The experimental result of comparing the effect between MPs and demanded
generations is similar to the effect of execution time. Therefore, MP = 0.2 chosen in
the following experiments will help the GA model to gain better fitness values but

elapse less execution time than large value of MP.

Effect of Crossover Probability

To examine the effect of the crossover probabilities-(CPs) in the GA model in obtaining
the multicast trees with less or equivalent-multicast cost than the multicast trees obtained by
MDHN [39], we set PS =200, MP = 0.2, MG = 1000, and the value of CP is selected from the
set {0.0, 0.2, 0.3,0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. After 5 runs, the experimental results shown
in Figures 7-12 and 7-13 describe the elapsed execution times and generations for different
CPs in net;, respectively. We make several observations:

(1) According to these experimental results, the better value of CP is different for
different requests and we found that CP = 1.0 is conducive to gain better
performance. Therefore, in our following experiments, CP = 1.0 is chosen.

(2) In brief, the population sizes chosen 200 and 300 for net, and net,, MG = 2000, MP =
0.2, and CP = 1.0 can be determined. Nevertheless, these setups may not be suitable

for any network.
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7.4.2 Comparisons between GA, 3PM, and ILP

The experimental results of multicast costs for different generations and comparisons of
multicast costs among three methods, GA, 3-Phase Model (3PM) [11], and ILP proposed in
Chapter 5, for different requests are shown in Figures 7-14 and 7-15 for net,, and Figures 7-16
and 7-17 for net,, respectively. The experimental results of average promotion percentages of
multicast cost for the GA model and 3PM are shown n Figure 7-18. For the elapsed execution
times of GA, 3PM, and ILP, they are shown in Figure 7-19 for different requests. In
implementing the ILP by CPLEX, the optimal solution for routing a request with more than 8
destinations in net; or more than 7 destinations in nef, may not attain in an affordable
execution time. According to these experimental results, we make several observations:

(1) The light-forest found by the GA model, whose multicast cost is approximated to the
multicast cost of light-forest foundrby 1P and is better than the multicast cost of
light-forest found by 3PM "model. -Besides, GA model can gain the average
promotion percentages of multicast cost‘more than 19.86% for net; and 29.94% for
net; than 3PM model.

(2) Although GA model is more time-consuming than 3PM model, the elapsed execution
time is far smaller than the elapsed execution time for ILP. Nevertheless, because the
elapsed execution time is proportional to the numbers of destinations in requests, the

consumption of execution time is an important challenge in GA.

7.4.3 Comparisons among Four Mutation Heuristics

In the GA model, four mutation heuristics are proposed to examine the MRP-DC-WWC-
SR. Using the same primitive individuals in the stage of population initialization, the

comparisons of multicast costs for different generations and elapsed execution times for
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different requests among the four mutation heuristics are shown from Figures 7-20 to 7-22 for
net;. According to these experimental results for elapsed execution time, we observe that the
convergence of MCFM is quicker than the other three heuristics and HM needs less execution

time.
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7.5 Conclusion

In this chapter, the MRP-DC-WWC-SR is studied and a GA model is designed to
examine the problem. In the GA model, not only a destination-oriented encoding scheme used
to represent polyploid chromosomes in an individual but also multicast tree is presented in the
phenotype of an individual. Three general genetic operators, selection, crossover, and
mutation, are well formulated such that the GA model is conducive to solve the studied
problem. For promoting the efficiency in proceeding of evolution in GA, four types of
operators (Chromosome Crossover, Individual Crossover, Chromosome Mutation, and
Individual Mutation) and four mutation heuristics (Random Mutation (RM), Minimum Cost
First Mutation (MCFM), Minimum Delay First Mutation (MDFM), and Hybrid Mutation
(HM)) are employed in our model. Experimental results indicate that a solution obtained by

GA method is not only better than 3PM but alsorapproximated to the solution found by ILP.
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Chapter 8 Heuristics for MRWAP-DC-WWC-SR

For routing requests in the large-scale networks, the networks providing more
wavelengths, the requests with enormous number of destinations, or enormous number of
requests in the request set, the MRWAP-DC or the URWAP-DC may not be solved in an
affordable execution time by using ILP. ACO and GA methods may be applied to find a
feasible solution in less elapsed execution time than [P, but these methods are not suitable to
the dynamic MRWAP-DC or URWAP-DC due to the time-consuming execution time. In this
chapter, two efficient heuristics Near-k-Shortest-Path-based Heuristic (VKSPH) and Iterative
Solution Model (ISM) proposed to improve'the searching efficiency or to diminish searching
space will be contributive to find a feasible solution in no time; Furthermore, Due to the
improvement, it is conceivable to find a near optimal solution. The elementary concept of the
NKSPH is based on the two heurists, finding k-shortest light-paths between the source and
each destination may diminish the searching space and finding the optimal solution from all
combinations of these k-shortest paths may approximate to the optimal solution. Using the
adjustment in the value of %, increasing the value will enlarge the searching space cause to
find near optimal solution and to reduce the failure opportunity, but it will consume more
execution time than setting & to be a smaller value. Moreover, the ISM is a greedy approach
applying the minimum spanning tree algorithm to find a spanning tree with minimum

transmission delay which results in find a feasible solution in short time. Refining the sub-

-126-



light-paths between two nodes to reduce the multicast cast will conduce to obtain a feasible
solution under a given execution time criterion. The two heuristics will be introduced in detail

as follows.

8.1 NKSPH for MRWAP-DC-WWC-SR

Suppose a wavelength-based graph of A, G'= v, w, E’I, 6 c,d, é,c;’ , w), is defined as
a graph obtained by removing all edges which are not available in A, where E* = {e| ecE, w(e,
A) = 1}. For each node pair of the source and each destination, called as a source-destination
pairs, a light-path whose transmission delay is abiding by the delay bound can be found in G”.
We consider the graph obtained by the union of the light-paths for all source-destination pairs.
Infeasible nodes or cycles may exist in, thergraph. Here, infeasible nodes mean that the
number of outbound edges of a node outnumbers, the: light splitting capacity of the node.
Removing some outbound edges from each infeasible node to become a feasible node and
cutting the edge from the cycle to become-a‘tree, the remainder will be a light-tree referred as
T. 1t is should be said with some emphasis that ‘the transmission delay of the light-tree may
exceed the given delay bound (i.e., the delay constraint is violated). When the delay constraint
is satisfied in 7, 7 will be an assigned light-tree for the request. For these destinations which
are not routed by 7, another light-tree is found by executing the procedure again for the
wavelength-based graph of other wavelength. When the procedure is executed iteratively till
all destinations are routed by assigned light-trees, the set of assigned light-trees will be a
solution of the problem. Nevertheless, three issues: (1) how to decide the order of chosen
wavelengths; (2) how to refine the infeasible nodes to be feasible nodes; (3) how to minimize
the number of required wavelengths and the communication cost for each assigned light-tree

such that the multicast cost is minimal, are not discussed here.
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The above iterative procedure is a greedy approach so an optimal solution may not be

found. Extending the iterative procedure, the NKSPH proposed in this chapter does not focus

on how to find an optimal assigned light-tree in iteration but on providing a heuristic to find a

feasible solution in a large-scale adjustable search space. To avoid the heuristic from heavy

loads, three simple strategies include selecting wavelengths in random, preserving the edges

connecting to maximum destinations, and selecting the k near shortest light-paths that satisfy

the delay bound will be used in the NKSPH. Recall that there are ¢ destinations in D and &

light-paths are demanded for each destinations. Each iteration of the above iterative process

consists of the flowing seven steps:

(1)
(2)

3)

(4)

()

(6)

(7

Choose a wavelength A and construct the wavelength-based graph G

For each destination in G*, find at most k light-paths from the source subject to the
delay bound.

For each destination, seleet one of the k+derived light-paths. Unify the ¢ light-paths
for all destinations to form a graph..Corresponding to k7 possible combinations of
light-paths for ¢ destinations, at most k7 graphs will be constructed.

For any node violating its capacity constraint (i.e., infeasible node) in each of the ¢*
graphs, reserve the outbound edges whose number is equal to the light splitting
capacity of the node and which covers more number of destinations than the
eliminated to form a light-tree.

For any node violating the input constraint in each graph, reserve the inbound edge
with the minimum transmission delay to eliminate the cycle.

Choose the light-tree with a minimum communication cost out of the ¢* light-trees to
be a candidate 7" and remove the destinations in 7" from D.

Repeat the previous six steps until D is empty.

The details of the NKSPH procedure are given below.
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NKSPH(G, r=(s, D, A), k)

{
1.T =NULL, 7% = @, C”" =0, Dest”" =0
2.WhileD# 9
3 If M=O // No wavelength available for routing the data

4 Return NULL
5. Randomly select a wavelength A from M
6 For each ¢ € D,
7 As, &, k) =F inding—k—Near—Shortest—Path(G}“, s, &1, k, A)
/' ki, ki < k, 1s the number of light-paths found between s and ¢;

8.  End For-loop
9. ForeachT,T= | JPath, ,Path; e Rs, &, k) foralll, 1<I<q
1<i<q
10. For each node v in T in the breadth first order
11. If (out(T, v) > Av)) // v is infeasible with respect to the capacity constraint
12. delete the first out(T, v) - &v) edges according to the increasing order of
the numbers of connected destinations.
13. If (in(T, x) > 1) // xviolates the input constraint
14. delete the first in(7, v) = I edges.according to non-increasing order of

the transmission delay

15. End For-loop
16. If (D(T) > Dest™" and c(T) < MD(T))
or (D(T) = Dest™" and e(Ty < C*") /| MD(T) = Z min c(P)
¢ evnp FEPESk)
17. C* = c(T)
18. Dest™" = D(T)
19. ™'=T

20. End For-loop

21. T=T U {T”, K" )2, D=D-WT"), where h'": E(T") — {4}
22. End While-loop

23. Return T

In Step 7 Finding-k-Near-Shortest-Path(G, s, &, k, A) is a procedure to call for finding &
near shortest light-paths with minimum transmission delays between s and ¢; subject to the

delay bound A. Applying these k-shortest path algorithms developed in [23] and [56] can find
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the k shortest light-paths with a minimum communication cost. However, these algorithms
cannot be used directly to find constrained shortest light-paths with a minimum
communication cost under the delay bound. Furthermore, it is difficult to revise these
algorithms for deriving constrained shortest light-paths. The facts that these algorithms are
complicated to implement or modify to meet the need and that optimal light-paths are not
necessarily optimal suggest us to deploy a simple approach to finding the shortest paths in a
timely fashion. The implementation of Finding-k-Near-Shortest-Path develops to an iterative
procedure consisting of three steps: (1) apply Dijkstra’s shortest path algorithm [19] to find a
light-path with minimum transmission delay (i.e., the light-path is a constrained shortest light-
path); (2) keep the light-path if its transmission delay satisfies the delay constraint; and (3)
delete the edge whose transmission delay is minimum in this light-path from G*. The
procedure terminates when k near shortest light-paths have been attained or no more light-
path can be found.

Assume the number of light-paths found-for.the destination ¢ is &, k; < k. Let As, &, ki)

be the set of the constructed light-paths: A graph.is formed by selecting one light-path Path,,

from A, ¢, k) for each ¢§; € D and then unifying these selected light-paths. Denote this graph

by T = UPathgl . The derived graph may contain cycles or infeasible nodes. In Steps 11 to
1</<q

12 and 13 to 14, all nodes in T are examined to verify whether the capacity constraint and
input constraint are violated or not. For each node x violating the capacity constraint, the first
out(T, v) - v) edges in increasing order of the numbers of connections to destinations will be
eliminated in Step 12 such that each internal node is feasible. In Step 14, the edge with the
minimum transmission delay will be reserved when there is more than one edge connected to
the node. It implies that finding a feasible solution is more important than finding an optimal
solution. All cycles can be detected and removed in Step 13~14. After these steps, a light-tree

will be obtained. In Step 16, D(T) represents the number of destinations contained in 7" and
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MD(T) = z min c(P) represents the sum of minimum communication costs of the
é/] EV(T)mD PEP(Y’é’[’k[)

destinations in 7. The case c(7) < MD(T) implies that T will include at least an MC node to
reduce the communication cost. Therefore, the checking in Step 16 implies the heuristic that
the light-tree rerouting more destinations and consuming less communication will prefer
being chosen. In Steps 16 to 19, a light-tree 7%’ consuming less communication cost or
covering more destinations will be kept as a local optimal light-tree by using A. Therefore, 7%
using A represents an assigned light-tree denoted by (7%, h'"), where h'" : E(T") — {A}.
Steps 2 to 22 will be executed iteratively until no wavelength is available or the destination
set D is empty. The former case leads to the report that the request cannot be successfully

routed by our algorithm.

8.2 ISM for MRWAP-DC

Based on the formulation in Chapter 7;'the Iterative Solution Model (ISM) proposed to
solve the MRWAP-DC-WWC-SR consists of two -procedures: (1) Selecting Wavelength
Procedure (SWP) to choose a wavelength to construct a wavelength-based graph, and (2)
Finding Assigned Light-tree Procedure (FALP) to find a light-tree under delay bound from the
wavelength-based graph. In the SWP, the order of selected wavelengths is anticipated by two
heuristics Maximum W-Feasible Edges Assigning First (MaxE) and Minimum Requests
Assigning First (MinR). In the FALP, two simple heuristics Maximum Depth Reserving First
(MaxDepth) and Maximum Destinations Reserving First (MaxDest) are proposed to construct

a light-tree to cover destinations.

8.1.1 Selecting Wavelength Procedure (SWP)

A light-tree with minimum communication cost is desired to be found in iteration, and it
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will not be modified again. The parts of destinations are routed by the assigned light-tree, but
it is possible that no light-tree can be found to route the parts of the remaining destinations or
that a found light-tree may far from the optimal light-tree. To avoid that routing the request is
unsuccessfully or needs more multicast cost, it is reasonable to propose an evaluation function
such that a wavelength with maximum evaluated values is chosen first. A dramatic or perfect
evaluation function benefits that all used wavelengths will be selected exactly and that the
found assigned light-forest may be approximately equal to the optimal solution in high
possibility. Nevertheless, finding the evaluation function may be a miracle or may consume
unaffordable execution time.

In SWP, an evaluation function Eval(A) for A is defined to reflect the objective that the
order of selecting wavelength is exact, where the wavelength A with high value of Eval(4)
means that using A to route the request'may be conducive to find an assigned light-forest with
less multicast cost. Nevertheless, there.is no doubt about that Eval/(1) is very hard to define
accurately or that it can be computed to-get-the-evaluation value in unaffordable elapsed
execution time. Two simple greedy heuristics, Maximum W-Feasible Edges Assigning First
(MaxE) and Minimum Requests Assigning First (MinR) are proposed as follows.

(1) MaxE heuristic

The MaxE heuristic is based on the assumption that the wavelength-based graph with
more edges benefits to find a light-tree with less communication cost in higher possibility. For
a set of unassigned wavelengths M’, M’ = M, the wavelength 1" € M’ satisfying | Ex0pt| >
|E"| for all 2 € M’ will be chosen first and the Eval(2) is defined as :

Eval(2) = |E"|, where E" = {e| ecE, w(e, 1) = 1}

(2) MinR heuristic
A wavelength which has been used to route minimum number of requests represents its

utility rate is lowest among all wavelengths. The lowest wavelength selected first benefits to
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balance the transmission load of wavelength, which can reduce the blocking rate of routing
requests. Therefore, the MinR heuristic is proposed and defined as:

Eval(A) =1/ (the number of requests routed by using the wavelength 1)

8.1.2 Finding Assigned Light-Tree Procedure (FALP)

In this procedure, the optimal light-tree with minimum communication cost for using the
selected wavelength is expected to be found. Nevertheless, finding the optimal light-tree is
NP-hard such that proposing an efficient heuristic to find a near optimal light-tree in
polynomial time is more important than to find the optimal light-tree. The FALP divided into
three Steps, gemnerating a weak candidate, refining the weak candidate, and eliminating

infeasible nodes will be described as follows.

Figure 8-1: A weak candidate 7°

(1) Generating a Weak Candidate
All MDLPs between the source and all destinations need to be checked the condition that
their transmission delay must be smaller than or equal to the delay bound. For only one light-
path with minimum transmission delay between two nodes, the graph constructed by merging
these MDLPs must be a tree. The delay constraint is not involving in constructing the tree, so

the tree is called a weak candidate. Dissimilar to the definition in Chapter 7.1 that a candidate
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1s a multicast tree satisfying the delay constraint and the destination constraint, the weak
candidate satisfies the delay constraint only such that it maybe is neither a light-tree nor an

optimal multicast tree. Therefore, the major objective in the Step is to find a feasible solution.

Figure 8-2: T UP(v,u)

(2) Refining the Weak Candidate

The refining process is also an iterative process which refines the light-path between two
nodes to reduce multicast cost. The iterative process consists of three sub-steps, choosing a
node-pair (u, v) to be refined, rerouting u to v, and checking the new weak candidate to have
less multicast cost. The second sub-step is described first and the others are described as
follows.

For the weak candidate 7 shown in Figure 8-1, suppose that u is rerouted to v and x is
the nearest common predecessor node. The second sub-step consists of applying the Prims
algorithm [59] to clean up the cycles contained in the graph which is formed by concatenating
P‘(v, u) to T* shown in Figure 8-2, and deleting all leaf nodes which do not belong to the
destination set. The former is implemented by Prim‘(7‘ U P‘(v,u)), where Prim‘ is an
operation of finding Minimum Spanning Tree (MSpT) with communication cost from 7¢ U

P(v,u).
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Nevertheless, the order and the number of node-pairs which need to be rerouted are hard
to be recognized. The cost-difference (CD) of a node-pair (u, v), CD(f’ “ u, v), is proposed in
the first sub-step to predict the expectation of the multicast cost promotion on rerouting u to v.
The node-pair (u, v) having highest cost-difference value indicates that u is rerouted to v may
reduce multicast cost more efficient than others. To predict the cost-difference value of node-
pair accurately, CD(f’ ¢ u, v) will be well defined as follows.

Suppose that T" is obtained after the second sub-process. It can be observed that the

number of outbound edges of v in 7" can be increased by 1 to be out.,(v)+1. For the case
out ., (v)<6(v), out,(v) cannot be greater than 6(v) such that the wavelength consumption

of T"is changeless. Therefore, the anticipation of multicast cost promotion for rerouting u to

v is the difference between the communieation cost of the eliminated path P, (x,u) and the

communication cost of the concaténated path P*(v,u); that is, a(c(P;, (x,u))—c(P*(v,u))).

Otherwise, the promotion needs to Subtract the-cost of one extra wavelength (equal to ) and

the communication cost of the partial light-path'connecting s and v (i.e., ¢(Z,,(s,v)) for using

the extra wavelength. Therefore, the CD( T, u, v) of the node-pair (i, v) is defined as :

a(c(Py (x,u))—c(P* (v,u))), if out;, (v)<0(v)

C((C(Pfd (x,u)) — c(PC (V,u)) _ C(Pfd (S,V))) _ ﬂ, otherwise , (8-1)

CD(fd,u,v) 2{

where x is the nearest common predecessor node of u and v. The best node of u in 7, Xu),
is defined as the node in V' satisfying CD(fd , u, u)) = CD( ¢, u, v) for all ve V' - {u}. In the
first sub-step, the node-pair (u#, A u)) with maximum cost-difference is chosen first.
Nevertheless, it may not be guaranteed that the transmission delay of 7" is under the delay

bound nor that the multicast cost of 7" is reduced. Therefore, the final sub-step checks two
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conditions d(T ")< A and ﬂf ") < ﬂf ) to confirm that T" is a better weak candidate than

7. The Step will be terminated when no better weak candidate can be found again.

(3) Eliminating Infeasible Nodes

We know that a weak candidate may contain some infeasible nodes such that it is not a
light-tree. In the step, some outbound edges in infeasible nodes will be eliminated from the
weak candidate to form a light-tree. Because the solution model is a greedy approach, how to
eliminate edges is important and complex. To reach the objective of the problem, the
reservation weight function, r-weight, is defined to give a reservation weight for each node.
The greedy method, reserving the edges which connect the nodes with high reservation
weight may benefit to reduce the multicast cost or the blocking rate of routing requests, will
be adopted in the step. By implementing the r-weight according to different heuristics,

different light-trees can be attained due to eliminating different edges. Suppose v be an

infeasible node (i.e., out; (v) > 6(v)) m T ltds necessary to eliminate out,, (v) — 6(v)
outbound edges whose reservation weights' are ‘smaller than others from out,, (v) outbound

edges of v such that v becomes a feasible node. There are two different heuristics, Maximum
Depth Reserving First (MaxDepth) and Maximum Destinations Reserving First (MaxDest),
proposed for the r-weight. Routing the request to one destination by using the light-path with
maximum depth require more links than other light-paths implies that the request routed to the
destination is blocked in high probability for needing more w-feasible edges. Therefore, the
MaxDepth heuristic applies the observation that these edges connecting these sub-trees with
maximal depth are reserved first. Nevertheless, in the MaxDest heuristic, it assumes that the
sub-tree covering more destinations may indicate routing the request with fewer wavelengths.

To summarize the discussion above, the skeleton of the FALP will be described as

follows.
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FALP(G, r = (s, D, A))

{
Step 1. generating a weak candidate
1.1. T'=@
1.2.foralld;in D
1.3. if (d(P%(s, d))<A) Il P(s, d)) is the MDLP from s to d; in G(V, E")
7' =JP!(s.d)
d;eD
1.4. end for-loop
1.5.if T9=@ // If T%is null, wavelength A cannot be used to reroute the
request
1.6. return &
Step 2. refining the weak candidate to reduce multicast cost
2.1. for each ue 7¢
2.2. keep (u, & u)) in the array K by sorting CD (f “ u, & u)) in decreasing
order
2.3. end for-loop
2.4. for each node-pairi(u, v) in K
25 T" =Prim“(7" JP (u,v)) 1/ Prim’ is a operation of finding Minimum
// Spanning Iree (MSpTy with minimum communication cost
2.6. delete all leaf nodes in 7" which does not belong to D
2.7, if (d(T")< A) // checking the transmission delay of 7"
2.8. if (AT")<AT"))
2.9. T'=T"
2.10. goto2.1
2.11. end-for loop
Step 3. eliminating infeasible nodes
3.1. check all node x in 7" from leaves bottom up
3.2. while (x is not leaf node)
if (out;, (x)>0(x)) //xis a infeasible node
3.3. eliminate out,, (x) - 0(x) edges which with minimum r-weigh#(x)
3.4. return 7" // will be a light-tree
}
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8.3. Experiments

The approach used in the experiments to evaluate the performance of the two proposed
heuristics has been introduced in Section 4.3 or is referred to Waxman [78]. We assume that A
equals to 1.2 time of the maximum in the following experiments (i.e., ¥ = 1.2 discussed in
Chapter 5.3). Eight types of networks introduced in Chapter 5.3 were tested: 30, 40, 50, 60,
70, 80, 90, 100 switches (n = 30, 40, 50, 60, 70, 80, 90, and 100), for each of which 60
different requests were randomly generated. Each 60 requests are categorized into 3 groups
corresponding to 2 destinations (g = 2), 3 destinations (¢ = 3), and 4 destinations (¢ = 4).

The experiments consisting of four parts: comparisons for different values of k in
NKSPH, comparisons among ILP, NKSPH, and ISM, comparisons between MaxDepth and

MaxDest, and comparisons between MaxE and MinR.

8.3.1 Comparisons for Different \Values of k in NKSPH

Next we proceed to discuss the ‘efficiency of NKSPH for different values of £.
Numerical results are summarized in Table 8-1. For the column corresponding to each request
group (¢ =2, g = 3, and g = 4), we keep track of feasible solutions found (#Succ), average
multicast cost (MC), and average elapsed execution time (E7) over every 20 requests. From
the numerical results, we have the following observations:

(1) The elapsed execution time of the NKSPH is related to the value of &, the number
of destinations, and the number of nodes in the network. For example, ET = 0.01
seconds for n =40, g =2, and k=2 and ET = 3.24 seconds for larger values of n =
100, g = 4, and k = 20.

(2) Increasing the value of k usually reduces the multicast cost. Such a phenomenon is

significant when the request is associated with more destinations or the network
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has more nodes. For example, it can reduce multicast cost 4.18%

(119'65_”4'64 x100% ) for n = 100, g = 4 from k = 4 to k = 20, but there is no

119.65

improvement for n = 100, ¢ = 2 from k = 4 to k = 20. Nevertheless, in some cases
the increase multicast cost is higher when the request is associated with more
destinations and the network with more nodes. For example, MC = 117.35 for n =
100, m = 4, and k£ = 8, but MC = 118.30 when k£ = 10. It seems reasonable to
conclude that choosing a suitable value of &£ cannot only reduce the multicast cost

but also save the execution time.

8.3.2 Comparisons among ILP, NKSPH, and ISM

In order to compare ILP, NKSPH,and ISM,tenly these requests solved successfully in
ILP are addressed in the experiments. For each combination of network types and different
method (ILP vs. ISM/NKSPH with different values of k), all experimental results shown in
Table 8-2 are summarized into three blocks for three groups of requests (¢ =2, ¢ =3, and g =
4). Each block displays the number of optimal solutions (#Opt) produced by our heuristic,
average multicast cost deviation (Dev) of the found solutions from the optimal ones found by

the ILP, MC, and ET, where Dev is defined as:

5 SEO=FT™) oo,

opt
P (v )
#0pt

where f(I'*)and f(I'”") are the multicast cost of the feasible solution T'* found for k by
NKSPH or ISM and the multicast cost of the optimal solution I'” found by the ILP
formulation for request r, and #Opt;;p is the number of requests solved successfully by the ILP.

In the first row, #Opt = 20, MC = 63.72 and ET = 816.83 dictate the number of requests that
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were successfully solved, the average multicast cost, and the average elapsed execution time
for n = 30, g = 2 by using the ILP. For different network types and three groups of requests (¢
=2, q =3, and g = 4), the deviation (Dev) of the worst cases in each group are shown in Table
8-3. From the numerical results, we make the following observations:

(1) The elapsed execution time of NKSPH is much shorter than that of the ILP, but is
much longer than that of the ISM. For example, ET = 0.01 seconds or ET = 0.00
(which the elapsed execution time is small than 0.01 seconds) in » = 30 and g = 4
by using ISM, ET = 0.10 seconds or E7'=0.18 seconds in n =30, g =4, and k=8
or k =20 by using NKSPH, but £7 = 7,094.21 seconds by using the ILP.

(2) Although NKSPH cannot always find the optimal solution, the solutions it has
produced are close to optimal ones. Nevertheless, ISM seldom finds the optimal
solution. For large-scale networks, the greater the value of £ is, the more the
multicast cost is reduced: For example; Dev = 9.93% for n = 60, g =4, and k = 8,
and Dev = 4.08% by using NKSPH;-which is much smaller for k£ = 15 or 20. Dev =

33.90% for n = 60 and ¢ = 4 byusing ISM:

8.3.3 Comparisons between MaxDepth and MaxDest

The experimental results of execution times and multicast cost distances of two
heuristics (MaxDepth and MaxDest) for different requests are shown in Figures 8-3 and 8-4
for the network with 30 nodes (n = 30), where x is defined as a value of 8 divided by a; that is,
x =1, 10, 50 are the cases of choosing oo = 1 and = 1, choosing o = 1 and = 10, and
choosing o = 1 and B = 50, respectively. According to these experimental results, we make the
following observations:

(1) The elapsed execution times of both are proportional to the numbers of

destinations associated in requests. Moreover, MaxDest needs less execution time
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and increase of execution time is gentler than MaxDepth. For some requests, the
execution time increases sharply for MaxDepth; for example, g = 13 and 14 in
Figure 8-3.

(2) MaxDepth may have high probability to find a light-forest with less multicast cost
but spend more execution time. The multicast cost distance in Figure 8-4 is the
value of subtracting multicast cost by using MaxDepth from multicast cost by
using MaxDest; that is, the multicast cost distance using positive value means that
MaxDepth can find a light-forest with less multicast cost. For different x with high
value, the MaxDepth finding a light-forest will have less multicast cost in the case
of requests with fewer destinations, but it may not be obviously in the case of

request with more destinations.

A00

| MaDepth(z=1) —e— MaxDest(z=1)
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Figure 8-3: Comparisons of execution time for different requests
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Figure 8-4: Comparisons of multicast cost distance for different requests

8.3.4 Comparisons between MaxE and MinR

In the experiments, the two heuristics (MaxE and MinR) are applied to reroute the set of
100 different requests with 5 destinations in-the networks with 4 wavelengths and with
different numbers of nodes (n = 100, 90, and=80). According to the experimental results
shown in Table 8-4, the third and the fourth rows, present the total requests which can be
routed successfully and total light-trees in these light-forests found successfully, where these
request are named as success. The next two rows are used to describe the total communication
cost and total multicast cost of success, respectively. ETS (elapsed execution time of success
requests), ETF (execution time of failure requests), and total execution time which is a sum of
ETS and ETF are described in following. The final row presents the sum of edges of light-
trees in success. We may make the following observations:
(1) In the phase of routing 100 requests, there are about 30% of requests rerouted
successfully and the success rates are proportional to the numbers of nodes in
network. We can derive that it will need more wavelengths to rerouted more

requests concurrently in network with less nodes.
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(2) The performances of the two heuristics MaxE and MinR cannot be distinguished.
Nevertheless, according to the comparisons between the E7S and the ETF, the
MaxE needs less execution time to reroute these requests successfully than the
MinR.

(3) According to the ratio between ETS and ETF, the MaxE seems to be suitable to be
applied to the routing problem with more nodes and more concurrent requests to

reroute successfully; on the contrary, the MinR may be utilized.

8.4. Conclusion

In this chapter, an extended multicast routing and wavelength assignment problem with
delay constraints in WDM networks with heteregeneous light splitting capabilities (MRWAP-
DC-WWC-SR) is studied. Because the ILP-formulation proposed in Chapter 5 cannot solve
instances of the studied problem: in"large-scale networks, statistics from computational
experiments evince that the two proposed heuristics can produce near-optimal solutions in an

acceptable execution time.
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Table 8-1: Experimental results for different values of £ in NKSPH

" K q=2 q=3 q =4
#Suce MC ET | #Succ MC ET | #Succ MC ET
40 2 20 52.75 0.01 20 93.80 0.02 20  103.15 0.02
4 20 50.10 0.02 20  89.60 0.03 20 95.75 0.04
6 20 50.10 0.02 20  88.35 0.04 20 93.20 0.06
8 20  50.10 0.02 20  88.35 0.05 20 92.35 0.09
10 20  50.10 0.03 20  90.20 0.06 20 91.95 0.10
15 20  50.10 0.03 20  90.20 0.10 20 93.15 0.25
20 20 50.10 0.03 20 90.20 0.08 20 93.15 0.28
60 2 20 56.85 0.03 20  80.30 0.06 20 10540 0.13
4 20  53.00 0.05 20  74.00 0.17 20 102.35 0.21
6 20 5245 0.07 20 72.75 0.22 20 96.75 0.42
8 20 52.25 0.15 20  73.35 0.30 20 95.65 0.56
10 20 5225 0.11 20  73.35 0.18 20 92.50 0.38
15 20 52.20 0.11 20 72.65 0.24 20 91.55 0.89
20 20  52.20 0.11 20  72.65 0.48 20 91.40 1.19
80 2 20 57.05 0.06 20  89.40 0.09 20 116.80 0.20
4 20  54.40 0.19 20  86.95 0.23 20 112.75 0.32
6 20  54.40 0.15 20  85.25 0.27 20 111.10 0.68
8 20 5395 0.31 20" 83.55 0.61 20 108.15 0.83
10 20 5395 0.30 2079:83:05 0.59 20  107.40 1.07
15 20 5395 0.20 20 = :82.65 0.64 20 109.15 0.92
20 20 5395 0.21 20 82.65 0.47 20  108.45 1.15
100 2 20  60.05 0.11 20-794.65 0.19 20 125.20 0.32
4 20  53.00 0.25 20 91.90 0.44 20 119.65 0.66
6 20  53.00 0.32 20  89.95 0.56 20 11790 1.24
8 20  53.00 0.58 20°1188.90 0.71 20 117.35 1.42
10 20  53.00 0.45 20  88.90 1.03 20 118.30 1.84
15 20  53.00 0.86 20 88.40 1.13 20 117.15 2.13
20 20  53.00 0.54 20  88.40 1.14 20  114.65 3.24
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Table 8-2: Experimental results among ILP, NKSPH, and ISM

n method q=2 q=3 q=4

#Opt.  Dev MC ET #Opt.  Dev MC ET #Opt.  Dev MC ET
30 ILP 20 - 6372 816.83 19 - 76.68  263.18 19 - 84.53 7,094.21
ISM 12 10.93%  70.68 0.01 6 12.22%  86.05 0.00 3 17.71%  99.50 0.00
NKSPH k=38 9 538% 68.50 0.02 7 947%  83.63 0.04 8 12.44%  94.42 0.10
k=10 9 538% 68.50 0.02 7 947%  83.63 0.05 9 12.21% 94.21 0.12
k=15 9 538% 68.50 0.02 7 947%  83.63 0.05 9 8.64% 9142 0.17
k=20 9 538% 68.50 0.02 7 947%  83.63 0.05 9 8.64% 91.42 0.18
40 ILP 20 - 49.25 2,682.85 16 - 7044 3,406.43 14 - 7770 6,960.79
ISM 18 0.36%  49.43 0.01 3 18.27%  83.31 0.02 1 17.12%  91.00 0.02
NKSPH k=38 17 1.22%  50.10 0.02 10 8.79%  76.06 0.05 5 6.66% 82.60 0.09
k=10 17 1.22%  50.10 0.03 10 11.76%  78.38 0.06 6 5.67% 81.80 0.10
k=15 17 1.22%  50.10 0.03 10°11.76%  78.38 0.10 7 3.79%  80.10 0.25
k=20 17 1.22%  50.10 0.03 10 11.76% "= 78.38 0.08 7 3.79%  80.10 0.28
50 ILP 20 - 5720 2,257.08 19 = 68.68 2,144.92 18 - 8444  7,096.11
ISM 5 15.22%  65.90 0.03 2 3043% - 89.58 0.03 0 29.38% 109.25 0.03
NKSPH k=38 13 8.60%  62.95 0.04 8 12.42% = 77.26 0.12 5 17.30%  99.89 0.22
k=10 13 8.60%  62.95 0.09 8- 12.42% 77.26 0.19 5 16.13%  98.56 0.33
k=15 13 8.60%  62.95 0.05 8 11.62% . =76.79 0.14 5 1538%  97.78 0.44
k=20 13 8.60% 62.95 0.06 8 11.62% " 76.79 0.18 5 1538%  97.78 0.43
60 ILP 20 - 5020  272.01 18 - 63.33 1,8042.98 6 - 63.33  22,266.95
ISM 4 17.25%  58.86 0.05 3 21.41%  76.89 0.06 0 33.90% 84.80 0.07
NKSPH k=38 12 3.59%  52.25 0.15 6 827%  T71.67 0.34 4 993% 72.33 1.87
k=10 12 3.59%  52.25 0.11 6 827%  71.67 0.20 4 7.76%  70.67 1.26
k=15 13 3.50% 52.20 0.11 6 7.20% 70.89 0.26 5 4.08% 67.83 2.98
k=20 13 3.50% 52.20 0.11 6 7.20% 70.89 0.53 5 4.08% 67.83 3.96
70 ILP 18 - 53.33 5,488.86 8 - 69.10 1,7561.86 - - - -
ISM 6 7.87% 57.53 0.08 0 32.90% 91.83 0.10 - 12450 0.11
NKSPH k=38 11 2.00% 54.56 0.28 4 844%  74.50 0.91 - 118.65 2.02
k=10 11 2.00% 54.56 0.26 4 8.16% 74.30 0.58 - - 115.80 2.48
k=15 11 2.00% 54.56 0.20 4 8.16%  74.30 0.68 - - 113.90 3.29
k=20 11 2.00% 54.56 0.37 4 8.16% 74.30 1.27 - - 113.90 3.76
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Table 8-3: Worst cases of NKSPH and ISM among test groups

n

method

q=2

q=3

g=>5

Dev

Dev

Dev

30

ISM

20.93%

22.22%

37.71%

NKSPH k=8
k=10
k=15
k=20

18.38%
16.38%
15.38%
15.38%

19.47%
13.47%
12.47%

9.47%

22.44%
13.21%
10.64%
10.64%

40

ISM

30.36%

20.27%

29.52%

NKSPH k=38
k=10
k=15
k=20

21.22%
14.73%
11.12%

8.34%

18.79%
15.76%
13.76%
12.76%

12.56%
11.67%
8.70%
5.45%

50

ISM

25.22%

30.43%

29.38%

NKSPH k=38
k=10
k=15
k=20

23.40%
22.34%
18.63%
10.30%

12.42%
12.42%
11.62%
11.62%

17.30%
16.13%
15.38%
15.38%

60

ISM

27.25%

21.41%

33.90%

NKSPH k=38
k=10
k=15
k=20

20.59%
13.59%
12.50%

7.50%

15.22%
12.32%
10.56%

9.12%

19.93%
13.76%
10.08%

9.08%

70

ISM.

32.87%

39.90%

NKSPH

T
[ | -
D — — oo
S O O

19.40%
13.48%
11.45%

9.76%

20.45%
19.36%
15.19%
11.45%

Table 8-4: Comparisons of MaxE and MinR

n =380 n=90 n =100
MaxE MinR MaxE MinR MaxE MinR
No. of success 16 17 30 29 31 32
Total light-trees 46 52 76 81 87 91
Communication cost | 2571.05] 2635.68] 4106.64] 4161.96] 5261.22|5312.66
Multicast cost 2617.05| 2687.68| 4182.64] 4242.96] 5348.22|5403.66
ETS 1005.47| 1029.41| 2391.68] 2520.55| 4305.21|3669.24
ETF 2432.26| 3554.59| 1997.10] 2499.14| 2702.03|4840.71
Total execution time 3437.73| 4584.01| 4388.78] 5019.69| 7007.24| 8509.95
Total used edges 403 417 639 657 811 831
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Chapter 9 Conclusion and Future Work

In this dissertation, an extended routing and wavelength assignment problem called a
multicast routing and wavelength assignment problem with delay bound (MRWAP-DC) in
WDM networks with heterogeneous light splitting capacities is studied. For a set of requests,
the objective is to find a set of light-forests whose sum of multicast costs, which is a linear
combination of communication cost.sand waveléngth consumption, is minimal. In the
MRWAP-DC, five features in WDM| networks: including the OXCs with or without
wavelength conversion capability, the OXCs with-or without slight splitting capability (i.e.,
the light splitting capacity of OXCs ‘may be different), single request or multiple requests
demanding to be transmitted, requests with or without delay bounds, requests being unicast or
multicast, are discussed in MRWAP-DC such that it is well formulated to define as a general
problem. Nevertheless, due to this generalization, the MRWAP-DC is hard to solve in an
affordable execution time. The variants, including the MRWAP-DC-WWC, URWAP-DC-SR,
MRP-DC-WWC-SR, and MRWAP-DC-WWC-SR, are special cases of MRWAP-DC are
explored by different methods.

According to the characteristics of the variants, first, the ILP method to solve the
MRWAP-DC-WWC is formulated by two constraint categories, light-paths constraint
category and light-tree constraint category. The former (including source constraints, target
constraints, wavelength continuity constraints, and delay constraints) is used to find an

assigned light-path under the given delay bound from the source to each destination. The
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latter (including input constraints, capacity constraints, link usage constraints, wavelength
usage constraint) is used to find an assigned light-tree, constructed by merging these assigned
light-paths using the same wavelength, and to compute the communication cost of the light-
tree and the wavelength consumption of routing a request. The proposed formulation has been
not only shown to find optimal solution but also demonstrated by the CPLEX. Nevertheless,
the execution time is not affordable for large-scale networks. Results from our computational
study show that the ILP formulation can be used to solve the MRWAP-DC-WWC in networks
of a limited number of nodes and in routing requests of a limited number of destinations.

Secondly, to extend the practicability of solving the variants of MRWAP-DC in larger-
scale networks, two meta-heuristics, ant colony optimization (ACO) and genetic algorithm
(GA), have been developed to derive approximate solutions in a reasonable time for the
URWAP-DC-SR and the MRP-DC-WWG(C:SR., In the ACO formulation, the initial
pheromones and the static desirability measures of edges are computed according to their
communication costs and transmission delays. In the GA formulation, the destination-oriented
encoding scheme to encode the phenotype-of an individual to be a multicast tree is efficient to
formulate the MRP-DC-WWC-SR. The individual with minimum fitness will be a near
optimal solution. The simulation results obtained by the ILP method will be viewed as a
baseline for the comparison with the two meta-heuristics. Therefore, our study will not only
extend the application areas of the ACO approach and GA approach but also suggest a new
viable method for coping with the complex optimization problems arising from the WDM
domain. For routing a set of requests in large-scale networks, where the network provides
more wavelengths, more requests are issued and the requests have enormous destinations, the
ILP, ACO and GA are all time—demanding in solving the MRWAP-DC-WWC, URWAP-DC-
SR, or MRP-DC-WWC-SR. It is not suitable to apply these three methods to solve the
variants of dynamic MRWAP.

Finally, two efficient heuristics, Near-k-Shortest-Path-based Heuristic (NKSPH) and
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Iterative Solution Model (ISM), have been proposed to find feasible approximate solutions for
solve MRWAP-DC-WWC-SR. In the NKSPH, adjusting the value of k& will encourage the
heuristic to find better solutions or to consume less elapsed execution times. Moreover, the
ISM seems to find poorer solutions in less elapsed execution times than the NKSPH.

Although these proposed methods, ILP, ACO, GA, NKSPH, and ISM have been
proposed to examine the variants of MRWAP-DC, it still lack for a general method to solve
the general MRWAP-DC. Moreover, several works shown in Table 9-1 worthy to research
further includes:

(1) Extending the ILP formulation to explore the general MRWAP-DC, a new ILP
formulation involves in wavelength conversion cost and wavelength conversion
delay. There still exist several challenges in the number of nodes, the number of
wavelengths, and the number of destinations.

(2) Relaxing these integral variables in the ILP formulation to be real variables, a new
relaxed ILP (R-ILP) formulation may find approximate solutions but consume less
elapsed execution time. It.may"be conceivable to solve the MRWAP-DC and
MRWAP-DC-WWC.

(3) Like the proposed GA method, simulated annealing (SA) algorithm which emulates
the process of annealing may be useful to explore the variants of MRWAP-DC. The
simulated annealing begins at a very high temperature where the input values are
allowed to assume a great range of random values. As the temperature is allowed to
fall in the training progresses, it restricts the degree to which the inputs are allowed
to vary. This often leads the simulated annealing algorithm to a better solution, just
as a metal achieves a better crystal structure through the actual annealing process.
The SA algorithm may be conceivable to MRP-DC-WWC-SR or MRWAP-DC-
WWC-SR.

(4) Extending the formulations of ACO, GA, NKSPH, and ISM, applying these
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formulations to explore the other variants may be an attractive research topic. For
example, because the route of an ant indicates a light-path, it is conceivable to group
ants into ant sets and the objective of each labeled ant in an ant set is to find a light-
path from the source to a labeled destination. The phenotype of an ant set will be
formulated to be a light-tree. Therefore, the extended ACO formulation may solve

the MRWAP-DC-SR or the MRWAP-DC-WWC-SR.

Table 9-1: The further works in extending proposed methods or proposing new methods

ILP | R-ILP | SA ACO GA | NKSPH | ISM
MRP-DC-WWC-SR Yes FW Yes Yes Yes
URWAP-DC-SR Yes FW Yes FW Yes Yes
MRWAP-DC-WWC-SR | Yes FW FW FW Yes Yes
MRWAP-DC-WWC Yes FW
MRWAP-DC-SR FW FW FW FW FW
MRWAP-DC FW FW

Note :

“Yes” means that the problem has been examined by the method proposed in this
dissertation.
“FW” means that the problem can be examined by extending the proposed method or

by proposing a new method.
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