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Abstract—Medium access control (MAC) protocol design for
cooperative networks over multi-packet reception (MPR) chan-
nels is a challenging topic, but has not been addressed in the
literature yet. In this paper, we propose a cooperative multi-group
priority (CMGP) based MAC protocol to exploit the cooperation
diversity for throughput enhancement over MPR channels. The
proposed approach can bypass the computationally-intensive
active user identification process. Moreover, our method can
efficiently utilize the idle periods for packet relaying, and can
thus effectively limit the throughput loss resulting from the
relay phase. By means of a Markov chain model, the worst-
case throughput analysis is conducted. The results allow us to
investigate the throughput performance of the proposed CMGP
protocol directly in terms of the MPR channel coefficients. Sim-
ulation results confirm the system-wide throughput advantage
achieved by the proposed scheme, and also validate the analytic
results.

Index Terms—Medium access control, multi-packet reception,
cooperative communications.

I. INTRODUCTION

COOPERATIVE medium access control (MAC) protocol
design can exploit multi-user diversity for network-wide

performance enhancement, and has attracted considerable at-
tention in the recent years [1]-[5]. Most of the existing works,
however, are devised exclusively for the collision channel
model and do not exploit the multi-packet reception (MPR)
capability at the physical (PHY) layer [6]-[11]. Toward more
efficient solutions, one promising approach is thus to further
take the MPR advantage into consideration so as to gain full
benefits from the PHY-layer processing1. A cooperative MAC
protocol design aimed for MPR channels is typically subject
to the following challenges. Firstly, the central controller (CC)
may require the knowledge of the MPR channels of all links,
as well as the traffic conditions of all users, to determine the
access set. However, this will call for extra communication
overheads, and will degrade the system-wide throughput,
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especially in a large-scale mobile network. Secondly, when
packet reception failure occurs due to collisions, a certain
portion of the users may have to serve as the relay for data
retransmission. Without properly designed MAC protocols for
cooperative user scheduling, there would be a large throughput
penalty incurred by the increase of transmission time in the
packet relaying phase. To the farthest of our knowledge,
cooperative MAC protocol designs for MPR channels have
not been found in the literature yet.

Recently, relying on a simple flag-assisted mechanism and
an associated multi-group priority (MGP) scheduling strategy,
a new MPR MAC protocol was proposed in [16]. The MGP
scheme has several distinctive features that make it a potential
candidate for cooperative MPR MAC protocol designs. Firstly,
in the MGP scheme the users are allowed to access the
channel according to some prescribed service priority. There
is no need for active user selection through exhaustive search
over the channel knowledge and local traffic conditions. This
will thus considerably reduce the communication overheads in
dense cooperative networks. Secondly, the flag-bit can provide
the CC with the knowledge of each user’s buffer status.
Combined with the multi-group service priority, the channel
access can then be reserved for both direct data transmission
and packet relaying in a more balanced fashion. Hence, in a
high collision environment, the throughput penalty incurred
by the relay phase can be largely reduced. To realize the
aforesaid advantages, in this paper we extend the MGP scheme
and propose a cooperative MAC protocol for MPR channels.
Specific contributions of this paper can be summarized as
follows.

1) The proposed protocol is, to our best knowledge, the
first cooperative MPR MAC scheme. It is free from
any assumptions on the channel characteristics and is
applicable to the general heterogeneous environment [5].

2) The number of users permitted for channel access is
deterministically set to attain the MPR channel capac-
ity. This prevents the channel from being over-loaded,
thereby avoiding irrecoverable packet failure due to
collisions.

3) Based on the Markov chain model, the throughput
performance in the worst-case scenario is analytically
characterized. Specifically, we derive (i) a closed-form
upper bound for the throughput penalty of the direct-
link user that is incurred by the interference of relay
packet transmission; (ii) a closed-form lower bound for
throughput gain that a user with packet trnsmission
failure can benefit thanks to cooperative packet relaying.
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The results allow us to investigate the throughput perfor-
mance of the proposed CMGP protocol directly in terms
of the MPR channel coefficients. Also, simulation study
evidences that the proposed CMGP protocal results in a
system-wide throughput advantage.

The rest of the paper is organized as follows. Section II
highlights some preliminary results. Section III describes the
proposed cooperative MPR MAC protocol. Section IV derives
the bounds for throughput penalty and gain. Simulation results
are given in Section V to illustrate the performance of the
proposed scheme. Section VI concludes this paper.

II. PRELIMINARY

A. System Scenario

We consider the uplink transmission of a centralized co-
operative wireless network, in which the CC and the user
terminals are equipped with the MPR capability. We assume
that the transmission is slotted, and the CC controls the user’s
access to a common wireless channel. At the beginning of
each time slot the CC determines an access set according to
some user scheduling rule to be specified later, and broadcasts
this message to initialize data transmission. Assume that, due
to the broadcast nature of the wireless medium, the CC and
at least one of the inactive users can receive the transmitted
packets at the end of the data transmission phase. Depending
on whether or not the packet of a particular user is successfully
received at the CC, an associated ACK or NAK is sent by
the CC over a control channel to all users. When packet
reception failure occurs at the CC and none of the inactive
users can successfully receive the packet, the source node
then retransmits this packet during his/her next channel access
phase.

B. MPR Matrix

This section reviews the MPR channel model matrix [13]
which specifies the MPR capability at the receiver. Assume
that the total number of users is 𝑀 . Let 𝑈 be a permutation of
the index set {1, 2, ⋅ ⋅ ⋅ ,𝑀} that represents a particular order
of the user service schedule. Then the MPR matrix associated
with 𝑈 is described as

𝐶 (𝑈)
Δ
=

⎡
⎢⎢⎣

𝐶1,0 (𝑈) 𝐶1,1 (𝑈)
𝐶2,0 (𝑈) 𝐶2,1 (𝑈) 𝐶2,2 (𝑈)

...
...

...
𝐶𝑀,0 (𝑈) 𝐶𝑀,1 (𝑈) 𝐶𝑀,2 (𝑈) ⋅ ⋅ ⋅ 𝐶𝑀,𝑀 (𝑈)

⎤
⎥⎥⎦

(1)
,where 𝐶𝑛,𝑘(𝑈) = Pr{𝑘 packets are correctly received ∣ 𝑛
packets from first 𝑛 users in 𝑈 are transmitted} for 1 ≤ 𝑛 ≤
𝑀 and 0 ≤ 𝑘 ≤ 𝑛. We note that, according to the setting (1),
different permutation index sets 𝑈 in general result in different
MPR matrices. Let

𝐶𝑛 (𝑈)
Δ
=

𝑛∑
𝑘=1

𝑘𝐶𝑛,𝑘 (𝑈) (2)

be the expected number of correctly received packets when 𝑛
packets are concurrently transmitted. The capacity of an MPR
channel for the particular service sequence 𝑈 is defined as

𝜂 (𝑈)
Δ
= max

𝑛=1,⋅⋅⋅ ,𝑀
𝐶𝑛 (𝑈) . (3)

Note that the numbers of simultaneously transmitted packets
for achieving the channel capacity may not be unique. Let

𝑛0 (𝑈)
Δ
= min

{
arg max

𝑛=1,⋅⋅⋅ ,𝑀
𝐶𝑛 (𝑈)

}
(4)

be the minimum amount of capacity-achieving packets. Hence
the maximal number of users permitted to access the channel
should be 𝑛0(𝑈), since there will be no further improvement in
system capacity if more than 𝑛0(𝑈) users are simultaneously
served. Note that the MPR matrix (1) can be determined via
the physical layer performance metric such as bit error rate;
an illustrative example based on CDMA communication can
be found in [13].

C. Highlight of the MGP Protocol [16]

The proposed cooperative MPR MAC scheme is based on
the MGP method [16], which is highlighted below. As in [13]
it is assumed that each user has a buffer of size two for storing
two data packets. The central idea behind the MGP scheme
is to append a flag-bit at the tail of the transmitted packet to
inform the CC about the next buffer status. The flag will be
set ON if there is a packet in the next buffer, and is set OFF
when otherwise. By exploiting such an on-off flag signature,
the MGP scheme classifies the users into three groups with
different service priorities: the ACTIVE group consisting of
the users with flag-bit ON, the STANDBY group consisting of
those with flag-bit OFF, and the PRe-EMptive (PREM) group
accommodating those who have stayed in the STANDBY or
the ACTIVE group for longer than a certain waiting period
𝑆2. The inclusion of the complementary PREM group is to
avoid unfair service scheduling that can occur in a binary
grouping strategy: Without the PREM mechanism, users in
the STANDBY group would suffer an unlimited service delay
since the channels could be constantly reserved for some
ACTIVE links with heavy traffic. Based on the tri-group user
classification scheme, the channel access priority (from high
to low, respectively) is PREM, ACTIVE, and STANDBY.
According to such a service strategy, at the beginning of
each time slot a total number of 𝑛0(𝑈) users (for some
𝑈 ) are selected for data transmission, where 𝑛0(𝑈) is the
minimal number of users that achieves the capacity of the
MPR channel. In case that the CC successfully receives the
packet sent from, say, user 𝑖, the service priority of this
user is determined by the decoded flag information from the
current packet. If, instead, packet reception failure occurs,
the CC schedules the service priority of user 𝑖 according to
the previous flag record. We shall note the followings: a) In
the MGP scheme the number of users permitted for channel
access is deterministically set to attain the MPR channel
capacity. This prevents the channel from being overloaded,
thereby avoiding irrecoverable packet reception failure due to
collisions. b) Under light traffic environments, a significant
portion of the users could be in the idle phase (i.e., no data

2Optimal design of the waiting period 𝑆 can be done via a similar approach
as in [16].
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packets to send). If packet reception failure occurs, the idle
periods can then be exploited for packet relaying to reduce the
possible throughput loss. This can be effectively accomplished
via a natural extension of the MGP protocol, as discussed next.

III. COOPERATIVE MULTI-GROUP PRIORITY PROTOCOL

The flag-bit is the instrumental mechanism for facilitating
the multi-group priority based user service in the MGP pro-
tocol. The central idea of the proposed CMGP scheme is to
exploit the flag-bit message for distinguishing the direct links
from the relay ones. By assigning different service priority to
different types of links, the throughput degradation due to the
packet relaying overheads can be limited, and an increase in
the network-wide throughput can be achieved.

A. Operation of the Proposed CMGP Protocol

If user 𝑖 is permitted to access the channel, as in the MGP
scheme a flag-bit 𝑏𝑖 is appended at the tail of the packet upon
transmission. The flag signature is ON (𝑏𝑖 = 1) only if the
second buffer is non-empty and contains a data packet also
of user 𝑖. The flag signature is instead OFF (𝑏𝑖 = 0) when
either one of the following cases is true: i) the second buffer is
empty, ii) the second buffer is nonempty but the packet therein
is received from some other user 𝑗 (∕= 𝑖). Upon successful
packet reception, the CC decodes the flag-bit message and
then schedules the user access according to the MGP protocol.
If packet reception failure occurs at the CC and user 𝑘, who is
not in the access set and has empty second buffer, successfully
decodes the transmitted packet from user 𝑖, user 𝑘 can serve
as the relay in some upcoming channel access period3. If none
of the users can serve as the relay, which happens when all
other users’ buffers are non-empty or none of the users can
successfully receive the packet, user 𝑖 then re-transmits this
packet during the next channel access. We note the following
key features regarding the proposed protocol:

1) The adoption of the flag-bit provides an in-built mech-
anism for the CC to dintinguish between the direct
and relay-or-idle links for service scheduling. Users
with flag-bits ON for direct data transmission will be
arranged into either the ACTIVE or the PREM group,
and thus enjoy potentially higher channel access priority.
This prevents possibly frequent data relaying when col-
lision occurs, thereby reducing the throughput penalty
incurred by the packet relaying overheads.

2) Thanks to the PREM mechanism, users who are not
permitted to access the channel over a time period longer
than the threshold 𝑆 will be granted with the highest
service priority. This can limit the service delay of
the relay links, and can thus maintain the overall QoS
requirement.

3) In the proposed protocol, each user takes his/her turn to
access the channel according to the prescribed service
priority. There is no need for active user identification,
and the protocol complexity can be substantially re-
duced.

3The newly generated packets of user 𝑘 always enjoy the highest processing
priority and, due to limited buffer size, may cause the dropping of the buffered
packet from user 𝑖.

B. Algorithm Summary

The flow of the proposed CMGP protocol is summarized
as below.
CC-end:

I. Put all users into the PREM group.
II. Select first 𝑛0(𝑈) users (the service priority is PREM,

ACTIVE, and then STANDBY) to access the channel.
III. Decode the received packet of each user, and afterwards

schedule him/her as the last one on the service list of
the ACTIVE (flag-bit on) or STANDBY (flag-bit off)
group.

i. An associated ACK or NAK is broadcast depend-
ing on whether or not the packet is successfully
decoded.

ii. The counter of each processed user is reset to zero.

IV. Increase the counter of waiting slots of all users by one.
V. Move the users who have stayed un-served for more

than 𝑆 time slots to the PREM group.
VI. Repeat steps II to V.

User-end:

I. Upon transmission the user appends a flag bit to the tail
of the packet.

II. User 𝑖 will drop his/her packet only when he/she re-
ceives an associated ACK from the CC.

i. There will be no packet drop at user 𝑖 even if the
packet is successfully received by some user 𝑗 but
has not yet been successfully relayed to the CC.

ii. If no associated ACK from the CC is received by
user 𝑖 prior to his/her upcoming channel access,
user 𝑖 then retransmits this packet during the next
transmission period.

III. If the packet of user 𝑖 is received successfully by some
other user 𝑗, then user 𝑗 will store this packet if it has
at least one empty buffer.

IV. If an associated ACK for user 𝑖’s packet is received by
user 𝑗, then user 𝑗 will remove user 𝑖’s packet from
his/her buffer.

IV. THROUGHPUT ANALYSIS

Recall that the proposed CMGP protocol exploits the idle
periods of the MGP scheme for packet relaying. Hence,
during each time slot there are in general more concurrently
transmitted packets as compared with the MGP method. Even
though packet relaying can compensate for the throughput loss
due to packet reception failure, the increase in the number of
active relay links, however, will introduce stronger interference
toward direct data transmissions. The throughput loss caused
by the relay-induced interference is thus one major limiting
factor for the overall system performance. By regarding the
achievable throughput of the MGP scheme as a benchmark,
this section aims to characterize the throughput performance
of the proposed CMGP protocol. We shall note that the exact
analysis for the general case, however, is quite difficult. In this
section we will focus on the interference-limited worst case,
in which there is only one direct link, and the other 𝑛0(𝑈)−1
users serve as the relay. Although the performance evaluation
based on such a worst-case scenario could be conservative, our
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analyses are quite appealing in that the problem formulation
becomes tractable. As will be shown below, we can derive a
closed-form upper bound for the throughput penalty incurred
by the relay interference, as well as a closed-form lower bound
for the throughput gain benefiting from user cooperation, di-
rectly in terms of the MPR matrix coefficients. This allows us
to deduce several interesting features regarding the proposed
CMGP protocol.

A. Upper bound for Worst-Case Throughput Penalty

We shall note that the effective relay candidates are those
users with a good link condition and low packet generating
probability (or, low packet blocking probability). Based on
this observation, we can derive a closed-form upper bound
for the worst-case throughput penalty suffered by the direct-
link user in terms of the MPR matrix coefficients in (1); the
result allows us to further analyze the throughput results under
various direct-link channel conditions. In the sequel we let
{𝑢1, ⋅ ⋅ ⋅ , 𝑢𝑛0(𝑈)} be the index set for the active users; without
lose of generality we assume that 𝑢1 denotes the direct-link
user.

To proceed, we resort to the Markov chain based analysis.
A reasonable model for the evolution of the buffer status is
the birth-and-death process with a finite number of states
[17]. With the aid of this model, we have the following
theorems (the proofs are omitted for brevity).

Theorem 4.1: Assume that, without user cooperation,
the packet blocking probability 𝑝𝐵𝑢1

of user 𝑢1 is smaller than
some positive 𝛿, i.e., 𝑝𝐵𝑢1

≤ 𝛿 . Then the throughput penalty
Δ𝑝

𝑢1
of the direct-link user 𝑢1 in the CMGP protocol is upper

bounded by

Δ𝑝
𝑢1

≤ Δ𝑢1 +
𝛿 (𝐴𝑢1 +𝐵𝑢1)

𝐴𝑢1 + 𝛿𝐵𝑢1

, (5)

where

Δ𝑢1 = 𝐶1 ({𝑢1})− 𝐶𝑛0(𝑈) (𝑈) + 𝐶𝑛0(𝑈)−1 (𝑈∖ {𝑢1}) ,
(6)

and 𝐴𝑢1 and 𝐵𝑢1 are some constants which depend on
the packet generating probability and the successful packet
transmission probability.

The upper bound in (5) splits into a sum of two terms:
the first term Δ𝑢1 is completely characterized by the PHY-
layer signal separation capability in terms of the MPR matrix,

whereas the second term
𝛿(𝐴𝑢1+𝐵𝑢1)
𝐴𝑢1+𝛿𝐵𝑢1

depends also on the
MAC traffic condition. In the extreme case that 𝛿 → 0
(or 𝑝𝐵𝑢1

→ 0 ), the throughput upper bound (5) is entirely
determined by the MPR channel quality as

Δ𝑝
𝑢1

≤ Δ𝑢1 = 𝐶1 ({𝑢1})− 𝐶𝑛0(𝑈) (𝑈) +𝐶𝑛0(𝑈)−1 (𝑈∖ {𝑢1}) .
(7)

B. Lower Bound for the Worst-Case Throughput Gain

In the considered worst-case scenario, we can also specify
a lower bound for the throughput gain that a user with packet
transmission failure can benefit owing to cooperative packet
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Fig. 1. Throughput performance for different number of users participating
in cooperation.

relaying. More specifically, we have the following theorem.

Theorem 4.2: Suppose that the user 𝑢𝑗 , where
𝑢𝑗 ∈ 𝑈∖{𝑢2, ⋅ ⋅ ⋅ , 𝑢𝑛0(𝑈)} , suffers from the packet
transmission failure. Then, due to cooperative packet relay
from some other user 𝑢𝑘 ∈ {

𝑢2, ⋅ ⋅ ⋅ , 𝑢𝑛0(𝑈)

}
, at least the

user 𝑢𝑗 can enjoy a throughput gain Δ𝑔
𝑢𝑗

:

Δ𝑔
𝑢𝑗

≥ 𝑝

(
𝐶𝑛0(𝑈) (𝑈)− min

𝑢𝑘∈{𝑢2,⋅⋅⋅ ,𝑢𝑛0(𝑈)}
𝐶𝑛0(𝑈)−1 (𝑈∖ {𝑢𝑘})

)
,

(8)
where 𝑝 is the packet generating probability.

Based on Theorem 4.2, it can be verified that, even in the
interference-limited worst case, the proposed CMGP protocol
can still retrieve the maximal achievable throughput advantage
(the details are omitted due to space limitation).

V. SIMULATION RESULTS

We consider a CDMA network with randomly generated
spreading codes. The packet length, spreading gain, and
number of correctable errors in each packet are, respectively,
200, 6, and 2. We assume that there are a total number of
𝑀 = 8 users in the network, among which users 2, 4, 5, and
7 are nearby the CC and users 1, 3, 6, and 8 are located far
away from the CC. The MPR matrix of the considered system
scenario can be derived in an analogous way as in [13].

A. Throughput Enhancement due to Cooperation

Fig. 1 compares the throughput performance when the
number of the near-end users participating in cooperative
communication increases from one to four. The throughput
curve when all the eight users are involved for full cooper-
ation is also included. In this example the waiting period is
determined to be 𝑆 = 4. The figure shows that, as the number
of near-end user increases, the throughput performance is
improved. This benefits from the increase in the multi-user
diversity (or cooperation gain). However, further throughput
enhancement is hardly seen if full cooperation is allowed.
This is because the inclusion of far-end users can not increase
the effective cooperation gain, since they are typically subject
to poor channel conditions. We can also see from the figure
that cooperation can improve the performance only when the
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packet generating probability is small (in our case 𝑝 < 0.6).
That is because, in a heavy traffic environment (large 𝑝), the
channel access phase tends to be fully reserved for direct
data transmission, and idle periods are seldom available for
cooperative packet relaying.

B. Throughput Results for Near- and Far-End Users

We go on to investigate the throughput results for near-
end and far-end users in both cooperative and non-cooperative
environments. The results are depicted in Fig. 2. As we can
see, due to poor channel conditions the average throughput of
the far-end users is almost zero without cooperation. However,
when cooperation with near-end users is allowed, throughput
up to about 0.4 for the far-end users can be achieved when the
packet generating probability 𝑝 is not large. Also, there is a
significant increase in the overall throughput when compared
with the non-cooperative case. For the near-end users, it is
important to see that the throughput penalty is almost zero
even though a certain portion of the channel access will be
dedicated to packet relaying. This is mainly because, in the
proposed CMGP protocol, only the idle periods are exploited
for the relay phase, and the service priority of the relay users
are potentially lower than the direct data transmission links.
Finally, we note that the throughput curve of the proposed
scheme in the low traffic region is very close to the benchmark
result. This implies that, even though multiple relaying of the
same packet could occur, the incurred performance degra-
dation is negligible. Fig. 3 compares the simulated average
throughput gain (per direct link user) with the theoretical lower
bound (8). As we can see, the analytic result shows close
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Fig. 4. Upper bound of throughput penalty derived from Theorem 4.1.
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agreement with the simulated outcome in a low traffic scenario
(𝑝 ≤ 0.15). However, there is a large discrepancy as the traffic
load becomes heavy. This is reasonable since the lower bound
(8) is derived specifically for the low traffic environment,
in which idle periods are available and can be exploited
for packet relaying. Fig. 4 further compares the simulated
throughput penalty (per direct link user) with the theoretical
upper bound (7). The results show that the upper bound (7)
tends to be conservative. Actually, the throughput loss due to
packet-relaying interference is pretty small (< 0.02) in the
proposed CMGP protocol.

C. Delay and Packet Blocking Performances

Fig. 5 further shows the resultant average delay perfor-
mance. It can be seen that, without cooperation, even a small
packet generating probability (𝑝 ≈ 0.1) results in severe
delay penalty. However, if cooperation is allowed, the delay
performance becomes more robust against the increase in 𝑝.
Finally, Fig. 6 depicts the packet blocking probability curves.
It can be seen that, for small 𝑝 (hence small packet blocking
probability), the blocking probability associated with the near-
end users almost diminishes. This reflects the fact that the
near-end users typically enjoy good channel conditions, and
the MPR capability of these links is strong so that throughput
penalty can be kept very small (as evidenced by the analysis
in Sec. IV-A).

VI. CONCLUSIONS

Motivated by [16] this paper proposes a cooperative MAC
protocol for MPR channels. As far as we know, our scheme is
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Fig. 6. Average packet blocking probability of near, far and all users.

the first proposal which integrates the user cooperation facility
and the PHY-layer MPR advantage for MAC protocol designs.
The proposed method relies on a priority-based scheduling
mechanism, and does not need active user identification: It is
thus a promising candidate for the low-complexity protocol
implementation in dense cooperative networks. Based on
Markov chain models we provide throughput analysis for the
proposed protocol. We derive closed-form throughput bounds
for the worst case that allow us to investigate the impact of the
MPR capability on the system performance. Simulation results
confirm the throughput advantage achieved by the proposed
method, and validate the presented analytical results.
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