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This paper presents a system for extracting regions of moving objects from an image
sequence. To segment the foreground regions of ego-motion objects, we create a back-
ground model and update it using recent background variations. Since background images
are usually changed in blobs, spatial relations are used to represent background appear-
ances, which may be affected drastically by illumination changes and background object
motion. To model the spatial relations, the joint colors of each pixel-pair are modeled as a
mixture of Gaussian (MoG) distributions. Since modeling the colors of all pixel-pairs is
expensive, the colors of pixel-pairs in a short distance are modeled. The pixel-pairs with
higher mutual information are selected to represent the spatial relations in the background
model. Experimental results show that the proposed method can efficiently detect the
moving object regions when the background scene changes or the object moves around a
region. By comparing with Gaussian background model and the MoG-based model, the
proposed method can extract object regions more completely.

Keywords: background modeling, background subtraction, object segmentation, video
surveillance, mixture of Gaussian

1. INTRODUCTION

Human extraction is important in indoor surveillance systems for visual-based pa-
tient-caring, security-guarding, etc. In an indoor environment, people are usually consid-
ered to be the only foreground objects, which are defined as ego-motion objects. If the
images with only background objects can be captured in advance, the positions of fore-
ground objects can be detected by comparing the current image with the background im-
ages. However, background images vary when camera positions, background object po-
sitions, and illuminations change. Tracking objects in general environments will become
very complicated.

In many surveillance applications especially in indoor environments, camera po-
sitions are generally fixed. Illumination variations and background object motion may
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change the captured images significantly. Examples of the motions include placing a
book on a desk and moving a chair to another position. The positions of the objects are
usually changed by people or other external forces. After the motion stops, these objects
remain in the same position for a certain period; these motions are usually not repeated.
In an indoor environment, the illumination of objects is not affected by continuous light
changes, such as sun rise, sun set, or weather changes. Ignoring these continuous changes,
brightness variations such as turning lights on or off, as shown in Fig. 1, and opening a
window are assumed to be abrupt. Several researchers [2] assumed that brightness varia-
tions due to illumination changes are uniform. The right-hand side image in Fig. 1 shows
the intensity differences after the lights were turned on. We observe that brightness varia-
tions in different pixels are not uniform. It is difficult to process this kind of variations.
Several other researchers [2, 4, 5, 8] assumed that illumination changes are not repeated
like the motion of freely movable objects. However, light sources can be repeatedly
turned on or off several times over a period of time. The appearance changes on the illu-
minated regions will also be repeated.

nth frame

i 4
(n+ Lyth
Fig. 1. Left column: two consecutive images in different illumination conditions. Right image:
intensity differences between the left two images.

To model the non-repeated background changes, we can use an online updating
scheme to adapt to the background appearances in recently captured images [1-17]. When
the appearances of a pixel repeatedly change, they can be modeled as a Mixture of Guas-
sians (MoG) [9]. The online updating MoG model is useful for modeling rapidly re-
peated background appearances such as waves on water surface, but does not works well
in long-term repeated appearances such as door opening and closing. In consecutive im-
ages, the repeated appearances of background objects usually appear in blobs in fixed
places, while the appearances of foreground objects usually change their places and do
not form fixed blobs. In this study, we extend the MoG model by using the spatial rela-
tions among pixels to model the background appearances.

The objective of our system is to extract moving object from a sequence of images.
The system is divided into two modules: background modeling and foreground detection.
The first module creates a background model to represent possible background appear-
ances. The parameters of the model are learned and updated automatically from recently
captured images. In the background model, the distributions of background features are
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assumed to be mixtures of Gaussians [9]. Since background appearances are changed in
blobs, the features used in the MoG should be able to represent spatial relations in the
blobs. To represent the spatial relations, we estimate the joint color distributions of pixel-
pairs in a short distance. Since estimating the distributions of all pixel-pairs is costly and
not all pixel-pairs provide enough information to model background, we first calculate
the dependence of colors in each pixel-pair. A pixel-pair with a higher color dependence
implies that the two pixels provide more information to represent the appearance changes
in blobs. Highly dependent pixel-pairs are then selected to model the spatial relation of
background. In the second module, the background model that has already been updated
from recent images is used to calculate the background probability of each pixel of the
current image. The probability is then used to decide whether the pixel belongs to the
foreground or background. Connected foreground pixels are extracted to form foreground
regions.

The remainder of this paper is organized as follows. In section 2, we review related
work on training methods of background models. In section 3, we describe the spa-
tial-extended background model using the colors of pixel-pairs. In section 4, we design
an algorithm to find the pixel-pairs that can provide more information to model spatial
dependency. In section 5, we test the effectiveness of the background model in video clips
and analyze the experimental results. In section 6, we conclude this paper.

2. RELATED WORK AND ISSUES IN BACKGROUND MODELING

A background model in a surveillance system represents background objects. The
method that compares the current processed image with the background representation to
determine foreground regions is called background subtraction. If the background is
unchanged but affected by Gaussian noise, the colors of the background pixels can be
modeled as a Gaussian distribution with mean vector () and covariance matrix (%)) [1-8].
Background subtraction is then performed by calculating the probability of each pixel in
the current image belonging to the Gaussian model.

Since background appearances may be affected by external forces, modeling a pixel
with a Gaussian distribution may misclassify some background pixels as foreground ones.
In many cases, the background may change repeatedly. A background pixel with repeated
changes can be divided into several background constituents and modeled as an MoG
distribution [9-13]. For each background constituent in a pixel, the means (z4), covari-

ances (zi), and weights (w;) of the ith constituent (b;) have to be estimated. If there are
K background constituents, the parameters of the background model can be represented

as {4, Zi, w; |1 <i <K} In order to decide whether a sample point X belongs to the
background B, the conditional probability P(B | X) is calculated as follows:

K K
P(BIX)=> wP(b | X)oc > win(X; s, 2), (1)

i=1 i=1
where 7 represents a Gaussian probability density function,

1

- o3 X=m)" LN (X ) 2)
(27)* (%[

U(X;ﬂi’z“i):
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The motion of some background objects may not be repeated. After the motion, the
objects remain in the same position for a period. To model the background changes, re-
searchers have proposed methods for online updating of the parameters of background
models [1-17]. The mean vector and covariance matrix in time t are represented as z4 and

zt, respectively. The updating rules are formulated as follows:

= (1= pP)phy + pXs, 3)
2= (1= ) 2en + pXe— )X — 1), 4)

where p is used to control the updating rate. To integrate the updating method into an
MoG model, Stauffer and Grimson [9] proposed a method to update the mean vector and
covariance matrix of a background constituent to match those of X, in Egs. (3) and (4).
The weight w; of the ith background constituent is updated as follows:

Wit = (1 - a)Wirs + iy, ®)

where |;; is an indicator function, whose value is one if the ith background constituent
matches X; and zero otherwise, and « is a constant used to control the updating rate of the
weights. In Stauffer and Grimson’s method [9], the updating rate p for the parameters of
the ith constituent (Gaussian distribution) is calculated according to o and 7(X; i, Zi).
To make background models more robust, researchers tried to modify updating rules
or adopt different features [10-13]. In adaptive background models, background objects
are assumed to appear more frequently than foreground ones. However, the assumption
is not always satisfied. If the appearances of a background pixel appear less frequently
than those of foreground objects, the background pixel is probably misclassified as a
foreground object. Taking the following case as an example, assume a room is monitored
by a fixed camera and the background objects in the room include a door and a wall as
shown in Fig. 2 (a). People may enter the room, and close or open the door. If a person
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Fig. 2. (a) Sketches of two possible background scenes. Left: door closed; Right: door opened. (b)
Consecutive frames of a person moving from left to right.
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Fig. 2. (c) Possible colors and their weights of the rectangle region shown in the left image.
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(a) Scene when the door is closed. (b) Scene when the door is opened.

Fig. 3. Sketches of a person whose clothes colors are similar to the door color in front of different
background scenes.

wears a suit of clothes of single color and walks slowly across the room as shown in Fig.
2 (b), the major color of the clothes may be captured repeatedly in a certain position
among several consecutive images. Assume that the person moves from left to right in 30
frames. If the updating rate « in Eq. (5) is set as 0.01, the weight of the repeatedly cap-
tured color of the clothes in the images will increase from 0 to 0.26, as shown in Fig. 2
(c). This large weight may cause the clothes to be labeled as the background, when the
MoG model in Eq. (1) is used. Using a small updating rate can overcome this problem;
however, the background model will be updated very slowly and may fail to learn back-
ground changes.

In another situation, the color of the person’s clothes is assumed to be the same as
that of the door, as illustrated in Fig. 3 (a). If the person enters the room and passes
through the door, the region of clothes may be labeled as background due to the similar-
ity of colors. However, after the door is opened, the current background color is not simi-
lar to the clothes color as shown in Fig. 3 (b). The clothes may still be labeled as the
background, since they are very similar to possible background colors been estimated.

In these two situations, we observe that modeling each pixel independently cannot
sufficiently represent the similarity among different object appearances caused by either
object motion or illumination changes. Most researchers regarded the variations caused
by object motion as foreground changes and attempted to eliminate the effect caused by
illumination. In consecutive images, when the illumination changes, the pixels of an ob-
ject are usually changed simultaneously. In order to model background objects, the pixels
at different positions should be considered together. To represent the relation among the
pixels, Durucan and Ebrahimi [14] proposed to model the colors of a region as vectors.
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They segmented the foreground regions by calculating the linear dependence between
the vectors of the current image and those of the background model. However, it is ex-
pensive to represent the dependence between vectors in terms of storage and speed. To
reduce the cost, the vector of a region should be reduced to a lower dimensional feature.
Li et al. [15, 16] used two-dimensional gradient vectors as the features of local spatial
relations among neighboring pixels. In their proposed method, the appearance variations
caused by illumination changes can be distinguished from object motion. However, the
gradient features cannot be used to extract the foreground region that has a uniform color.
To model the relation among pixels, we need to use the relations among near pixels to
reduce time and storage consumption, and then extend the relations into a more global
form.

The methods based on the Markov random field (MRF) are well known for extend-
ing the neighboring relations among pixels into a more global form. Image segmentation
methods based on MRF [17, 19] assume that most pixels belonging to the same object
have the same label and these pixels form a group in an image. The MRF combines col-
ors among a clique of pixels in a neighboring system and uses an energy function to
measure the color consistency. Then, the maximum a posterior estimation method is used
to minimize the energy for all the cliques to find the optimal labels. In the MRF-based
methods, the final segmentation results are strongly dependent on the energy functions of
the labels in different cliques. If a high energy is assigned to the clique with unique la-
bels, the extracted foreground regions will become more complete than those of the
pixel-wise background models. An additional noise removal process is not required.
However, when several pixels are mis-labeled, these errors will propagate into neighbor-
ing pixels. The error propagation will cause more pixels to be mis-labeled. In this re-
search, we directly estimate the relations among pixels instead of the labels, and there-
fore the errors will not easily propagate.

3. JOINT BACKGROUND MODEL

In a sequence of images, colors will change in blobs instead of individual pixels due
to illumination changes or object motion. This paper proposes to utilize the relations
among pixels to represent the changes in blobs. The relations are formulated as a spatial-
extended background model, which is then used to classify the pixels into either fore-
ground or background.

3.1 Spatial Relation in Images

Using pixel-wise features, if the color of a foreground pixel is similar to those of the
background, the pixel may be misclassified as background. If we can estimate the distri-
butions of color combinations for the pixels in blobs, the foreground objects can be clas-
sified more precisely. Suppose there is a red door in a room and the appearance outside
the door is white. When a person wearing a suit of interlaced red and white stripes passes
through the door, parts of the suit may be misclassified as background when the colors of
the pixels are modeled independently. Nevertheless, if we model the background appear-
ances among pixels using joint multi-variate color distributions, the interlaced red and
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white stripes can be classified as foreground using the method introduced later. However,
estimating the multi-variate distributions for all pixel-pairs is still costly since the num-
ber of pixel combinations may be very large. In this research, we will estimate the color
distributions of joint random vectors in closed pixel-pairs.

As stated in section 1, illumination changes and background object motions may
change background appearances. Since the changes are complex, it is difficult to collect
enough training samples for all the possible changes. In this paper, we modify Eq. (4) for
updating the color distributions of pixel-pairs to adapt to the appearances that have not
been trained, to be described in section 3.3.

3.2 Calculation of Background Probabilities

Assume that we have already estimated the color distributions of all background
pixel-pairs. In this research, we decide whether pixel a; belongs to foreground according
to its color and the color combinations of pixel-pairs (a;, A), where A denotes a set of
pixels associated with a;.

Suppose that a sequence of pixels (aq, a;, ..., a,) has a corresponding color se-
quence (cy, Cy, ..., Cy). The probability of pixel ay belonging to background can be repre-
sented as P(Bg|Xg = Co, X1 = Cy, ..., Xn = Cp), Where the sequence (X, X1, ..., X,) denotes the
joint random variable of the colors for the sequence (a, ai, ..., a,), and Bg represents the
event that pixel ay belongs to the background. Assuming that xi, x,, ..., X, are condition-
ally independent, based on the naive Bayes’ rule, the probability P(Bg|Xo = Co, X1 = Cy, ..,
Xn = C,) Can be computed as the product of n pair-wise probabilities:

n
P(By | %y =Cp, X, =Cp, oy Xy =€) = P(By | Xg :CO)H P(Xy =Co, X =C;). (6)
i=1

When estimating the background probabilities from above equation, we face two
problems. The first one is the estimation and updating of the probability distributions
P(Bo | X0), P(Xo, Xi), and P(x;). The distribution P(Bg | Xo), a pixel-wise background color
distribution, is regarded as an MoG and can be calculated from Eq. (1), whose parame-
ters are estimated and updated by using Egs. (3)-(5). It is tedious to estimate and update
the bivariate probability distribution P(xo, X;), since the number of possible color combi-
nations in xo and x; is large. We will simplify the estimation and updating by combining
the MoGs of pixels to form the joint random vector distributions of pixel-pairs. The sec-
ond problem is the cost of modeling pixel-pairs. To model all pixel-pairs, the number of
pixel-pairs is O(W? x H?), where W and H are the width and height of the images, re-
spectively. We reduce the complexity by only modeling the pixel-pairs that can provide
sufficient information to represent spatial relations as described in section 4.

3.3 Estimation of Bivariate Color Distributions

As mentioned before, the color distributions of pixel-pairs should be updated to
adapt to the background changes. If we assume the color distributions in a pixel-pair (a;,
a,) to be independent, the joint probability P(x;, X,) can be regarded as P(x;) - P(x,). As-
suming the color distributions are a mixture of Gaussians, the background colors of the
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two pixels a; and a, form several background constituents, which can be represented as
Gaussian distributions G; = {714, ) |1 < ks < Ko} and G, = {7z, D) |1 < ko < Ko},
respectively. The weights in both distributions are denoted as Wy = {w, |1 <k; <K} and
W, = {w,|1 <k, < K;}. When the independence is satisfied, the joint color of the pixel
pair (a, ap) forms K; x K, background joint constituents, and the joint color distributions
of the constituents are combinations of G, and G, denoted as G = {77(z4 k,» zkl‘kz) |1 <k

<Kyl <k <Ky, ik, = (i i), Zkl,kz is the covariance matrix }. The weights of the
joint constituents are W = {wy, - Wy, |1 < k; <Ky, 1 <k; < Ky} Since the parameters of G,
and G, can be estimated from Eqgs. (3) and (4), the parameters (G, W) of the bi-variate
MoG P(xy, X,) can be calculated easily.

In our background model, since the dependence between the colors of two pixels is
used to model the spatial relations, the colors cannot be assumed independent. To esti-
mate the parameter of a bi-variate MoG P(xy, X,), we first examine the example depicted
in Fig. 4. This figure shows the colors of three pixels a;, a,, and a3 collected from 1,000
consecutive images, where a; and a, belong to the same object but a; does not. The
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(a) A sample image and the colors in three pixels in a time period.
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(b) Scatter plots of the pixels in the spéces (r(xp), r(xs)) and (r(xy), r(xy)), and probability distribu-
tions of r(xy), r(xz), and r(xs).
Fig. 4. Color samples of three pixels in 1,000 frames.
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right-hand side image of Fig. 4 (a) shows the histograms of the colors in a;, a,, and az in
a time period of the sample image in the left. From the histograms, we observe that the
colors of a; and a, usually change simultaneously and their values are dependent. The two
scatter plots of Fig. 4 (b) from top to bottom are the scatters of (r(x,), r(xs)) and (r(x,),
r(x1)), where r(x;) denote the red values of the color random variable x;. The projection
profiles from the top to bottom are the probability distributions of r(xs), r(xy), and r(x,).
Each probability distribution forms several clusters and each cluster is regarded as a
background constituent. As shown in the scatter plots, several combinations of back-
ground constituents in a pixel-pair form joint background constituents. When the prob-
ability distributions of a pixel-pair (a;, a,) are regarded as bi-variate MoGs, the probabil-
ity function P(xy, x,) is formulated as follows:

K K

P04 =01, X, =Cp) =D, D Wy i, -11(Cr, /ukl,kz!zkl,kz)- (7

k=1 k,=1

In the equation, the color vector ¢, is the joint color vector of colors ¢; and c,, and the
mean gy, , is the vector [z, 14,], where g and g, can be estimated from the background
updating in Eq. (3). The covariance matrix Zkl‘kz is estimated with respect to the mean
Hicyk, 8S

t t t-1 t t t t t T

Kok, = A=k, (C12)) ﬁl,ki +0 k, (C12)(Co o — i 1, N(Coo = #i k) (8)
where the c{z and /“I;,kz are the joint color vector and joint mean vector in the pixel-pair

(X1, Xo), respectively. In the equation, if a joint vector of colors is matched with a joint
constituent, the covariance matrix of the joint constituent should be updated as follows:

if dist(c} 5, 44l 1, 2k, k,) < Th and
a., ' 2 T
&k, (c,)= ’ (ki kp) = argmln(dlst(ciz, xultq,kz 1 ZLI,kZ ), 9)

0, otherwise

where o is a constant to control the updating rate, and dist(cy », 4 Zh,kz) is a dis-
tance function between the joint color vector c; , and joint mean vector /“I;,kz- The proc-
ess of determining the minimal distance dist(c », 4 Z{ﬁ]kz) for all (ky, ky) is termed
a matching process. In our experiments, the Mahalanobis distance is selected as the dis-
tance function. If a joint color vector c; , does not match with any Gaussian distribution,
a new Gaussian distribution is created and its mean is set as c; ,. The weight of the new
bi-variate distribution is initialized to zero.

The weight of a joint constituent in a pixel-pair is measured as the frequency of col-
ors in the pixel-pair in past frames matched with the joint Gaussian distribution of the
constituent, similar to Eq. (5). The updating rule of the weights is defined as

Wi, = (0= B, CLMEY + By i, (L), (10)

Bk, (€2) = Ben(er, s, 20000 1,2 2o, (11)
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where /£, is a constant used to control the updating speed. Thus far, all the parameters
used for estimating the joint color probability in Eq. (7) are ready and the background
probabilities of Eq. (6) can be estimated from a set of color joint probabilities in a set of
pixel-pairs.

Note that, during the background model estimation, the weight w;_, is not set as the
product of wy, and w,. In other words, the constituents in the two pixels are not inde-
pendent, and their relations are represented by the weights of the joint constituents. The
relations in our model can be used to improve the accuracy of foreground detection. For
example, in Fig. 4(b), the weight of joint constituents in R, is approximately zero, since
no pixels match with the constituents; that is, the two constituents belonging to pixels x;
and x, in R, usually do not appear simultaneously. However, when the joint colors in
pixel-pair (x;, Xo) match one of the joint constituents in Ry, the pixel-pair (X1, X,) is classi-
fied as foreground.

4. SPATIAL-DEPENDENT PIXEL-PAIRS SELECTION

The joint colors in pixel-pairs are used to represent the spatial relations of a back-
ground model. In a scene, not all pixel-pairs contain sufficient spatial relations. Modeling
the unrelated pixel-pairs is useless for foreground detection. To reduce the computation
cost, we first find the pixel-pairs with higher dependence.

The colors of two pixels with high dependence will form compact clusters in the
scatter plots as shown in Fig. 4 (b). The compactness of a bi-variate distribution is meas-
ured from mutual information [20]. The mutual information I(x;, x;) for colors c; and ¢; is
defined as

B P(c;, c;)
(%, Xj)_a”c%xi P(c;, ¢;) log [WP(C,)J (12)

1

Here, P(c;), P(c;), and P(c;, ¢;) can be computed from Egs. (1) and (7). To reduce the cost
of calculating the probabilities for all possible colors, the probability P(c;, c;) can be re-
placed by the weights estimated from Eq. (10). The mutual information 1(x;, x;) in Eq. (11)
can thus be reformulated as follows:

K Kj
Ki Kj Wm,n z Z Wm”,n”
1 n"—1
10, X))~ > > | Wy, log e . (13)
m=1 n=1 !
Z Wi,
m'=1

Kj
Z Win,
n'=1

The pixel pair (xi, x;) with higher mutual information I(x;, X;) is selected to model spatial
relations of the background model.

5. EXPERIMENTAL RESULTS

The test video clips used in our experiments are captured in two different sites and



MOVING BLOBS EXTRACTION USING SPATIAL-EXTENDED BACKGROUND MODEL 1829

by three different cameras. Two cameras are set in the two ends of a corridor (Cam1 and
Camz2), and the other one is set in our laboratory (Cam3). The camera Caml is a gray-
scale CCD camera, Cam2 a color CCD camera, and Cam3 a USB-Webcam. The resolu-
tion of each video frame is 320 x 240 and the frame rate is 30 fps. The total time of cap-
tured video clips is about 97.4 minutes, which include 175,394 frames. The clips contain
moving humans, moving background objects, and changing illuminations.

In our experiments, we will compare the foreground detection results of three back-
ground models: the Gaussian background model (GBM), MoG-based model (MBM) [9],
and spatial-extended background model (SBM). In both MBM and SBM, we represent
the background color distributions as a mixture of six Gaussians. In our SBM, we model
the pixel-pairs with the distance of five pixels, and use the two spatial-dependent pixel-
pairs to represent the spatial relations.

To detect foreground, an effective background model can label most foreground
pixels and very few background pixels as the foreground. The number of detected can-
didate foreground pixels is generally affected by the foreground segmentation threshold
used to classify the pixels into foreground or background. Comparing different methods
with unsuitable foreground segmentation thresholds cannot reflect the real performances.
Here we perform two different kinds of experiments that detect foreground pixels via
controlling either detected pixel numbers or foreground segmentation thresholds.

Figs. 5-7 show result images by controlling detected pixel humbers. Figs. 5-7 (a)
show the original images, Figs. 5-7 (b) the detected foreground pixels using different
methods, and Figs. 5-7 (c) the foreground regions of the images in the middle row of Figs.
5-7 (b) after morphology-based noise removal. In the noise removal process, if the clos-
ing operator is performed before opening near noises may be merged into a large one and
cannot be removed by opening using the same structure element. If the opening is per-
formed before closing, near small holes may not be removed. Therefore we first apply a
closing operator with a smaller structure element (3 x 3) to fill the holes and then apply
an opening with a bigger structure element (5 x 5) to remove noise pixels.

Fig. 5 (b) shows the results of a sample image captured by Caml. Since the image is
a gray scale one, different objects may easily have similar appearances. The distributions
of joint random vectors of pixel-pairs are less efficient to distinguish different objects
than those in color images. Thus, the results of SBM and MBM are much similar. After
we apply noise removal as shown in Fig. 5 (c), the regions of the person using SBM are
still more complete than those using MBM. The result shows our proposed SBM is better
than the other two methods.

Fig. 6 (b) shows the results of a sample image captured by Cam2. The captured im-
age is colored, and the colors of many parts of the person are similar to those of the
background. The detected foreground regions of GBM and MBM are fragmental. Even
though we apply a morphology-based hole filling procedure as shown in Fig. 6 (c), the
foreground regions of the two methods are still fragmental. Thus, we can also conclude
that SBM are more efficient than MBM and GBM.

Fig. 7 (b) shows foreground detection results of a sample image captured by Cam3.
Some of the regions of the door and its shadow are misclassified as foreground ones by
using GBM and MBM, but not misclassified by using SBM. In the sample, since the
door is opened when the person enters the room, the GBM does adapt to the current ap-
pearance of the door and its shadow. In MBM, since the color distributions of the person,
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(b) Detected foreground regions: the images from left to right are the results based on GBM, MBM,
and SBM, and from top to bottom are results with 3N/40, 5N/40, and 7N/40 pixels. (N = image
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(c) Foreground regions after noise removal.

Fig. 5. Foreground detection results of an image captured by Cam1.
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door and shadow may all be modeled, the regions of these object may be misclassified.
As shown in the middle column of Fig. 7 (b), the regions of the door and its shadow may
also be misclassified or those of the person may be fragmental when an unsuitable seg-
mentation threshold is set. By adopting SBM, the appearances of the person are not taken
as background, since the joint colors of a pixel-pair in the person are not captured re-
peatedly in the same position. The results in Fig. 7 (c) show that the person regions do
not touch with background ones and less background regions are misclassified as fore-
ground.
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(a) Original image.
MBM

(b) Detected foreground regions: the image.s from left to right are the results based on GBM, MBM,
and SBM, and from top to bottom are results with 3N/40, 5N/40, and 7N/40 pixels.

v

N
(c) Foreground regions after noise removal.

Fig. 6. Foreground detection results of an image captured by Cam2.

@) rlglnal image.
Fig. 7. Foreground detection results of an image captured by Cam3.
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(c) Foreground regions after noise removal.

'I‘l

gre-e

ok
-

Fig. 7. (Cont’d) Foreground detection results of an image captured by Cam3.

Fig. 8 shows the foreground detection results of the images captured by the three
cameras by setting a fixed threshold. The threshold that results in 15% false positive rate
in training images is selected to test the performance of the models. The foreground re-
gions depicted are noise removed. The results show that the foreground regions extracted
by SBM are more complete, and the false positive regions are less than those of the other
two methods. The persons in Figs. 8 (a), (c) and (f) walk around a place. Since the ap-
pearances of the persons are repeated in similar locations, the colors of the persons will
be learnt as background by the pixel-wise background models GBM and MBM. In SBM,
the colors of pixel-pairs will be modeled and the pixel-pairs without higher spatial de-
pendency will be eliminated. Even though the appearances of a person are similar in a
specific location, the joint colors of a pixel-pair in a fixed distance are usually varied and
have low probabilities to be labeled erroneously as background. Note that the illumina-
tions in these scenes are dramatically changed in Figs. 8 (e) and (f), when the lamplight
is turned on, and slowly changed in Figs. 8 (a)-(d), when the illuminations are affected
by the sunlight. In such environments, our proposed method is less affected by the illu-
mination variations than others.
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Fig. 8. Foreground detection results of the images captured by the three cameras. The images from
top to bottom are original images, the results of GBM, MBM, and SBM.
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Fig. 9. Test samples and the manually labeled ground truth masks used for estimating the ROC

curves.

Figs. 10-12 show the receiver operating characteristic (ROC) curves of the video
clips by controlling thresholds. The results of each figure are estimated from 20 randomly
selected test images. These images all include moving persons. The ground truth data of
the test samples are manually labeled as shown in Fig. 9. The results show that the curves
of SBM and MBM are very similar and the true positive rates of SBM are usually higher
than that of MBM. When we fix the true positive rate on 80%, the false positive rates are
about 21% and 30% for the test images captured by Cam2 (Fig. 11) using SBM and MBM,
respectively. The results show that we can eliminate about 30% (9% in 30%) misclassi-
fied non-foreground pixels by extending MBM with spatial relations.

Note that the performances of GBM are usually better than those of MBM and SBM
for the samples captured by Cam1 and Cam2 when the false positive rate is lower than
15%. The reason is that the background appearances do not change frequently in the cor-
ridor. In the environment with less frequently changed background, a Gaussian distribu-
tion can easily model the color distribution. However, when the background changes, the
performance of GBM may become unacceptable for a fixed threshold as shown in Fig. 8.
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Fig. 10. The ROC curve of test images captured Fig. 11. The ROC curve of test images captured
by Caml. by Camz2.
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Fig. 12. The ROC curve of test images captured by Cam3.

Although experimental results show that SBM usually outperforms MBM and GBM,
the SBM is slower than the other two methods. The computation complex of calculating
the background probability of a pixel of MBM is O(K), where K is the number of back-
ground constituents, but SBM is O(K x M), where M is the number of pixel-pairs used.
When we update the model of a pixel, the computation complex of MBM is still O(K),
but SBM is O(K? x M) since the computation cost of updating each weighting matrix is
O(K?). On a PC with Pentium4 2 GHz CPU, the SBM can perform about one frame per-
second, but the MBM is about 10 frames per-second. In our tests, about 90% CPU time
spends on calculating the mutual information (Eq. (13)) and updating the matrix w (Eq.

(10)).
6. CONCLUSIONS

In this paper, we have proposed a system to extract moving object regions from con-
secutive images. Firstly, we have developed a spatial-extended background model for
foreground detection. In the background model, we have used the probabilities of joint
random vectors between near pixels to model the spatial relations. To reduce the cost of
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modeling the pixel-pairs, we calculate the mutual information in each pixel-pair for find-
ing the spatial-dependent pixel-pairs.

In general environments, when the background regions are stable, the Gaussian

background model is suitable to segment foreground regions. However, when background
regions change, the model is unsuitable. To detect foreground regions more accurately
with respect to either changed or still background regions, we should combine our pro-
pose model with Gaussian background model. To achieve this, some heuristic rules
should be created for deciding which model should be selected. This is left for future
studies.
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