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Short Papers

3-D Polyhedral Face Computation from Two considered. If this is the case, the feature points visible to the lens
Perspective Views with the Aid of a centerO> will all lie on the epipolar line in view 2. Nevertheless,
Calibration Plate the epipolar line may or may not contain the perspective projection
of the particular object poinf’, depending on whether poirf® is
Jui-Man Chiu, Zen Chen, and Chao-Ming Wang visible to O». In order to decide the corresponding point for image

point p; in view 1, some heuristic information such as the average
intensity of the neighborhood [10] or geometric constraints [7]-[9] is
Abstract—The 3-D reconstruction of visible polyhedral faces from a ysed to resolve the ambiguity. However, there is no guarantee that

pair of general perspective views with the aid of a calibration plate is ¢ poyristics will always work. Therefore, incorrect correspondence
addressed. A polyhedron is placed on a planar calibration plate and two ) '

side views of both the polyhedron and the calibration plate are taken. Pairs may be produced. The triangulation procedure applied to these
Through proper arrangements we may assume that in the two views a incorrect correspondence pairs results in superfluous or false 3-D
number of polyhedral edges lying on the calibration plate and the whole object points. Obviously, these 3-D object points do not fall on the
calibration plate boundary are visible. We present an on-line camera jianded location of the object poidt Based on the above fact on
calibration technique with the aid of the calibration plate and a two-stage L . .
process to find the vertex/edge correspondences without encountering the & @mbiguity problem, we are motivated to find the correspondences
ambiguity problem of the conventional epipolar line technique. Then we between certain designated feature points in the two views using their
give a closed form solution to the 3-D polyhedral vertices visible in both 3-D coordinates. We call it the first-stage correspondence finding, as
images. We also describe other advantages of using our method for the 3- ey y|5ined later. In doing so, we use an auxiliary plane, also called
D polyhedron reconstruction. Experimental results show that the obtained . . .
3-D polyhedral vertex coordinates are rather accurate. the calibration plate for the reason that it can be used for camera
calibration. The object is placed on the auxiliary plane so that the
object base face lie on the auxiliary plane. We shall use the visible
vertices of the object base face as the designated feature points for
finding the first-stage correspondences. We take two pictures of both
I. INTRODUCTION the object and the auxiliary plane in such a way that some boundary
Three-dimensional (3-D) object reconstruction from two or morgart of the _ot_)ject b_ase face and th_e_whole boundary of the auxiliary
images is an important problem in computer vision. It can be usBn€ are visible. Since the 3-D auxiliary plane equation can be found
in the applications of robotics, industrial automation, and objefirough the on-line camera calibration process described later, we can
recognition, etc. Two major approaches can be used to reconstructdfEVe the 3-D coordinates of the visible feature points of the base face
3-D information. One approach uses active sensing vision techniqligough the backprojection of these feature points in each image onto
[1]-[4], and the other uses passive sensing stereo vision technigtigs 3-D auxiliary plane. Then by the 3-D coordinate comparisons,
[5]-[11]. The passive sensing stereo vision approach does not n&&j can avoid the ambiguity in the point correspondence finding.
extra light source besides the ambient light, e.g., a laser, so it has bEigh 1 illustrates the difference between our proposed method and
used in many applications. Reconstructing the 3-D object using thte epipolar line based method. Here two views of the polyhedron
conventional stereo vision technique requires to find the correspoféd the calibration plate are shown. In view 1 some vertices of the
ing object features (e.g., points or edges) in two images which R§lyhedron base facé, H, I, J, together with some other vertices
called a feature correspondence problem. Once the correspondef@édRe top face, are visible, while for view 2 let the lens cerdterlie
are found, one can use a triangulation procedure to obtain the D the extension of the line from vertdxto vertexD so that onlyD
information. is visible to lens centef),. The pointsO| andO) are the individual
It is well known that the point correspondence ambiguity oftedertical projections of lens centexs; and O. on the calibration
arises in the epipolar line based stereo vision techniques [7]-[10].Rfate (These points will be used later to find the image points of
what follows, we shall briefly describe how the ambiguity happergpme vertices of the object base face in each view). The epipolar
and how to solve it. First of all, the epipolar line constructed itine associated with image poiat of view 1 is shown in Fig. 1(c).
view 2 of the stereo images for an image pojnt in view 1 is The correspondence between image péinfof view 1) and image
the intersection of the epipolar plane, which is defined by the imageint d» (of view 2), as revealed by the epipolar line, is obviously
pointp; and the two lens cente3, andO-, with the image plane of incorrect. By using the proposed technique described later, it can be
view 2. Quite often, this epipolar plane contains other feature poirggown that the image point. is not the projection of a vertex of
in addition to the object poinf> whose image poinp; is being the object base face, so it is ruled out as a possible candidate for the
corresponding point of image point.
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Calibration plate plane

Image planc

(The intersection line of the calibration plate plane and the image plane)

Fig. 2. The geometry of the calibration plate and camera coordinate systems.

Il. ON-LINE CAMERA CALIBRATION

A. Assumption

0,4 — — — — — — — _ Co We place the polyhedron to be reconstructed on a calibration plate
preferably with a larger polyhedral face (called the base face) resting
on the calibration plate. When photographing the polyhedron, the

Epipolur line associated  Ccamera is in a side looking position so that one or more polyhedral

withimage point i1 faces adjacent to the base face are visible in the image. In addition,
we also assume that the calibration plate is sufficiently large so that its
boundary is not blocked by the polyhedron and, therefore, is visible
in the image.

We can move the camera around to any advantageous position to
photograph the polyhedron, so the camera setup is very flexible. In
addition, we move the camera so that the common visible object
surface part of the two views can be made large. In contrast, the
two cameras in the conventional stereo vision system are calibrated
in advance, so the overlapping field of view of the two cameras is
predetermined.

B. On-Line Calibration

Given an image of a calibration plate whose shape is polygonal
or any closed curve, we can use the camera calibration method
developed in our laboratory [12], [13] to obtain the six extrinsic
amera parameters. The camera calibration is done for each image

(b)

. . . . C
Fig. 1. lllustration for the difference between our method and the epipolar

line based method. (a) The setup of the lateral stereo imaging system. (b) ¥havhich both the calibration plate and the polyhedron are visible.
view 1. (c) The view 2. Then the same stereo images will be used later for 3-D polyhedral

reconstruction. Therefore, the camera calibration is said to be done
on line. For the self completeness of the paper, we briefly introduce
[11]. Once cameras are calibrated, their positions and orientatiqqiiations and fundamental equations for the camera calibration which
cannot be changed. Thus, the camera setup is fixed and cannogkeporrowed from [12] and [13]:
adjusted in accordance with the shape and size of the object to beijrst, the relevant coordinate systems are defined below.
reconstructed. i) (Xgr,Yr, Zr): the right-handed reference coordinate system is
In this paper, we present a new stereo vision technique for receitfined with respect to the calibration plate in which thie and
structing the 3-D information of the visible faces of a polyhedrony,, axes lie on the plane of the calibration plate, the axis is
We place a polyhedron on a planar calibration plate (i.e., the auxiligfgrpendicular to the calibration plate and points upward, and the
plane) and two pictures are taken from two different viewing anglesrigin is located at the centroid of the calibration plate (refer to Fig. 2)
The major advantages of the proposed method include: 1) camerg) (X.,Yc, Z¢): the left-handed camera coordinate system in
calibration can be performed on-line, so one camera can be movgigich the Z~ axis is perpendicular to the image plane, pointing
around to take the stereo images; 2) the feature correspondefiigard the calibration plate, and th¥. and Y axes are parallel
ambiguity in the image pair can be completely avoided; and 3) the - the image plane; here the three axes constitute a left-handed
D reconstruction obtained by the method can be made accurate siggérdinate system. The origin of th&(, Y-, Z¢) coordinate system
the method allows us to shoot two images with the two optical ax@slocated at the lens center of the camera.
of the cameras being nearly perpendicular. i)y (Uc, Ve, Ze): the image coordinate system which is identical
The remainder of this paper is organized as follows. Sectiontd the camera coordinate system except that its origin is located at
describes an on-line camera calibration process and a method tf@ point(X¢, Yo, Zc) = (0,0, f); f is the camera focal length.
computing the 3-D coordinates of a polyhedral vertex of the baseNext, the six camera parameters and the necessary coordinate
face from a single image. Section Il describes the two-stage metheygstem transformations are given as:
to solve the feature correspondence problem for the stereo visiona) 6: the angle between image plane and the calibration plate.
Section IV gives the method for computing the polyhedral 3-D b) R, (6): the rotation matrix that rotates theXc¢,Ye, Z¢)
information. Section V describes the implementation of our methamordinate system about tt#&- axis by a counterclockwise angle
and presents the experimental results. Section VI is the conclusiotw obtain the(X¢;, Y¢,, Z¢;) coordinate system. Als& () is used
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to rotate the( X, Yr, Zr) coordinate system about tH&: axis by

a counterclockwise angle to obtain the( X}, Y},, Z};) coordinate
system. Here th&'(~ and X ; axes are both parallel to the intersection
line between the calibration plate and the image plane. These rotations
lead to efficient camera parameter estimation.

c) Fz}{: the reflection matrix that is used to reverse #ig axis so
that the new X%, Y%, Z%) coordinate system becomes a left-handed
coordinate system.

d) T'(dx,dy,dz): the translation matrix used to translate the refer-
ence coordinate system to coincide with td&-, Y/, Z(-) coordinate
system. That is(dz, dy, dz) is the corresponding translation vector.

The basic relationships between the reference coordinate system
and the camera coordinate system are

Image plane

(X, Y6, Ze, 1) = (Xe, Yo, Ze, 1) Rz, (6) (2)

(Xks Yies Z12,1) = (XR. YR, Zr. 1) Rz (9) (2)

(X0 Ve Zios 1) = (Xl Vi Zi ) B (),
-T(dzx,dy,dz). )

Also, the image pointU¢, V) projected by a calibration plate
boundary point X%, Y%, Z5) with Zj, = 0 is given by

Uc =fXo/Ze = f(Xg+do)/(Yisinf + dz) 4
Ve =fY4)Ze = f(Yhcos8 + dy) ) (Yisin + dz).
(5) cop

Under the mild assumptions thair/dz| < 1,|Yg/dz| « Fig. 3. The projective geometry for illustrating the backprojection of the
1,|de/dz| < 1 and |dy/dz| < 1, the six extrinsic camera polyhedral base edges onto the calibration plate.
parameters relating the camera to the calibration plate can be effi-
ciently estimated [12], [13]. We shall use the above equations afAd The First Stage of the Vertex/Edge Correspondence Finding
the estimated camera parameters as our bases to derive the 3-®e use the on-line calibration method described in Section Il to
information of the visible polyhedral vertices below. find the six camera parameters relating the camera to the calibration

plate. If a polyhedral base edge in an image is given, we can

C. Derivation of the 3-D Polyhedral Vertices of the Base Face backproject each vertex of the polyhedral base edge in the image

In each image if a polyhedral vertex lies on the calibration plat@Nto the plane of the calibration plate in the 3-D space. We then
then we can find its 3-D coordinates by backprojecting the 2-fnd the 3-D coordinates for the polyhedral base vertex, as given in
image point under consideration onto the calibration plate. Formallf)—(9)- In this way, the 3-D polyhedral base vertices visible in each
let the image point be represented as the homogeneous coordintf@§e can be found. Next, we compare any two 3-D polyhedral base

(Uc, Ve, f,1). Then based on (1), we have vertices derived from the two images, one from each, to find if their
I o 3-D coordinates are equal or nearly equal. If so, the existence of

Ue. Ve, £.1) = Ue. Vo, £, 1) Rz (8), ®)  such a vertex pair indicates that the two associated image points in

Then, from (4) and (5) we have the stereo images are in correspondence. The detailed description of

the first stage procedure is given below.

First, we only need to consider the polyhedral boundary edges in
+ Ul dz — f da}/f, (7)  each image when we search for the possible polyhedral base vertices,

and since the internal edges of the polyhedral image obviously cannot
, , oo be any polyhedral edges that lie on the calibration plate. Next, for

Ye = (f dy = Ve dz)/(Vosing — f cos ). ®)  these polyhedral boundary edges, we can use (6)—(9) to find their

Finally, the 3-D polyhedral vertex of the base face expressed in thackprojected 3-D coordinates on the calibration plate. Under our
(Xr.Yr. Zr) coordinate system is given by assumption about the polyhedron image, some of the found 3-D
backprojected points are the real polyhedral base vertices, while some

X ={[(f dy — V¢, dz)/ (Vi sin @ — f cos 6)]U¢ sin 6

- ! -1 \
(Xr,YR,0.1) = (X&, Y, 0. 1) Rzg (=) © are the fake polyhedral base vertices which are backprojected through
the vertices of the polyhedral occluding edges. To distinguish between
IIl. FINDING THE VERTEX'EDGE the real and fake base vertices, we shall use the vertical projection
CORRESPONDENCES IN THETWO IMAGES point (VPP) of the camera lens center on the calibration plate (or its

We shall solve the vertex/edge correspondence problem in twrtended plane). To make this idea clearer, consider Fig. 3. Vertices
stages. In the first stage, we deal with the correspondences he+ andd happen to be, as shall be shown later, the image points
tween the polyhedral vertices/edges (called the polyhedral bassociated with the polyhedral base vertices, while verticésg, h
vertices/edges), which lie on the calibration plate, in the two imagemd « are not associated with the polyhedral base vertices. The
In the second stage, we use a pair of corresponding polyhedral bade backprojected point$3,C' and D are the real polyhedral 3-
edges found in the first stage as the basis to find the other pairsDobase vertices. However, the 3-D backprojected palnts K, L
corresponding polyhedral edges in the two images. The first stageaigl A/ obtained from image points, f, g, ., and a« are not real
done in the 3-D space with the aid of the 3-D calibration plate, ar8iD polyhedral vertices. To decide which of these backprojected
the second stage is done in the 2-D image space. points are the real 3-D polyhedral base vertices, we connect the
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points B,C,D,I,J,K,L and M to form a polygon, as shown
in Fig. 3. Also, we project the lens center vertically to the plane
of the calibration plate to obtain the vertical projection poinj.
The triangle formed by poin©, and the backprojected eddgeC
does not overlap with the interior of the polygdCDIJK LM.
Neither does the triangle formed by poif, and the edge&’' D. It
indicates that edgeBC and C'D are closer to th&”OP than the
other backprojected edges. According to our assumption, they are
the visible polyhedral base edges. On the other hand, the triangle
constructed by point), and the backprojected eddel overlaps
with the interior of the polygorBC' DIJK LM, so edgeDI is not
a polyhedral base edge visible to the camera lens center. Therefore,
the associated edgé will not be considered in the first stage of
correspondence finding process. Similarly, other 2-D edges including
ef, fg,9h,ha, and ab will not be considered, either. The aboveFig. 4. The bilevel reference view of the calibration plate.
polygon overlapping check done on the calibration plate can be also
done on the image plane. In order to do so, let peijt be the
projection of p0|qt()g on the image plane. Then for the preV|outhol hedral vertex as follows. First, from (1)—(3), the relationships
polygon overlapping check, replace each backprojected edge on o ]
calibration plate by its edge projection on the image plane @pd bet.wee_n camergi, i = 1, 2, coordinate system and the reference
by O),. We shall use this check done on the image plane in ifs@libration plate coordinate system can be derived as follows:
implementation.

On the_ other hand, the method to compute the 3-D coordinates of (x,, v, 74, 1)
the VPP is based on (1) to (3). The 3-D coordinates of the camera lens P
center in the camera coordinate systemiXs:, Yo, Z¢) = (0,0, 0). = (Xk. Y. Zi, DB zp (—9i)

The 3-D coordinates of VPP in the calibration plate coordinate system = (X(,;i , Yc’*i , ZE;Z., DI(—dz;, —dy;, —dz;)
is denoted by( X%, Yr,0) where . (FZ%)ilRX%(_ei)RZR(_‘Pi)
= (XCg B S/Cg » ZCVZ' B I)RZC. ((sl )T(_drh _dyi-, _dzi )
Xpr =—dzcosyp+ (dycosb + dzsin ) sin p (10) FoV R (g RZ 1
Yr = —dxsinp — (dycosf 4+ dzsin b) cos . (11) ' ( Z}i) xp (=00 (=) (12)

gSo, the relationship between the camera #1 coordinate system and
camera #2 coordinate system is

Once we have found a pair of corresponding polyhedral base edges
in the first stage of the correspondence finding procedure, it is a (Xew, Yoo, Zey, 1)
simple matter to find other vertex/edge correspondences in the two \~ <2** €22 “<2°
images. Since each edge of the first correspondence pairis abase edge = (Xc¢1. Yoy, Zoy, 1) Rz (00)T(—day, —dyy, —dz1)
in its own image, |t'|s cqntalned by a smgle (side) fgce. For |n_stance, (Fy ) 'Ry (=81)Rzp (02 — 1)
the edgéc is contained in the face specified by vertiee$, ande in R " ONF RT dosedue do\Br . (— s
Fig. 3. Therefore, we can find two faces, one from each image, are in oy, (02)Fy T(da, dysy dza) Be, (—62)
correspondence. All the edges in these two corresponding faces can =(Xe,. Yo, Zoy . )M (13)
be matched by using their edge sequences arranged in the clockwise
(or counterc_lockwise) o_rder. The matghing of twg faces is (:onsiderwli|ere M is a matrix.
successful, if the following two conditions hold: i) the lengths of the . . . . .

" . Suppose we have obtainedcorresponding pairs of image points

two edge sequences are equal and ii) the new pairs of matched ed eﬁ . ’ . . .
do not conflict with any existing corresponding edge pairs. After ' t gtwo views. Lepc, aanCZj dgnote the pairs Ot Image points
successful matching of two faces, mark the two faces “matched” alff / = 1.2.---,n, and their coordinates b&c, ;. Ve,;. f) and
record all the new matching pairs of edges and put them at the end 8fz;+ V2, f)- Also, pe, ; andpe,; are the projection points of 3-D
the “matching edge pair (MEP)” queue. Fetch the first matching edgBysical point?; when projected onto two image planes respectively.
pair out of the MEP queue, if the queue is nonempty. Next, cheékclosed form solution to the 3-D coordinate¥ ¢, ;, Yc, ;, Zc, ;) of
if the two fetched edges belong to two new faces. If the two facebject pointP; will be derived in the camera #1 coordinate system
are new, do the above face matching for the two faces and recasd follows.
any new pairs of matched edges in the MEP queue; if the two faceg et (Xc,;.Ye,,, Ze,,) be the 3-D coordinates of the 3-D poiff
are already matched, throw away the fetched pair of matching edg@sthe cameratti coordinate system,= 1, 2. From the perspective

The above process continues until the MEP queue becomes emB%jection, we can obtain the relationships betwéEa, ., Ve, f)

The correspondence finding process is thus completed. and (Xc,,.Ye,,, Zc,,) as

B. The Second Stage of the Vertex/Edge Correspondence Findin

IV. 3-D POLYHEDRON RECONSTRUCTION Uc,; =Xc,;f/Zc,;;, for i=12
FrRom Two GENERAL IMAGES "/rcij — Y—Cijf/Zcij? for i=1,2. (14)

After each pair of corresponding vertices are found from the
stereo images, we can find the 3-D coordinates of the correspondBig representing Xc.,;, Yo, ;. Zc, ;) in the camera #1 frame based
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Fig. 5. Three views of both the polyhedron and the calibration plate and their extraction results. (a) View 1. (b) View 2. (c) View 3. (d) The extigeted im
and the vertex numbering for view 1. (e) The extracted image and the vertex numbering for view 2. (f) The extracted image and the vertex numberidg for vie

on (13), we can rewrite (14) as TABLE |
Six EXTRINSIC CAMERA PARAMETERS FOR THE THREE VIEWS
Ar=0b> Camera views 0 4} 5 dx dy dz
View 1 27.0 55215275 1.0 0.000000 26316093  2844.581543
where View 2 359.0 59.086521 0.0 -8.113426  31.101467  3067.534912
View 3 333.0 60975986 0.0 -12.189603 25.733606  3072.400879
1 0 ~Uey, /1 TABLE Il
A= 0 1 _"Clj /f THE BASE EDGE CORRESPONDENCES FOR THHWO-VIEW
misUcy,; —murf masUcy; —marf mssUc,; —mai f COMBINATIONS OF VIEW 1, VIEW 2, AND VIEW 3
ol — - Ve — me )22 Ve, . — .
misVe 27 M2 f masVe 27 ma2 f mas Ve 27 M2 f Correspondences in Correspondences in Correspondences in
view 1 and view 2 view 2 and view 3 view 1 and view 3
Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of
base edge base edge base edge base edge base edge base edge
0 in view 1 in view 2 in view 2 in view 3 inview 1 in view 3
Xoy, 0
r = YVCI- . and b= B ©,5) ©,5) ©,5) ©,5 ©,5) ()]
7 i mar f — masUc,,
1

maa f — ma3Vo, y

The least squares solution #0is given by
z=(ATA)" 1 (ATp).
V. EXPERIMENTAL RESULTS

A. On-Line Camera Calibration

to the calibration plate. The reference view of the binary calibration
plate used for estimating the six camera parameters is shown in Fig. 4.

Next, we placed the polyhedron on the calibration plate and moved
the camera to three different positions to take three pictures of the
polyhedron and the calibration plate. The three views are called view
1, view 2, and view 3, as shown in Fig. 5(a)—(c). Table I lists the
estimated camera parameters for the cameras in the three setups with
respect to the calibration plate coordinate system.

We measured the intrinsic camera parameters of our CCD camésa;Vertex/Edge Correspondences
the image center (256, 240), the focal lengte 25 mm, thex:y In the experiment, we first determined the image coordinates of
aspect ratic= 1:1.198, and 1 mms= 90 pixels. Next, we estimated theeach visible polyhedral vertex in the three views separately and
two sets of six extrinsic parameters relating the two camera positicassigned a unique identification number to each vertex. The extracted
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TABLE 111
THE OTHER EDGE CORRESPONDENCES FOR THH WO-VIEW
COMBINATIONS OF VIEW 1, VIEwW 2, AND VIEW 3

295

that the calibration plate boundary and some of polyhedral base edges
are made visible. We show that the camera calibration can be done on-
line. Also, we propose a two-stage 3-D edge correspondence finding
process that can avoid the ambiguity problem. Finally we use the
corresponding pairs of image points in the stereo views to find the
3-D coordinates of the polyhedral vertices. Since we can set up the
two cameras such that the angle between two optical axes is nearly
90°, the polyhedron thus reconstructed is very accurate, as reflected
by the experimental result. On the other hand, it is possible to apply
our method to any smooth curved object reconstruction, if the object
has a flat face to rest on the calibration plate and some proper surface
marking is available. The surface marking can be done by casting a
grid pattern on the curved surface using a structured light projector
[4] or the surface marking can be done by drawing or pasting a grid

Correspondences in Correspondences in Correspondences in
view 1 and view 2 view 2 and view 3 view 1 and view 3
Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of | Vertex pair of
edges cdges cdges edges cdges edges
in view 1 in view 2 in view 2 in view 3 in view 1 inview 3
(5,4) 5, 4) 3,4 (5,4 3.4 (5, 4)
4,3) 4,3 4,3 4,3 4,3 4,3)
3.,2) 3,2) 3,2) 3,2) 3,2) 3.2)
2,1 2,1 2,10 2,1 2,1 2,0
(1,0) 1,0 (1,0 1,0 (1,0 1,0
4,6) (4, 6) 4,6) 4,6) 4,6) (4,6)
6,7 6,7 6,7) 6,7) 6,7 6,7)
(7.3) (7.3) (7.3) (7,.3) (7,3) 7,3)
(7,8) 7,8) (7,8) 7.8) 7.8 7,8
3.2 (8,2) 8,2) (8,2) (8,2 (8,2)
(8,9) 8,9 &9 89 8.9 8.9
@D ®.n ©.1 . .0 [CA9Y)]
TABLE IV
EsTIMATED EDGE ERROR RATES FOR THE TwO-VIEW (1]
ComBINATIONS OF VIEW 1, VIEw 2, AND VIEW 3 2]
Computational results Computational resul m) i S
Ve'rfex l'e[;‘r;eh for v]ich 1 and view 2 for in):de‘;n‘:i S;& 135 g)or v?euvlvatll(::fg \‘:?2:/1 ‘;
par of Estimated Error Estimated Error Estimated Error [3]
of edge length rate length rate length rate
edge (mm) (mm) (mm) (mm)
©,5) 109.00 109.38 0.35% 109.06 0.05% 110.98 1.82% [4]
3.4 69.00 67.72 1.85% 70.64 2.38% 69.61 0.88%
4,3) 39.50 37.52 5.00% 37.36 5.42% 39.01 1.24%
3,2) 43.00 42.34 1.54% 43.84 1.96% 43.76 1.77% [5]
2, 1) 37.50 39.09 4.23% 39.06 4.16% 37.01 1.32%
(1,0) 39.50 36.83 6.76% 41.22 4.36% 38.30 3.04% [6]
4,6) 69.00 74.42 7.86% 66.13 4.17% 70.80 2.61%
6,7) 39.50 38.13 3.46% 38.36 2.89% 37.99 3.83% [7]
7.3 69.50 77.46 11.45% 59.00 15.10% 68.03 2.11%
7.8 43.00 42.54 1.07% 44.59 3.69% 44.60 3.72%
3,2) 69.50 74.74 7.53% 62.45 10.15% 68.56 1.35% 8]
8,9 37.50 36.93 1.52% 36.96 1.45% 36.98 1.39%
©. 1 69.50 72.41 4.19% 67.13 3.41% 69.77 0.38% [9]
Ave. errorrate = 4.37% | Ave. error rate = 4.55% | Ave. error rate = 1.96%

[10]

images and the vertex numberings of views 1, 2 and 3 are shown
in Fig. 5(d)—(f). Table Il shows the first stage correspondence resgit)]
of the polyhedral base edges for two-view combinations of view 1,
view 2 and view 3. (12]

Based on any corresponding edge pair of the first stage cor-
respondence result, we can find the other corresponding pairs|gfj
polyhedral edges in the two images. Table Ill lists the second stage
edge correspondences found from all two-view combinations.

C. Polyhedral Face Reconstruction

For the two-view combinations, we computed the 3-D vertex
coordinates for each corresponding vertex pair using the least squares
solution given previously. The estimation results of the reconstructed
edges for two-view combinations are shown in Table IV. Note that
view 1 and view 3 produce a more accurate result. This is because the
angle between the two associated optical axes is larger and closer to
90°. This fact indicates the advantage of our dynamic stereo camera
setup as compared to the conventional stereo vision system in which
the cameras are fixed after the camera calibration.

VI.

In this paper we have presented a new stereo vision method for
reconstructing the 3-D information of a polyhedron. We place the
polyhedron on a calibration plate and take two pictures of them such

CONCLUSION

pattern on the curved surface.
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