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This work investigates zeta functions for d-dimensional shifts of finite type, d ≥ 3. First,
the three-dimensional case is studied. The trace operator Ta1,a2;b12 and rotational matrices

Rx;a1,a2;b12 and Ry;a1,a2;b12 are introduced to study
[

a1 b12 b23
0 a2 b23
0 0 a3

]
-periodic patterns. The rota-

tional symmetry of Ta1,a2;b12 induces the reduced trace operator τa1,a2;b12 and then the associ-
ated zeta function ζa1,a2;b12 = (det(I − sa1a2τa1,a2;b12))−1. The zeta function ζ is then expressed
as ζ =

∏∞
a1=1

∏∞
a2=1

∏a1−1
b12=0 ζa1,a2;b12 , a reciprocal of an infinite product of polynomials. The

results hold for any inclined coordinates, determined by unimodular transformation in GL3(Z).
Hence, a family of zeta functions exists with the same integer coefficients in their Taylor series
expansions at the origin, and yields a family of identities in number theory. The methods used
herein are also valid for d-dimensional cases, d ≥ 4, and can be applied to thermodynamic zeta
functions for the three-dimensional Ising model with finite range interactions.

Keywords : Zeta function; shift of finite type; patterns generation problem; phase-transition; Ising
model; cellular neural networks.

1. Introduction

This study investigates the zeta functions for shifts
of finite type on Z

d, d ≥ 3. Zeta functions are
important subjects in the fields of number the-
ory, geometry, dynamical systems and statistical
physics. They have been extensively studied for
many years. This work is an extension of our previ-
ous results on Z

2 [Ban et al., 2008a], following the
works of Artin and Mazur [1965], Bowen and Lan-
ford [1970], Ruelle [1978] and Lind [1996]. Let φ be
an action of Z

d on X. Lind [1996] defined a zeta

function ζφ as

ζφ(s) = exp

∑
L∈Ld

ΓL(φ)
[L]

s[L]

 , (1)

where Ld is the set of finite-index subgroups of Z
d,

[L] = index[Zd/L] and ΓL(φ) is the number of fixed
points by φn for all n ∈ L.

Our two-dimensional work [Ban et al., 2008a]
is reviewed first. Based on Eq. (1), Ban et al.
[2008a] studied the two-dimensional zeta func-
tions ζ0

B of shifts of finite type, which are
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generated by admissible local patterns B. ζ0
B is

defined by

ζ0
B = exp

( ∞∑
n=1

∞∑
k=1

n−1∑
l=0

1
nk

ΓB
([
n l

0 k

])
snk

)
(2)

and the nth order zeta function ζB;n(s) is

ζB;n(s) = exp

(
1
n

∞∑
k=1

n−1∑
l=0

1
k
ΓB
([
n l

0 k

])
snk

)
(3)

for any n ≥ 1, where ΓB
([

n l

0 k

])
is the number of[

n l

0 k

]
-periodic patterns that can be generated by

B. The zeta function ζB(s) is now given by

ζB(s) =
∞∏

n=1

ζB;n(s). (4)

In deriving Eq. (3), the trace operator Tn(B) and
rotational matrix Rn are introduced to accommo-
date the periodic patterns. Based on the rota-
tional symmetry of the trace operator, the reduced
trace operator τn(B) is defined. ζB;n and ζB can be
expressed as

ζB;n = (det(I − snτn))−1 (5)

and

ζB =
∞∏

n=1

(det(I − snτn))−1. (6)

The latter is a reciprocal of an infinite product of
polynomials. The results also hold when inclined
coordinates are used for any unimodular transfor-
mation γ ∈ GL2(Z). Therefore, there exists a family
of zeta functions with the same integer coefficients
of their Taylor series expansions at s = 0 and the
family of zeta functions yields a family of identities.
The two-dimensional thermodynamic zeta functions
for the Ising model with finite range interactions are
also studied.

It is clear that in many situations the three-
dimensional problems are more related to our real
world phenomena. In this work, the zeta functions
of d-dimensional shifts of finite type are studied for
d ≥ 3, and the previous results of Z

2 are extended.
For simplicity, only the zeta functions for three-
dimensional shifts of finite type are introduced and
the general case is studied in Sec. 5.

Let Zm×m×m be the m × m ×m cubic lattice
in Z

3 and S be the finite set of symbols (alphabets
or colors). SZm×m×m is the set of all local patterns
on Zm×m×m. Denote B ⊂ SZm×m×m as a basic set

of admissible local patterns and P(B) the set of all
periodic patterns that are generated by B on Z

3.
As in two other works [Lind, 1996; Ban et al.,

2008a], the Hermite normal form [MacDuffie, 1956]
can be used to parameterize L3 as

L3 =


a1 b12 b13

0 a2 b23

0 0 a3

Z
3 : ai ≥ 1, 1 ≤ i ≤ 3,

0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ 3

 .

Given a basic set B, let L =
[

a1 b12 b13
0 a2 b23
0 0 a3

]
Z

3 ∈

L3, denote PB
([

a1 b12 b13
0 a2 b23
0 0 a3

])
as the set of all

L-periodic patterns that are generated by B
on Z

3 and ΓB
([

a1 b12 b13
0 a2 b23
0 0 a3

])
as the number of

PB
([

a1 b12 b13
0 a2 b23
0 0 a3

])
. Then, the zeta function in

Eq. (1) is

ζ0
B = exp

 3∑
i=1

∞∑
ai=1

3∑
j=i+1

a
i−1∑

bij=0

1
a1a2a3

ΓB

×


a1 b12 b13

0 a2 b23

0 0 a3


 sa1a2a3

 . (7)

Similar to Eqs. (3) and (4), the (a1, a2; b12)th zeta
function is defined by

ζB;a1,a2;b12(s) = exp

 1
a1a2

∞∑
a3=1

a1−1∑
b13=0

a2−1∑
b23=0

1
a3

ΓB

×


a1 b12 b13

0 a2 b23

0 0 a3


 sa1a2a3

 (8)

and the zeta function ζB(s) is given by

ζB(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

ζB;a1,a2;b12(s). (9)

The trace operator Ta1,a2;b12(B) and rotational
matrices Rx;a1,a2;b12 and Ry;a1,a2;b12 are intro-
duced. After the rotational symmetry of Ta1,a2;b12

is demonstrated the reduced trace operator
τa1,a2;b12(B) can be defined. Finally, as in Eq. (5),
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ζB;a1,a2;b12(s) can be represented as a rational
function:

ζB;a1,a2;b12(s) = (det(I − sa1a2τa1,a2;b12))
−1. (10)

Hence,

ζB(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

(det(I − sa1a2τa1,a2;b12))
−1

(11)

is a reciprocal of an infinite product of polynomi-
als. The proof of Eq. (10) in this paper is new and
simpler than in an earlier wok [Ban et al., 2008a],
in which the proof is also valid for any d ≥ 3.

Additionally, for any γ ∈ GL3(Z), the zeta
function can also be represented in γ-coordinates.
Therefore, a family of zeta functions exists that have
the same integer coefficients in their Taylor series
expansions at s = 0.

According to [Lind, 1996] and [Ruelle, 1978],
the thermodynamic zeta function with weight func-
tion θ : X → (0,∞) is defined as

ζ0
φ,θ(s)

= exp

∑
L∈Ld

 ∑
x∈fixL(φ)

∏
k∈Zd/L

θ(φkx)

 s[L]

[L]

,
(12)

where fixL(φ) is the set of points fixed by φn

for all n ∈ L. Let φ be a shift of finite type
given by B. As in the two-dimensional case [Ban
et al., 2008a], the thermodynamic zeta function for
the three-dimensional Ising model with finite range
interactions can also be represented as a recip-
rocal of an infinite product of polynomials. The
three-dimensional model can be applied to study
three-dimensional phase-transition problems. Fur-
ther results need to be investigated.

Various works relate to this study, includ-
ing zeta functions and related topics [Artin &
Mazur, 1965; Ban et al., 2008a; Bowen & Lan-
ford, 1970; Fried, 1987; Hardy & Ramanujan, 1918;
Hardy & Wright, 1988; Kitchens & Schmidt, 1989;
Ledrappier, 1978; Lind, 1996; Lind & Marcus, 1995;
Lind et al., 1990; Manning, 1971; Markley & Paul,
1979, 1981; Pollicott & Schmidt, 1996; Ruelle, 1978;
Schmidt, 1995], patterns generation problems and
lattice dynamical systems [Ban et al., 2001a, 2002;
Ban & Lin, 2005; Ban et al., 2007, 2008b, 2001b;
Chow & Mallet-Paret, 1995; Chow et al., 1996a,
1996b; Chua et al., 1995; Chua & Roska, 1993; Chua

& Yang, 1988a, 1988b; Chua, 1998; Chua & Itoh,
2003, 2005; Juang & Lin, 2000; Juang et al., 2000;
Lin & Yang, 2000, 2002], and phase-transitions in
statistical physics [Baxter, 1971, 1982; Lieb, 1967a,
1967b; Onsager, 1994].

The rest of this article is organized as fol-
lows. Section 2 discusses periodic patterns, the trace
operators and rotational matrices. Section 3 shows
the rotational symmetry of trace operator and intro-
duces the reduced trace operator. The rational-
ity of ζa1,a2;b12 is then obtained for a1, a2 ≥ 1,
0 ≤ b12 ≤ a1 − 1. Section 4 studies the zeta func-
tion in γ-coordinates for γ ∈ GL3(Z). Section 5
extends the previous result to d-dimensions, d ≥ 4,
and to more symbols on a larger lattice. The ther-
modynamic zeta function for the three-dimensional
Ising model with finite range interactions is also
investigated.

2. Periodic Patterns, Trace Operator
and Rotational Matrices

This section studies the properties of the periodic
patterns and derives trace operator and rotational

matrices. Furthermore, ΓB
([

a1 b12 b13
0 a2 b23
0 0 a3

])
can be

expressed in terms of the trace of the products of
the trace operator and rotational matrices.

For clarity, two symbols on 2 × 2 × 2 lat-
tice Z2×2×2 are examined first. For given positive
integers N1, N2 and N3, the rectangular lattice
ZN1×N2×N3 is defined by

ZN1×N2×N3 = {(n1, n2, n3) : 0 ≤ ni ≤ Ni − 1,

1 ≤ i ≤ 3}.
In particular,

Z2×2×2 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1),

(1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}.
Define the set of all global patterns on Z

3 with two
symbols {0, 1} by

Σ3
2 = {0, 1}Z

3
=
{
U |U : Z

3 → {0, 1}} .
Here, Z

3 = {(n1, n2, n3) : n1, n2, n3 ∈ Z}, the
set of all three-dimensional lattice points (vertices).
The set of all local patterns on ZN1×N2×N3 is
defined by

ΣN1×N2×N3 = {U |ZN1×N2×N3
: U ∈ Σ3

2},

In
t. 

J.
 B

if
ur

ca
tio

n 
C

ha
os

 2
00

9.
19

:3
67

1-
36

89
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 N

A
T

IO
N

A
L

 C
H

IA
O

 T
U

N
G

 U
N

IV
E

R
SI

T
Y

 o
n 

04
/2

5/
14

. F
or

 p
er

so
na

l u
se

 o
nl

y.



December 8, 2009 11:29 02505

3674 W.-G. Hu & S.-S. Lin

and a local pattern of a global pattern U on
ZN1×N2×N3 is denoted by

UN1×N2×N3 ≡ U |ZN1×N2×N3

= (uα1,α2,α3)0≤αi≤Ni−1,1≤i≤3,

where uα1,α2,α3 ∈ {0, 1}. To simplify the
notation, the subscripts of UN1×N2×N3 and
(uα1,α2,α3)0≤αi≤Ni−1,1≤i≤3 are omitted whenever
such omission will not cause confusion.

Now, for any given B ⊂ Σ2×2×2, B is called
a basic set of admissible local patterns. In short,
B is a basic set. A local pattern UN1×N2×N3 =
(uα1,α2,α3) is called B-admissible if for any vertex
(lattice point) (n1, n2, n3) with 0 ≤ ni ≤ Ni − 2,
1 ≤ i ≤ 3, there exists a 2 × 2 × 2 admissible local
pattern (βk1,k2,k3)0≤k1,k2,k3≤1 ∈ B such that

un1+k1,n2+k2,n3+k3 = βk1,k2,k3

for 0 ≤ k1, k2, k3 ≤ 1.
Given a lattice L ∈ L3 with Hermite normal

form,

L =

a1 b12 b13

0 a2 b23

0 0 a3

Z
3, (13)

where ai ≥ 1 for 1 ≤ i ≤ 3 and 0 ≤ bij ≤
ai − 1 for i + 1 ≤ j ≤ 3. A global pattern
U = (uα1,α2,α3)α1,α2,α3∈Z is called L-periodic or[

a1 b12 b13
0 a2 b23
0 0 a3

]
-periodic if for every α1, α2, α3 ∈ Z

uα1+a1p+b12q+b13r,α2+a2q+b23r,α3+a3r = uα1,α2,α3

(14)

for all p, q, r ∈ Z.

The periodicity of
[

a1 b12 b13
0 a2 b23
0 0 a3

]
and

[
a1 0 0

0 a′
2 0

0 0 a′
3

]
are closely related as follows.

Proposition 2.1. For ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤
ai − 1, i+ 1 ≤ j ≤ 3, let

s1 =
a1

(a1, b12)
and s2 =

[
a1

(a1, b13)
,

s1a2

(s1a2, b23)

]
,

where (m,n) is the greatest common divisor of m
and n and [ p, q] is the least common multiple of

p and q. Then,
[

a1 b12 b13
0 a2 b23
0 0 a3

]
-periodic patterns are[

a1 0 0

0 s1a2 0

0 0 s2a3

]
-periodic.

Proof. By Eq. (14), the
[

a1 b12 b13
0 a2 b23
0 0 a3

]
-periodic pat-

tern is easily identified as
[

a1 m1b12 m2b13
0 m1a2 m2b23
0 0 m2a3

]
-periodic

for all m1,m2 ∈ N. By taking m1 = s1 and m2 = s2,
the result holds. �

Given a basic set B ⊂ Σ2×2×2, defined on
cubic lattice Z2×2×2, the L-periodic patterns that
are B-admissible must be verified on Z2×2×2. For
n1, n2, n3 ∈ Z, let Z2×2×2((n1, n2, n3)) be the cubic
lattice with the smallest vertex (n1, n2, n3):

Z2×2×2((n1, n2, n3))

= {(n1 + k1, n2 + k2, n3 + k3) :

0 ≤ k1, k2, k3 ≤ 1}.

Now, the admissibility of L-periodic patterns is
demonstrated to be verified on finite cubic lattices.

Proposition 2.2. An L-periodic pattern U is B-
admissible if and only if

U |Z2×2×2((α1,α2,α3)) ∈ B

for 0 ≤ αi ≤ ai − 1, 1 ≤ i ≤ 3.

Proof. Sine B ⊂ Σ2×2×2, it is sufficient to prove

{U |Z2×2×2((α1,α2,α3)) : α1, α2, α3 ∈ Z}
= {U |Z2×2×2((α1,α2,α3)) : 0 ≤ αi ≤ ai − 1,

1 ≤ i ≤ 3}.

The proof follows easily from Eq. (14). The details
are left to the reader. �

According to Proposition 2.2, the admis-
sibility of an L-periodic pattern U is deter-
mined by U |Z(a1+1)×(a2+1)×(a3+1)

= (uα1,α2,α3) and
U |Z(a1+1)×(a2+1)×(a3+1)

has the periodic property that
is given by Eq. (14), which can be divided into two
parts: {

ua1,α2,α3 = u0,α2,α3

uα1,a2,α3 = u[α1−b12]a1 ,0,α3

(15)

for 0 ≤ αi ≤ ai, 1 ≤ i ≤ 3, where [m]n ≡ m
(mod n);
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uα1,α2,a3 =


u[α1−b12−b13]a1 ,0,0 if α2 − b23 = a2

u[α1−b13]a1 ,α2−b23,0 if 0 ≤ α2 − b23 ≤ a2 − 1
u[α1+b12−b13]a1 ,α2−b23+a2,0 if − a2 + 1 ≤ α2 − b23 ≤ −1

(16)

for 0 ≤ α1 ≤ a1, 0 ≤ α2 ≤ a2.
Notably, (uα1,α2,α3)0≤α1≤a1,0≤α2≤a2,α3 has the

same structure Eq. (15) for all 0 ≤ α3 ≤ a3;
this fact is useful in constructing the cylindrical
ordering matrix. Then, the set of all local patterns
in Σa1+1,a2+1,a3+1 that satisfy the periodic prop-
erty Eq. (15) is denoted by Pa1,a2;b12;a3+1. How-
ever, Eq. (16) is important in allowing patterns in
Pa1,a2;b12;a3+1 to become L-periodic and it will be
used to define the rotational matrices later.

Now, the counting function for Un1×n2×n3 =
(uα1,α2,α3) in Σn1×n2×n3 , n1, n2, n3 ≥ 1, is
defined by

ψ(Un1×n2×n3)

= 1 +
n1−1∑
α1=0

n2−1∑
α2=0

n3−1∑
α3=0

uα1,α2,α3

× 2n1n2(n3−1−α3)+n1(n2−1−α2)+n1−1−α1 .

(17)

Similar to Eq. (17), the counting function ψ for pat-
terns U in Pn1,n2;l;1, 0 ≤ l ≤ n1 − 1, is defined by

ψ(U ) ≡ ψ(U |Zn1×n2×1). (18)

Notably, ψ is bijective from Pn1,n2;l;1 to {i|1 ≤ i ≤
2n1n2}.

Given n1, n2 ≥ 1, 0 ≤ l ≤ n1 − 1, h ≥ 1, a local
pattern U in Pn1,n2;l;h can be represented as

U = U 0 ⊕z U 1 ⊕z · · · ⊕z U h−1, (19)

where U i ∈ Pn1,n2;l;1, 0 ≤ i ≤ h − 1, and U ′ ⊕z U
′′

means that U ′′ is put on the top (in the z-direction)
of U ′. Therefore, the cylindrical ordering matrix
Cn1,n2;l;h = [Cn1,n2;l;h;i,j]2n1n2×2n1n2 of patterns in
Pn1,n2;l;h is defined by

Cn1,n2;l;h;i,j = {U 0 ⊕z · · · ⊕z U h−1|ψ(U 0) = i and

ψ(U h−1) = j}. (20)

In particular, for h = 2, Cn1,n2;l;2 can be applied
to construct the associated trace operator. Notably,
the set Cn1,n2;l;2;i,j contains exactly one pattern.

Now, given B ⊂ Σ2×2×2, the associated trace
operator Tn1,n2;l(B) = [tn1,n2;l;i,j], with tn1,n2;l;i,j ∈
{0, 1}, can be defined by

tn1,n2;l;i,j = 1 if and only if the pattern in

Cn1,n2;l;2;i,j is B-admissible. (21)

Remark 2.3. Given L′ =
[

a1 b12 0

0 a2 0

0 0 a3

]
Z

3, Eqs. (15)

and (16) easily verify that

{U |Za1+1,a2+1,a3+1 : U is L′-periodic}
= {U = U 0 ⊕z · · · ⊕z U a3

∈ Pa1,a2;b12;a3+1 : U 0 = U a3}. (22)

Furthermore, given B ⊂ Σ2×2×2, from Proposi-
tion 2.2 and the construction of the transition
matrix Ta1,a2;b12(B),

ΓB


a1 b12 0

0 a2 0
0 0 a3


 = tr(Ta3

a1,a2;b12
(B)). (23)

The shift maps and the related rotational matri-
ces are considered below for general L =[

a1 b12 b13
0 a2 b23
0 0 a3

]
Z

3.

Let n1, n2 ≥ 1, 0 ≤ l ≤ n1 − 1; the shift (to the
left) in the x-direction of any patternU = (uα1,α2,0)
in Pn1,n2;l;1, uα1,α2,0 ∈ {0, 1}, is defined by

σx;n1,n2;l((uα1,α2,0)) = (u(1)
α1,α2,0)0≤α1≤n1,0≤α2≤n2

where

u
(1)
α1,α2,0 =

{
u[α1+1−l]n1 ,0,0 if α2 = n2,

u[α1+1]n1 ,α2,0 if 0 ≤ α2 ≤ n2 − 1.

(24)

Similarly, the shift (to the below) in the y-direction
is defined by

σy;n1,n2;l((uα1,α2,0)) = (u(2)
α1,α2,0)0≤α1≤n1,0≤α2≤n2

where

u
(2)
α1,α2,0 =

{
u[α1−l]n1 ,α2+1−n2,0 if α2 + 1 ≥ n2,

u[α1]n1 ,α2+1,0 if 0 ≤ α2 + 1 ≤ n2 − 1.
(25)
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Notably, σx;n1,n2;l and σy;n1,n2;l are automorphisms
on Pn1,n2;l;1.

The following example illustrates σx;n1,n2;l and
σy;n1,n2;l.

Example 2.4. Let

be a local pattern that lies on the plane {(z1, z2, 0) :
z1, z2 ∈ Z}. Now, consider σx;3,2;1 and σy;3,2;1 which
are acting on U . Then it is easy to see

and

Moreover, both σx;3,2;1(U ) and σy;3,2;1(U ) also
belong to P3,2;1;1.

From Eqs. (24) and (25), for 0 ≤ ri ≤ ni − 1,
i = 1, 2, the following can be straightforwardly
verified;

σr1
x;n1,n2;l

(σr2
y;n1,n2;l

((uα1,α2,0)))

= (u(3)
α1,α2,0)0≤α1≤n1,0≤α2≤n2

where

u
(3)
α1,α2,0 =

{
u[α1+r1−l]n1 ,α2+r2−n2,0 if n2 ≤ α2 + r2 ≤ 2n2 − 1,
u[α1+r1]n1 ,α2+r2,0 if 0 ≤ α2 + r2 ≤ n2 − 1.

(26)

Furthermore,

σy;n1,n2;l ◦ σx;n1,n2;l = σx;n1,n2;l ◦ σy;n1,n2;l (27)

and

σn1
x;n1,n2;l

= σl
x;n1,n2;l(σ

n2
y;n1,n2;l

) = identity map. (28)

Hence,

σ−1
x;n1,n2;l

≡ σn1−1
x;n1,n2;l

and σ−1
y;n1,n2;l

≡ σl
x;n1,n2;l(σ

n2−1
y;n1,n2;l

). (29)

Therefore, for 0 ≤ ri ≤ ni − 1, i = 1, 2,

σ−r1
x;n1,n2;l

(σ−r2
y;n1,n2;l

((uα1,α2,0))) = (u(4)
α1,α2,0)0≤α1≤n1,0≤α2≤n2

where

u
(4)
α1,α2,0 =


u[α1−r1−l]n1 ,0,0 if α2 − r2 = n2,

u[α1−r1]n1 ,α2−r2,0 if 0 ≤ α2 − r2 ≤ n2 − 1,
u[α1−r1+l]n1 ,α2−r2+n2,0 if − n2 + 1 ≤ α2 − r2 ≤ −1.

(30)

Now, the two rotational matrices Rx;n1,n2;l and Ry;n1,n2;l are defined as follows.

Definition 2.5. The 2n1n2 × 2n1n2 x-rotational matrix Rx;n1,n2;l = [Rx;n1,n2;l;i,j], Rx;n1,n2;l;i,j ∈ {0, 1}, is
defined by

Rx;n1,n2;l;i,j = 1 if and only if i = ψ(U ) and j = ψ(σx;n1,n2;l(U )), (31)

where U ∈ Pn1,n2;l;1. From Eq. (31), for convenience, denote by

j = σx(i). (32)
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Similarly, the 2n1n2 × 2n1n2 y-rotational matrix
Ry;n1,n2;l = [Ry;n1,n2;l;i,j], Ry;n1,n2;l;i,j ∈ {0, 1}, is
defined by

Ry;n1,n2;l;i,j = 1 if and only if i = ψ(U ) and

j = ψ(σy;n1,n2;l(U )), (33)

where U ∈ Pn1,n2;l;1. From Eq. (33), for conve-
nience, denote by

j = σy(i). (34)

Obviously, Rx;n1,n2;l and Ry;n1,n2;l are per-
mutation matrices. By Eq. (28), Rn1

x;n1,n2;l
=

Rl
x;n1,n2;l

Rn2
y;n1,n2;l

= I2n1n2 , where In is the n × n
identity matrix.

Example 2.6. Let n1 = 2, n2 = 1 and l = 1,

Rx;2,1;1 = Ry;2,1;1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
Then,

R2
x;2,1;1 = Rx;2,1;1Ry;2,1;1 = I4 but Ry;2,1;1 
= I4.

The following proposition shows the permuta-
tion characters of Rx;n1,n2;l and Ry;n1,n2;l.

Proposition 2.7. Let M = [Mi,j]2n1n2×2n1n2 be a
matrix where Mi,j denotes a number or a pattern
or a set of patterns. Then

(MRx;n1,n2;l)i,j = Mi,σ−1
x (j) and

(MRy;n1,n2;l)i,j = Mi,σ−1
y (j).

(35)

Furthermore, for any r ≥ 1

(MRr
x;n1,n2;l

)i,j = Mi,σ−r
x (j) and

(MRr
y;n1,n2;l

)i,j = Mi,σ−r
y (j).

(36)

Proof. For any 1 ≤ i, j ≤ 2n1n2 , by Eq. (32),

(MRx;n1,n2;l)i,j =
∑

q

Mi,qRx;n1,n2;l;q,j

= Mi,σ−1
x (j)Rx;n1,n2;l;σ

−1
x (j),j

= Mi,σ−1
x (j).

Similarly,

(MRy;n1,n2;l)i,j =
∑

q

Mi,qRy;n1,n2;l;q,j

= Mi,σ−1
y (j)Ry;n1,n2;l;σ

−1
y (j),j

= Mi,σ−1
y (j).

Applying Eq. (35) r times yields Eq. (36). The proof
is complete. �

Now, the following lemma can be obtained.

Lemma 2.8. Given L =
[

a1 b12 b13
0 a2 b23
0 0 a3

]
Z

3,

{U |Z(a1+1)×(a2+1)×(a3+1)
: U is L-periodic}

= {U = U 0 ⊕z · · · ⊕z U a3 ∈ Pa1,a2;b12;a3+1 :

U a3 = σ−b13
x;a1,a2;b12

(σ−b23
y;a1,a2;b12

(U 0))} (37)

Proof. From Eqs. (16) and (30),

{U = U 0 ⊕z · · · ⊕z U a3 ∈ Pa1,a2;b12;a3+1 :

U a3 = σ−b13
x;a1,a2;b12

(σ−b23
y;a1,a2;b12

(U 0))}
= {U ∈ Pa1,a2;b12;a3+1 : U satisfies Eq. (16)}.

Then, by the construction of Pa1,a2;b12;a3+1, the last
set is equal to

{U ∈ Σa1+1,a2+1,a3+1 : U satisfies

Eqs. (15) and (16)}
= {U ∈ Σa1+1,a2+1,a3+1 : U satisfies Eq. (14)}.

Therefore, Eq. (37) follows. The proof is complete.
�

Propositions 2.2, 2.7 and Lemma 2.8 yield the

following main results for ΓB
([

a1 b12 b13
0 a2 b23
0 0 a3

])
.

Theorem 2.9. Given a basic set B ⊂ Σ2×2×2. For
ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ 3,

ΓB


a1 b12 b13

0 a2 b23

0 0 a3




= tr(Ta3
a1,a2;b12

(B)Rb13
x;a1,a2;b12

Rb23
y;a1,a2;b12

). (38)

Furthermore,

a1−1∑
b13=0

a2−1∑
b23=0

ΓB


a1 b12 b13

0 a2 b23

0 0 a3




= tr(Ta3
a1,a2;b12

(B)Ra1,a2;b12), (39)

where

Ra1,a2;b12 =
a1−1∑
b13=0

a2−1∑
b23=0

Rb13
x;a1,a2;b12

Rb23
y;a1,a2;b12

. (40)
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Proof. From Proposition 2.2, Lemma 2.8 and the
construction of Ca1,a2;b12;a3+1,

ΓB


a1 b12 b13

0 a2 b23

0 0 a3




=
2a1a2∑
i=1


{U ∈ Ca1,a2;b12;a3+1;i,j : U

is B-admissible and j = σ−b13
x (σ−b23

y (i))},
where 
S is the cardinal number of set S.

Then, Proposition 2.7 and the construction of
Ta1,a2;b12(B), Rx;a1,a2;b12 and Ry;a1,a2;b12 easily yield
Eq. (38). Equation (39) holds from Eqs. (38) and
(40). The proof is complete. �

The (a1, a2; b12)th zeta function ζa1,a2;b12(s) can
now be obtained as follows.

Theorem 2.10. Given a basic set B ⊂ Σ2×2×2. For
ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ 3,

ζa1,a2;b12(s) = exp

(
1

a1a2

∞∑
a3=1

1
a3

tr(Ta3
a1,a2;b12

(B)

×Ra1,a2;b12)s
a1a2a3

)
. (41)

Proof. The results follow from Theorem 2.9. �

3. Rationality of ζa1,a2;b12

This section proves that ζa1,a2;b12 is a rational func-
tion. First, the rotational symmetry of Ta1,a2;b12 is
introduced.

Theorem 3.1. Given B ⊂ Σ2×2×2. Denote by
Ta1,a2;b12(B) = [ta1,a2;b12;i,j]. For a1, a2 ≥ 1, 0 ≤
b12 ≤ a1 − 1,

ta1,a2;b12;σ−1
x (i),σ−1

x (j) = ta1,a2;b12;i,j (42)

and

ta1,a2;b12;σ−1
y (i),σ−1

y (j) = ta1,a2;b12;i,j (43)

for all 1 ≤ i, j ≤ 2a1a2 . Furthermore,

t
a1,a2;b12;σ

−r1
x (σ

−r2
y (i)),σ

−r1
x (σ

−r2
y (j))

= ta1,a2;b12;i,j

(44)

for all 1 ≤ i, j ≤ 2a1a2 , −a1 + 1 ≤ r1 ≤ a1 − 1 and
−a2 + 1 ≤ r2 ≤ a2 − 1.

Proof. The proof of Eq. (43) is similar to that of
Eq. (42) and is omitted. We now prove Eq. (42).

Given 1 ≤ i, j ≤ 2a1a2 , Ca1,a2;b12;2;i,j and
Ca1,a2;b12;2;σ

−1
x (i),σ−1

x (j) contain only one pattern
respectively. Let

U = U 0 ⊕z U 1 = (uα1,α2,α3) ∈ Ca1,a2;b12;2;i,j

with ψ(U 0) = i and ψ(U 1) = j, and

U ′ =U ′
0 ⊕z U

′
1

= (u′α1,α2,α3
) ∈ Ca1,a2;b12;2;σ−1

x (i),σ−1
x (j)

with ψ(U ′
0) = σ−1

x (i) and ψ(U ′
1) = σ−1

x (j). Since
B ⊂ Σ2×2×2 and Eq. (21), to prove Eq. (42) is equal,

{(un1+k1,n2+k2,k3)0≤k1,k2,k3≤1 : 0 ≤ n1 ≤ a1 − 1,

0 ≤ n2 ≤ a2 − 1}
= {(u′n1+k1,n2+k2,k3

)0≤k1,k2,k3≤1 :

0 ≤ n1 ≤ a1 − 1, 0 ≤ n2 ≤ a2 − 1}. (45)

Since ψ(U 0) = i and ψ(U ′
0) = σ−1

x (i), by
Eq. (30),

u′α1,α2,0 =

{
u[α1−1−b12]a1 ,0,0 if α2 = a2,

u[α1−1]a1 ,α2,0 if 0 ≤ α2 ≤ a2 − 1.

Similarly, fromψ(U 1) = j andψ(U ′
1) = σ−1

x (j),

u′α1,α2,1 =

{
u[α1−1−b12]a1 ,0,1 if α2 = a2,

u[α1−1]a1 ,α2,1 if 0 ≤ α2 ≤ a2 − 1.

Then, Eq. (45) is directly obtained.
Therefore, Eqs. (42) and (43) hold. For 0 ≤

r1 ≤ a1 − 1 and 0 ≤ r2 ≤ a2 − 1, by applying
Eq. (43) r2 times and Eq. (42) r1 times, Eq. (44)
holds. From Eqs. (27)–(29), Eq. (44) follows. The
proof is complete. �

To study the rationality of ζa1,a2;b12 , we need
more definitions and properties about the two shifts
in Eqs. (32) and (34) as follows.

Given a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1, for
1 ≤ i ≤ 2a1a2 , the equivalent class Ca1,a2;b12(i) of
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i is defined by

Ca1,a2;b12(i) ≡ {σ−r1
x (σ−r2

y (i)) : 0 ≤ r1 ≤ a1 − 1,

0 ≤ r2 ≤ a2 − 1}. (46)

Clearly,

either Ca1,a2;b12(i) = Ca1,a2;b12(j) or
Ca1,a2;b12(i) ∩ Ca1,a2;b12(j) = ∅. (47)

The cardinal number of Ca1,a2;b12(i) is denoted by
ωa1,a2;b12;i. Let i be the smallest element in its equiv-
alent class, and the index set Ia1,a2;b12 is defined by

Ia1,a2;b12 = {i : 1 ≤ i ≤ 2a1a2 , i ≤ j

for all j ∈ Ca1,a2;b12(i)}. (48)

Therefore,

{j : 1 ≤ j ≤ 2a1a2} =
⋃

i∈Ia1,a2;b12

Ca1,a2;b12(i). (49)

The cardinal number of Ia1,a2;b12 is denoted by
χa1,a2;b12 .

The following example illustrates C2,2;j(i).

Example 3.2.

C2,2;0(1) = {1}
C2,2;0(2) = {2, 3, 5, 9}
C2,2;0(4) = {4, 13}
C2,2;0(6) = {6, 11}
C2,2;0(7) = {7, 10}
C2,2;0(8) = {8, 12, 14, 15}
C2,2;0(16) = {16}
I2,2;0 = {1, 2, 4, 6, 7, 8, 16}

C2,2;1(1) = {1}
C2,2;1(2) = {2, 3, 5, 9}
C2,2;1(4) = {4, 13}
C2,2;1(6) = {6, 7, 10, 11}
C2,2;1(8) = {8, 12, 14, 15}
C2,2;1(16) = {16}
I2,2;1 = {1, 2, 4, 6, 8, 16}

The equivalent classes are invariant under the
two shift maps. Therefore, the following proposition
is directly obtained and the proof is omitted.

Proposition 3.3. Given a1, a2 ≥ 1 and 0 ≤ b12 ≤
a1 −1. Let N ≡ 2a1a2 and V = (v1, v2, . . . , vN )t, for

1 ≤ i ≤ N,

a1−1∑
r1=0

a2−1∑
r2=0

v
σ
−r1
x (σ

−r2
y (i))

=
a1a2

ωa1,a2;b12;i

∑
j∈Ca1,a2;b12

(i)

vj . (50)

For the rationality of ζa1,a2;b12 , the reduced
trace operator τa1,a2;b12 of Ta1,a2;b12 is introduced
as follows.

Definition 3.4. For a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1,
the reduced trace operator τa1,a2;b12 = [τa1,a2;b12;i,j]
of Ta1,a2;b12 = [ta1,a2;b12;i,j] is a χa1,a2;b12 × χa1,a2;b12

matrix and is defined by

τa1,a2;b12;i,j =
∑

k∈Ca1,a2;b12
(j)

ta1,a2;b12;i,k (51)

for each i, j ∈ Ia1,a2;b12 .

The following theorem expresses the average of
ΓB in terms of the trace of the reduced trace oper-
ator τ and plays a crucial role in proving the ratio-
nality of ζa1,a2;b12 . The proof here is simpler and
more straightforward than the proofs in [Ban et al.,
2008a] for d = 2.

Theorem 3.5. Given B ⊂ Σ2×2×2. For ai ≥ 1,
1 ≤ i ≤ 3, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ 3,

1
a1a2

a1−1∑
b13=0

a2−1∑
b23=0

ΓB


a1 b12 b13

0 a2 b23

0 0 a3




= tr(τa3
a1,a2;b12

)

=
∑

λ∈Σ(τa1,a2;b12
)

χa1,a2;b12(λ)λa3 , (52)

where Σ(τa1,a2;b12) is the spectrum of τa1,a2;b12 and
χa1,a2;b12(λ) is the algebraic multiplicity of τa1,a2;b12

with eigenvalue λ.

Proof. For simplicity, let N = 2a1a2 and Ta1,a2;b12 =
[ti,j]. From Proposition 2.7 and Theorem 2.9,

1
a1a2

a1−1∑
b13=0

a2−1∑
b23=0

ΓB


a1 b12 b13

0 a2 b23

0 0 a3




=
1

a1a2

a1−1∑
b13=0

a2−1∑
b23=0

× tr(Ta3
a1,a2;b12

Rb13
x;a1,a2;b12

Rb23
y;a1,a2;b12

)
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=
1

a1a2

a1−1∑
b13=0

a2−1∑
b23=0

N∑
i=1

a3−1∑
j=1

N∑
kj=1

× ti,k1tk1,k2 · · · tka3−1,σ
−b13
x (σ

−b23
y (i))

.

Now, by Eq. (49), the last sum becomes

1
a1a2

∑
i∈Ia1,a2;b12

∑
q∈Ca1,a2;b12

(i)

a1−1∑
b13=0

a2−1∑
b23=0

a3−1∑
j=1

N∑
kj=1

×tq,k1tk1,k2 · · · tka3−1,σ
−b13
x (σ

−b23
y (q))

. (53)

Fixed q ∈ Ca1,a2;b12(i), there exist 0 ≤ r1 ≤ a1−
1 and 0 ≤ r2 ≤ a2 − 1 such that q = σ−r1

x (σ−r2
y (i)).

Then, by Theorem 3.1,
a1−1∑
b13=0

a2−1∑
b23=0

a3−1∑
j=1

N∑
kj=1

× tq,k1tk1,k2 · · · tka3−1,σ
−b13
x (σ

−b23
y (q))

=
a1−1∑
b13=0

a2−1∑
b23=0

a3−1∑
j=1

N∑
kj=1

× tσr1
x (σ

r2
y (q)),σ

r1
x (σ

r2
y (k1))

tσr1
x (σ

r2
y (k1)),σ

r1
x (σ

r2
y (k2))

· · · t
σ

r1
x (σ

r2
y (ka3−1)),σ

r1
x (σ

r2
y (σ

−b13
x (σ

−b23
y (q))))

=
a1−1∑
b13=0

a2−1∑
b23=0

a3−1∑
j=1

N∑
kj=1

× ti,σr1
x (σ

r2
y (k1))tσr1

x (σ
r2
y (k1)),σ

r1
x (σ

r2
y (k2))

· · · t
σ

r1
x (σ

r2
y (ka3−1)),σ

−b13
x (σ

−b23
y (i))

Since {σr1
x (σr2

y (m)) : 1 ≤ m ≤ N} = {m : 1 ≤
m ≤ N}, the last sum becomes

a1−1∑
b13=0

a2−1∑
b23=0

a3−1∑
j=1

N∑
kj=1

×ti,k1tk1,k2 · · · tka3−1,σ
−b13
x (σ

−b23
y (i))

(54)

Therefore, Eq. (53) is equal to

1
a1a2

∑
i∈Ia1,a2;b12

ωa1,a2;b12;i

a3−1∑
j=1

N∑
kj=1

a1−1∑
b13=0

a2−1∑
b23=0

× ti,k1tk1,k2 · · · tka3−1,σ
−b13
x (σ

−b23
y (i))

.

(55)

According to Proposition 3.3, Eq. (55) is equal to∑
i∈Ia1,a2;b12

a3−1∑
j=1

N∑
kj=1

ti,k1 · · · tka3−2,ka3−1

×
 ∑

q∈Ca1,a2;b12
(i)

tka3−1,q


=

∑
i∈Ia1,a2;b12

a3−1∑
j=1

∑
kj∈Ia1,a2;b12

∑
qj∈Ca1,a2;b12

(kj)

× ti,q1 · · · tqa3−2,qa3−1

 ∑
q∈Ca1,a2;b12

(i)

tqa3−1,q

.
(56)

For any qa3−1 ∈ Ca1,a2;b12(ka3−1), there exist
0 ≤ r1 ≤ a1 − 1 and 0 ≤ r2 ≤ a2 − 1 such that

qa3−1 = σ−r1
x (σ−r2

y (ka3−1)).

Then, by Theorem 3.1,∑
q∈Ca1,a2;b12

(i)

tqa3−1,q

=
∑

q∈Ca1,a2;b12
(i)

t
σ
−r1
x (σ

−r2
y (ka3−1)),q

=
∑

q∈Ca1,a2;b12
(i)

tka3−1,σ
r1
x (σ

r2
y (q))

=
∑

q∈Ca1,a2;b12
(i)

tka3−1,q.

Therefore,

a3−1∑
j=1

∑
qj∈Ca1,a2;b12

(kj)

ti,q1 · · · tqa3−2,qa3−1

 ∑
q∈Ca1,a2;b12

(i)

tqa3−1,q



=
a3−2∑
j=1

∑
qj∈Ca1,a2;b12

(kj)

ti,q1 · · ·
 ∑

qa3−1∈Ca1,a2;b12
(ka3−1)

tqa3−2,qa3−1

 ∑
q∈Ca1,a2;b12

(i)

tka3−1,q


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=
a3−2∑
j=1

∑
qj∈Ca1,a2;b12

(kj)

ti,q1 · · ·
 ∑

qa3−1∈Ca1,a2;b12
(ka3−1)

tka3−2,qa3−1

 ∑
q∈Ca1,a2;b12

(i)

tka3−1,q


...

=

 ∑
q1∈Ca1,a2;b12

(k1)

ti,q1

a3−1∏
j=2

 ∑
qj∈Ca1,a2;b12

(kj)

tkj−1,qj

 ∑
q∈Ca1,a2;b12

(i)

tka3−1,q


= τa1,a2;b12;i,k1τa1,a2;b12;k1,k2 · · · τa1,a2;b12;ka3−1,i

Finally, Eq. (56) is equal to∑
i∈Ia1,a2;b12

a3−1∑
j=1

∑
kj∈Ia1,a2;b12

×τa1,a2;b12;i,k1τa1,a2;b12;k1,k2 · · · τa1,a2;b12;ka3−1,i

= tr(τa3
a1,a2;b12

)

=
∑

λ∈Σ(τa1,a2;b12
)

χa1,a2;b12(λ)λa3 .

The proof is complete. �

Therefore, the rationality of ζa1,a2;b12 and ζ can
be obtained as follows.

Theorem 3.6. For a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1,

ζa1,a2;b12(s) = (det(I − sa1a2τa1,a2;b12))
−1

=
∏

λ∈Σ(τa1,a2;b12
)

(1 − λsa1a2)−χa1,a2;b12
(λ),

(57)

and

ζ(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

(det(I − sa1a2τa1,a2;b12))
−1

=
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

∏
λ∈Σ(τa1,a2;b12

)

× (1 − λsa1a2)−χa1,a2;b12
(λ). (58)

Proof. By using the power series

− log(1 − t) =
∞∑

n=1

tn

n
, (59)

Eq. (57) follows from Eq. (8) and Theorem 3.5.
Equation (58) follows from Eqs. (9) and (57). �

The following example is used to demonstrate
the application of the above result.

Example 3.7. Consider

B = {U2×2×2 = (uα1,α2,α3) ∈ Σ2×2×2 : u0,0,j

= u1,0,j = u0,1,j = u1,1,j for j = 0, 1}.

Clearly, the set P(B) of all B-admissible and peri-
odic patterns is

{U = (uα1,α2,α3) ∈ Σ3
2 : ui,j,k = u0,0,k

for all i, j, k ∈ Z}.

Then, it is easy to verify that

ΓB


a1 b12 b13

0 a2 b23

0 0 a3


 = 2a3

for ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤ ai−1, i+1 ≤ j ≤ 3.
Therefore,

ζa1,a2;b12(s) = (1 − 2sa1a2)−1 (60)

and

ζ(s) =
∞∏

a1=1

∞∏
a2=1

(1 − 2sa1a2)−a1 . (61)

However, Eqs. (60) and (61) can be obtained
from Eqs. (57) and (58). The trace operator

Ta1,a2;b12(B) = Ta1,a2;0(B)

=



1 0 · · · 0 1
0 0 · · · 0 0

...
0 0 · · · 0 0
1 0 · · · 0 1


2a1a2×2a1a2

.
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Since Ca1,a2;b12(1) = {1} and Ca1,a2;b12(2
a1a2) =

{2a1a2}, the reduced trace operator

τa1,a2;b12(B) =



1 0 · · · 0 1
0 0 · · · 0 0

...
0 0 · · · 0 0
1 0 · · · 0 1


χa1,a2;b12

×χa1,a2;b12

.

Therefore,

ζa1,a2;b12(s) = (det(I − sa1a2τa1,a2;b12))
−1

= (1 − 2sa1a2)−1

and

ζ(s) =
∞∏

a1=1

∞∏
a2=1

(1 − 2sa1a2)−a1 .

Equations (60) and (61) are recovered.

4. Zeta Functions in Inclined
Coordinates

This section presents the zeta function with respect
to inclined coordinates, determined by applying
the unimodular transformations in GL3(Z). Z

3 is
known to be invariant under the unimodular trans-
formation in GL3(Z). Indeed, Lind [1996] proved
that the zeta function ζ0

B is independent of a choice
of basis for Z

3. Recall that

GLd(Z) = {γ = [γij ]1≤i,j≤d : γij ∈ Z for 1 ≤ i,

j ≤ d and | det(γ)| = 1}.

This section presents the construction of the
trace operator Tγ;a1,a2;b12(B) and the reduced
trace operator τγ;a1,a2;b12(B), and then determines
ζγ;a1,a2;b12 and ζB;γ . Finally, ζB;γ is obtained as

ζB;γ(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

× (det(I − sa1a2τγ;a1,a2;b12))
−1. (62)

For simplicity, only B ⊂ Σ2×2×2 with two
symbols are considered. The general cases can be
treated analogously.

For a given γ =
[

γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 γ33

]
∈ GL3(Z), the

lattice points in γ-coordinates are

(1, 0, 0)γ = (γ11, γ12, γ13),

(0, 1, 0)γ = (γ21, γ22, γ23) and

(0, 0, 1)γ = (γ31, γ32, γ33),

and the unit vectors are1
0
0


γ

=

γ11

γ12

γ13

 ,

0
1
0


γ

=

γ21

γ22

γ23

 and

0
0
1


γ

=

γ31

γ32

γ33

 .

Notably, when γ =
[

1 0 0

0 1 0

0 0 1

]
, standard rectangular

coordinates are used and the subscript γ is omitted.
The matrix Mγ is defined by

Mγ =

a1 b12 b13

0 a2 b23

0 0 a3


γ

= γt

a1 b12 b13

0 a2 b23

0 0 a3

 .
Let Lγ = MγZ

3. Then,

Lγ = γt

a1 b12 b13

0 a2 b23

0 0 a3

Z
3 (63)

is easily verified.
A global pattern Uγ = (u(α1,α2,α3)γ

)α1,α2,α3∈Z

is called Lγ-periodic or
[

a1 b12 b13
0 a2 b23
0 0 a3

]
γ

-periodic if for

every α1, α2, α3 ∈ Z

u(α1+a1p+b12q+b13r,α2+a2q+b23r,α3+a3r)γ
= u(α1,α2,α3)γ

(64)

for all p, q, r ∈ Z. Therefore, the (a1, a2; b12)th zeta
function of ζ0

B(s) with respect to γ is defined by

ζB;γ;a1,a2;b12(s)

= exp

 1
a1a2

∞∑
a3=1

a1−1∑
b13=0

a2−1∑
b23=0

1
a3

ΓB

×


a1 b12 b13

0 a2 b23

0 0 a3


γ

 sa1a2a3

 (65)
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and the zeta function ζB;γ with respect to γ is
defined by

ζB;γ(s) ≡
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

ζB;γ;a1,a2;b12 . (66)

The following introduces the cylindrical order-
ing matrix, the trace operator and the rotational
matrices. The proofs of the results as in previous
sections are omitted.

Fix a γ ∈ GL3(Z). Let Zγ;n1×n2×n3 be the
n1 × n2 × n3 lattice with the basis

γ1 =

1
0
0


γ

=

γ11

γ12

γ13

 , γ2 =

0
1
0


γ

=

γ21

γ22

γ23


and γ3 =

0
0
1


γ

=

γ31

γ32

γ33

 .

The total number of lattice points on Zγ;n1×n2×n3

is n1 · n2 · n3.
Since the basic set B ⊂ Σ2×2×2, the Lγ-periodic

patterns that are B-admissible must be verified on
Z2×2×2. Let (n1, n2, n3)γ = (m1,m2,m3),

Z2×2×2((n1, n2, n3)γ)

= {(m1 + k1,m2 + k2,m3 + k3) : 0

≤ k1, k2, k3 ≤ 1}.
Now, the admissibility is demonstrated to be veri-
fied on finite lattice as follows.

Proposition 4.1. Given γ =
[

γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 γ33

]
∈

GL3(Z). An Lγ-periodic pattern U is B-admissible
if and only if

U |Z2×2×2((α1, α2, α3)γ) ∈ B
for 0 ≤ αi ≤ ai − 1, 1 ≤ i ≤ 3.

For a1, a2, a3 ≥ 1, it is easy to verify that there
exist positive integers â1(γ), â2(γ) and â3(γ) such
that

3⋃
i=1

ai−1⋃
αi=0

Z2×2×2((ξ1 + α1, ξ2 + α2, ξ3 + α3)γ)

⊆ Zγ;ba1×ba2×ba3

for some ξ1, ξ2, ξ3 ∈ Z.
According to Proposition 4.1, the admissibil-

ity of an Lγ-periodic pattern U is determined by
U |Zγ;ba1×ba2×ba3

= (u(α1,α2,α3)γ
)0≤αi≤bai−1,1≤i≤3 and

U |Zγ;ba1×ba2×ba3
has the the periodic condition that is

given by Eq. (64), which can be divided into two
parts: (i) for 0 ≤ αi ≤ âi − 1, 1 ≤ i ≤ 3 and
p, q ∈ Z, if 0 ≤ α1 + a1p + b12q ≤ â1 − 1 and
0 ≤ α2 + a2q ≤ â2 − 1,

u(α1+a1p+b12q,α2+a2q,α3)γ
= u(α1,α2,α3)γ

; (67)

(ii) for 0 ≤ αi ≤ âi − 1, 1 ≤ i ≤ 3, p, q ∈ Z and
r ∈ Z \ {0}, if 0 ≤ α1 + a1p+ b12q + b13r ≤ â1 − 1,
0 ≤ α2+a2q+b23r ≤ â2−1 and 0 ≤ α3+a3r ≤ â3−1,

u(α1+a1p+b12q+b13r,α2+a2q+b23r,α3+a3r)γ

= u(α1,α2,α3)γ
. (68)

Then, for h ≥ 1, the set of all local patterns on
Zγ;ba1×ba2×h that satisfy Eq. (67) with 0 ≤ α3 ≤ h−1
is denoted by Pγ;a1,a2;b12;h.

Similar to Eq. (18), the counting function ψγ

for patterns U γ in Pγ;a1,a2;b12;h is defined by

ψγ(U γ) = 1 +
a1−1∑
α1=0

a2−1∑
α2=0

h−1∑
α3=0

u(α1,α2,α3)γ

× 2a1a2(h−1−α3)+a1(a2−1−α2)+a1−1−α1 .

A local pattern U γ in Pγ;a1,a2;b12;h can be repre-
sented as

U γ = U γ;0 ⊕γ3 U γ;1 ⊕γ3 · · · ⊕γ3 U γ;h−1,

where U γ;i ∈ Pγ;a1,a2;b12;1, 0 ≤ i ≤ h − 1,
and U ′

γ ⊕z U
′′
γ means that U ′′

γ is put on the top
(in the γ3-direction) of U ′

γ . For 0 ≤ i ≤ j ≤
h − 1, let U γ;i:j = U γ;i ⊕γ3 · · · ⊕γ3 U γ;j. There-
fore, for h ≥ â3, the cylindrical ordering matrix
Cγ;a1,a2;b12;h = [Cγ;a1,a2;b12;h;i,j]2a1a2(h−1)×2a1a2(h−1)

of patterns in Pγ;a1,a2;b12;h is defined by

Cγ;a1,a2;b12;h;i,j

= {U γ ∈ Pγ;a1,a2;b12;h : ψγ(U γ;0:ba3−2) = i and

ψγ(U γ;h−ba3+1:h−1) = j}.
In particular, for h = â3, Cγ;a1,a2;b12;ba3

can be used
to construct the associated trace operator. Notably
the set Cγ;a1,a2;b12;ba3;i,j either contains exactly one
pattern or is an empty set.

Now, given B ⊂ Σ2×2×2, the associated
trace operator Tγ;a1,a2;b12(B) = [tγ;a1,a2;b12;i,j],
with tγ;a1,a2;b12;i,j ∈ {0, 1}, can be defined by
tγ;a1,a2;b12;i,j = 1 if and only if

Cγ;a1,a2;b12;ba3;i,j 
= ∅ and the pattern in

Cγ;a1,a2;b12;ba3;i,j is B-admissible. (69)
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Now, the shift (to the left) in the γ1-direction of any pattern U γ = (u(α1,α2,α3)γ
) in Pγ;a1,a2;b12;ba3−1,

u(α1,α2,α3)γ
∈ {0, 1}, is defined by

σγ1;a1,a2;b12((u(α1,α2,α3)γ
)) = (u(1)

(α1,α2,α3)γ
)0≤α1≤ba1−1,0≤α2≤ba2−1,0≤α3≤ba3−2

where

u
(1)
(α1,α2,α3)γ

=

{
u(α1+1,α2,α3)γ

if 0 ≤ α1 ≤ â1 − 2
u([α1+1]a1

,α2,α3)γ
if α1 = â1 − 1. (70)

Similarly, the shift (to the below) in the γ2-direction is defined by

σγ2;a1,a2;b12((u(α1 ,α2,α3)γ
)) = (u(2)

(α1,α2,α3)γ
)0≤α1≤ba1−1,0≤α2≤ba2−1,0≤α3≤ba3−2

where

u
(2)
(α1,α2,α3)γ

=

{
u(α1,α2+1,α3)γ

if 0 ≤ α2 ≤ â2 − 2
u([α1−b12]a1 ,α2+1−a2,α3)γ

if α2 = â2 − 1.
(71)

Notably, σγ1;a1,a2;b12 and σγ2;a1,a2;b12 are automor-
phism on Pγ;a1,a2;b12;ba3−1. Furthermore,

σγ2;a1,a2;b12 ◦ σγ1;a1,a2;b12 = σγ1;a1,a2;b12 ◦ σγ2;a1,a2;b12

and

σa1
γ1;a1,a2;b12

= σb12
γ1;a1,a2;b12

(σa2
γ2;a1,a2;b12

)

= identity map.

Now, the rotational matrices with respect to γ
are defined as follows.

Definition 4.2. The 2a1a2(ba3−1) × 2n1n2(ba3−1) γ1-
rotational matrix Rγ1;a1,a2;b12 = [Rγ1;a1,a2;b12;i,j],
Rγ1;a1,a2;b12;i,j ∈ {0, 1}, is defined by

Rγ1;a1,a2;b12;i,j = 1 if and only if i = ψγ(U γ) and

j = ψγ(σγ1;a1,a2;b12(U γ)),
(72)

whereU γ ∈ Pγ;a1,a2;b12;ba3−1. From Eq. (72), for con-
venience, denote by

j = σγ1(i). (73)

Similarly, the 2a1a2(ba3−1) × 2n1n2(ba3−1) γ2-
rotational matrix Rγ2;a1,a2;b12 = [Rγ2;a1,a2;b12;i,j],
Rγ2;a1,a2;b12;i,j ∈ {0, 1}, is defined by

Rγ2;a1,a2;b12;i,j = 1 if and only if i = ψγ(U γ) and

j = ψγ(σγ2;a1,a2;b12(U γ)), (74)

whereU γ ∈ Pγ;a1,a2;b12;ba3−1. From Eq. (74), for con-
venience, denote by

j = σγ2(i). (75)

Moreover,

Rγ;a1,a2;b12 =
a1−1∑
b13=0

a2−1∑
b23=0

Rb13
γ1;a1,a2;b12

Rb23
γ2;a1,a2;b12

.

(76)

The main results for ΓB

([
a1 b12 b13
0 a2 b23
0 0 a3

]
γ

)
as in

Theorems 2.9 and 2.10 are obtained as follows and
the proofs are omitted.

Theorem 4.3. Given a basic set B ⊂ Σ2×2×2, for
ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ 3,

ΓB


a1 b12 b13

0 a2 b23

0 0 a3


γ


= tr(Ta3

γ;a1,a2;b12
(B)Rb13

γ1;a1,a2;b12
Rb23

γ2;a1,a2;b12
)

(77)

and

a1−1∑
b13=0

a2−1∑
b23=0

ΓB


a1 b12 b13

0 a2 b23

0 0 a3


γ


= tr(Ta3

γ;a1,a2;b12
(B)Rγ;a1,a2;b12). (78)

Furthermore,

ζγ;a1,a2;b12(s) = exp

(
1

a1a2

∞∑
a3=1

1
a3

tr(Ta3
γ;a1,a2;b12

(B)

×Rγ;a1,a2;b12)s
a1a2a3

)
. (79)
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The equivalent class Cγ;a1,a2;b12(i), the cardinal
number ωγ;a1,a2;b12;i of Cγ;a1,a2;b12(i), the index set
Iγ;a1,a2;b12 and the cardinal number of χγ;a1,a2;b12

can be defined as in Sec. 3 and are omitted here.

Definition 4.4. For a1, a2 ≥ 1, 0 ≤ b12 ≤ a1−1, the
reduced trace operator τγ;a1,a2;b12 = [τγ;a1,a2;b12;i,j]
of Tγ;a1,a2;b12 = [tγ;a1,a2;b12;i,j] is a χγ;a1,a2;b12 ×
χγ;a1,a2;b12 matrix defined by

τγ;a1,a2;b12;i,j =
∑

k∈Cγ;a1,a2;b12
(j)

tγ;a1,a2;b12;i,k (80)

for each i, j ∈ Iγ;a1,a2;b12 .

By the argument as in Sec. 3, the rotational
symmetry of Tγ;a1,a2;b12 can be obtained, yielding
then the rationality of the (a1, a2; b12)-th zeta func-
tion ζB;γ;a1,a2;b12 . The results are stated as follows.

Theorem 4.5. Given B ⊂ Σ2×2×2 and γ ∈ GL3(Z).
For ai ≥ 1, 1 ≤ i ≤ 3, 0 ≤ bij ≤ ai−1, i+1 ≤ j ≤ 3,

1
a1a2

a1−1∑
b13=0

a2−1∑
b23=0

ΓB


a1 b12 b13

0 a2 b23

0 0 a3


γ


= tr(τa3

γ;a1,a2;b12
)

=
∑

λ∈Σ(τγ;a1,a2;b12
)

χγ;a1,a2;b12(λ)λa3 , (81)

where Σ(τγ;a1,a2;b12) is the spectrum of τγ;a1,a2;b12

and χγ;a1,a2;b12(λ) is the algebraic multiplicity of
τγ;a1,a2;b12 with eigenvalue λ. Moreover,

ζγ;a1,a2;b12(s)

= (det(I − sa1a2τγ;a1,a2;b12))
−1

=
∏

λ∈Σ(τγ;a1,a2;b12
)

(1 − λsa1a2)−χγ;a1,a2;b12
(λ),

(82)

and

ζγ(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

(det(I − sa1a2τγ;a1,a2;b12))
−1.

(83)

Corollary 4.6. For any B ⊂ Σ2×2×2 and γ ∈
GL3(Z), the Taylor series expansions for ζB;γ at
s = 0 has integer coefficients.

Proof. Since τγ;a1,a2;b12 has integer entries for any
a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1, the result follows. �

Now, that ζB;γ are meromorphic extensions of
ζ0
B is obtained as follows.

Theorem 4.7. Given B ⊂ Σ2×2×2. For any γ ∈
GL3(Z),

ζB;γ(s) = ζ0
B(s) (84)

for |s| < exp(−g(B)), where

g(B) = lim sup
[L]→∞

1
[L]

log ΓB(L). (85)

Moreover, ζB;γ has the same (integer) coefficients
in its Taylor series expansions at s = 0, for all
γ ∈ GL3(Z).

Proof. By [Lind, 1996], ζ0
B has radius of con-

vergence exp(−g(B)) and is analytic in |s| <
exp(−g(B)). Since ζB;γ is a rearrangement of ζ0

B,
Eq. (84) holds. From [Lind, 1996] or Corollary
4.6, ζB;γ has the same integer coefficients in its
Taylor series expansions at s = 0. The proof is
complete. �

Remark 4.8. From Theorem 4.5, for any B ⊂
Σ2×2×2, there exists a family of zeta functions
{ζB;γ : γ ∈ GL3(Z)}. For certain B, the other
γ ∈ GL3(Z) may give a different description to
ζB; see Example 3.7 and the following Example 4.9.
Those different descriptions of ζ0

B may be useful in
studying zeta functions.

Example 4.9. Consider the basic set B in Exam-

ple 3.7 and γ =
[

1 0 0

0 0 1

0 1 0

]
. It is easy to verify that

Tγ;a1,a2;b12 = Tγ;a1,a2;0

for a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1. Moreover, after the
zero columns and rows of Tγ;a1,a2;b12 (or τγ;a1,a2;b12)
were deleted, Tγ;a1,a2;b12 (τγ;a1,a2;b12) is reduced to
Tγ;1,a2;0 (τγ;1,a2;0). Clearly

Tγ;1,a2;0 = I2a2

and

τγ;1,a2;0 = Iχa2
,

where

χn =
1
n

∑
d|n

φ(d)2n/d,

and φ(d) is the Euler totient function. Note that
χn is the number of necklaces that can be made
from n beads of two colors when the necklaces can
be rotated but not turned over [Plouffe & Sloane,
1995].
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Hence,

ζγ;a1,a2;b12 = (1 − sa1a2)−χa2 (86)

and

ζγ =
∞∏

a1=1

∞∏
a2=1

(1 − sa1a2)−a1χa2 . (87)

It can be proved that g(B) = log 2. Therefore,
from Example 3.7 and Theorem 4.7,

∞∏
a1=1

∞∏
a2=1

(1 − sa1a2)−a1χa2

=
∞∏

a1=1

∞∏
a2=1

(1 − 2sa1a2)−a1 (88)

for |s| < 1
2 , and they have the same integer coeffi-

cients in their Taylor series expansions at s = 0.

5. Further Results

This section briefly describes the results for Z
d,

d ≥ 4, and more symbols on larger lattice. The ther-
modynamic zeta function for the three-dimensional
Ising model with finite range interactions is also
studied.

5.1. Higher-dimensional shifts
of finite type

This subsection considers the zeta functions for
shifts of finite type on Z

d, d ≥ 4. Only brief state-
ments are made here.

As in [Lind, 1996], Ld can be parameterized by
using Hermite normal form [MacDuffie, 1956]:

Ld =





a1 b12 b13 · · · b1d

0 a2 b23 · · · b2d

0 0 a3 · · · b3d

...
0 0 0 · · · ad

Z
d : ai ≥ 1, 1 ≤ i ≤ d, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ d


. (89)

Let the lattice Ld = {(n1, n2, . . . , nd) : 0 ≤ ni ≤ 1, 1 ≤ i ≤ d}. Fix a basic set B ⊂ {0, 1}Ld . For ai ≥ 1,
1 ≤ i ≤ d− 1, 0 ≤ bij ≤ ai − 1, i+ 1 ≤ j ≤ d− 1, the (ai, bij)-th zeta function is defined by

ζB;(ai,bij)(s) ≡ exp


1

a1 · · · ad−1

∞∑
ad=1

d−1∑
i=1

ai−1∑
bid=0

1
ad

ΓB





a1 b12 b13 · · · b1d

0 a2 b23 · · · b2d

0 0 a3 · · · b3d

...
0 0 0 · · · ad



 sa1···ad

 (90)

and

ζB(s) ≡
d−1∏
i=1

∞∏
ai=1

d−1∏
j=i+1

ai−1∏
bij=0

ζB;(ai,bij)(s). (91)

As in Secs. 2 and 3, the cylindrical ordering
matrix, the trace operator, the rotational matrices
and the reduced trace operator can be defined. The
method in Secs. 2 and 3 can also be applied to verify
that ζB;(ai,bij) is a rational function. Therefore, ζB
is an infinite product of rational functions. Further-
more, given any γ ∈ GLd(Z), the result also holds
in γ-coordinates. Hence, a family of zeta functions
exists with the same integer coefficients in their
Taylor series expansions at s = 0, and yields a fam-
ily of identities in number theory.

5.2. More symbols on larger lattice

This subsection extends the results of the previ-
ous sections and subsections to any finite number
of symbols and any finite lattice. For simplicity,
only the zeta functions for three-dimensional shifts
of finite type are discussed. Given a set of symbols
Sp = {0, 1, . . . , p − 1}, p ≥ 2, a set of finite lat-
tice points L ⊂ Z

3 and a basic set B(L) ⊂ SL
p . Let

Zm×m×m be the smallest cubic lattice that contains
L and B(Zm×m×m) be the set of all admissible pat-
terns that are generated by B(L). Then, it is easy
to verify that

P(B(Zm×m×m)) = P(B(L)).
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Therefore, only B ⊂ SZm×m×m
p , for m ≥ 2, need to

be considered. The definitions of cylindrical order-
ing matrix and the rotational matrices must be
adjusted and the details are omitted here. Then, the
associated trace operator and reduced trace opera-
tor can also be defined. Hence, by the arguments
similar to those made in Secs. 2–4, the results for
B ⊂ SZm×m×m

p also hold.

5.3. Ising model with finite range
interactions

This subsection will extend the results to the Z
3

lattice Ising model with finite range interactions.

For simplicity, only the case of the nearest neighbor
interactions is considered. Let the Z

3 lattice Ising
model be with the external field H, the coupling
constant J1 in the x-direction, the coupling con-
stant J2 in the y-direction and the coupling con-
stant J3 in the z-direction. Each site (α1, α2, α3)
of Z

3 lattice has a spin uα1,α2,α3 with two pos-
sible values, +1 or −1. Assume that the state
space is given by B ⊂ {0, 1}Z2×2×2 . Given a state
U = (uα1,α2,α3) ∈ {0, 1}Z

3
, denote by Un1×n2×n3 =

U |Zn1×n2×n3
= (uα1,α2,α3)0≤αi≤ni−1,1≤i≤3.

Now, the Hamiltonian (energy) E(Un1×n2×n3) is
defined by

E(Un1×n2×n3) = −J1

∑
0≤α1≤n1−2
0≤α3≤n2−1
0≤α3≤n3−1

uα1,α2,α3uα1+1,α2,α3 − J2

∑
0≤α1≤n1−1
0≤α2≤n2−2
0≤α3≤n3−1

uα1,α2,α3uα1,α2+1,α3

−J3

∑
0≤α1≤n1−1
0≤α2≤n2−1
0≤α3≤n3−2

uα1,α2,α3uα1,α2,α3+1 −H
∑

0≤α1≤n1−1
0≤α2≤n2−1
0≤α3≤n3−1

uα1,α2,α3.

(92)

Given L =
[

a1 b12 b13
0 a2 b23
0 0 a3

]
Z

3 ∈ L3, the set of all B-admissible and L-periodic patterns is denoted by PB(L).

Then, the partition function for B with L-periodic patterns is defined as

ZB(L) = ZB


a1 b12 b13

0 a2 b23

0 0 a3




=
∑

U∈PB(L)

exp


∑

0≤α1≤n1−1
0≤α2≤n2−1
0≤α3≤n3−1

uα1,α2,α3(K1uα1+1,α2,α3 + K2uα1,α2+1,α3 + K3uα1,α2,α3+1 + h)

 (93)

where Ki = Ji/kBT , 1 ≤ i ≤ 3, kB is Boltzmann’s constant and T is the temperature. Therefore, the
thermodynamic zeta function is defined by

ζ0
Ising;B(s) ≡ exp

∑
L∈L3

ZB(L)
s[L]

[L]

 . (94)

As Eqs. (8) and (9), for any a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1, the (a1, a2; b12)-th thermodynamic zeta
function ζIsing;B;a1,a2;b12(s) is defined as

ζIsing;B;a1,a2;b12(s) ≡ exp

 1
a1a2

∞∑
a3=1

a1−1∑
b13=0

a2−1∑
b23=0

1
a3

ZB


a1 b12 b13

0 a2 b23

0 0 a3


 sa1a2a3

 (95)
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and the thermodynamic zeta function ζIsing;B(s) is given by

ζIsing;B(s) ≡
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

ζIsing;B;a1,a2;b12(s). (96)

Since the spin uα1,α2,α3 ∈ {+1,−1}, the cylindrical ordering matrix CIsing;a1,a2;b12;h =
[CIsing;a1,a2;b12;h;i,j] is obtained by replacing all symbols “0” in Ca1,a2;b12;h with the symbols “−1”. Notably,
exactly one pattern exists in CIsing;a1,a2;b12;2;i,j and the pattern is given by UIsing;a1,a2;b12;2;i,j = (uα1,α2,α3).
Define

Z(UIsing;a1,a2;b12;2;i,j) ≡ exp

 ∑
0≤α1≤a1−1
0≤α2≤a2−1

uα1,α2,0(K1uα1+1,α2,0 + K2uα1,α2+1,0 + K3uα1,α2,1 + h)

 . (97)

Then, the trace operator TIsing;a1,a2;b12 = [tIsing;a1,a2;b12;i,j] is defined by{
tIsing;a1,a2;b12;i,j = 0 if UIsing;a1,a2;b12;2;i,j is not B-admissible,
tIsing;a1,a2;b12;i,j = Z(UIsing;a1,a2;b12;2;i,j) if UIsing;a1,a2;b12;2;i,j is B-admissible.

(98)

Therefore, the associated reduced operator
τIsing;a1,a2;b12 can be defined as in Definition
3.4. Since all arguments for the rationality of
ζIsing;B;a1,a2;b12 are similar to those in Secs. 2 and 3,
only the final result is stated, as follows.

Theorem 5.1. For a1, a2 ≥ 1, 0 ≤ b12 ≤ a1 − 1,

ζIsing;B;a1,a2;b12(s)

= (det(I − sa1a2τIsing;a1,a2;b12))
−1 (99)

and

ζIsing;B(s) =
∞∏

a1=1

∞∏
a2=1

a1−1∏
b12=0

×(det(I − sa1a2τIsing;a1,a2;b12))
−1.

(100)

Notably, this result also holds in γ-coordinates for
γ ∈ GL3(Z).
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