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Abstract—In this paper, a dynamic priority resource-allocation
(DPRA) scheme is proposed for uplinks in IEEE 802.16 wireless
communication systems. The DPRA scheme dynamically gives
priority values to four types of service traffic based on their
urgency degrees and allocates system radio resources according
to their priority values. It can maximize the system throughput
and satisfy differentiated quality-of-service (QoS) requirements.
Furthermore, the DPRA scheme performs consistent allocation for
packets of users to conform to the uplink frame structure of IEEE
802.16, to fulfill the QoS requirement, and to reduce the com-
putational complexity. Simulation results show that the proposed
DPRA scheme performs very close to the optimal method, which
is by exhaustive search in system throughput, and it outperforms
the conventional efficient and fair scheduling (EFS) algorithm in
the performance measures such as system throughput, real-time
polling service (rtPS) packet dropping rate, ratio of unsatisfied
non-real-time polling service (nrtPS), and average transmission
rate of the best effort (BE) service. In addition, the DPRA scheme
takes only 1/1000 and 1/10 the computational times of the optimal
method and the conventional EFS algorithm, respectively, thus
making it more feasible for real applications.

Index Terms—IEEE 802.16, priority, quality of service (QoS),
radio resource allocation, uplink.

I. INTRODUCTION

RTHOGONAL frequency-division multiplexing has been
O proposed as a promising technique for future multimedia
wireless communication systems due to its ability to mitigate
frequency-selective fading and intersymbol interference (ISI)
and its flexibility for adaptive modulation on each subcarrier.
Orthogonal frequency-division multiple access (OFDMA) has
been adopted for IEEE 802.16 broadband wireless access sys-
tems. Although the medium access control (MAC) signaling
has been well defined in the IEEE 802.16 specifications [1],
resource management and scheduling still remain as open is-
sues. Since the wireless channel condition varies with time,
adaptive resource allocation has been viewed as one of the
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key technologies to provide efficient utilization of the limited
system resource in multiuser wireless communication systems.
Furthermore, for a system with multimedia traffic provisioning,
diverse quality of service (QoS) requirements should be taken
into account when developing an efficient resource-allocation
algorithm. Therefore, an effective resource-allocation scheme
is required to exploit frequency diversity, multiuser diversity,
time diversity, and QoS requirement diversity so that the overall
system resource can efficiently be utilized and the QoS require-
ment can be guaranteed.

Subcarrier, bit, and power-allocation algorithms for multi-
user OFDMA systems to maximize the overall data rate or
minimize the total transmitted power under some constraints
have been studied in much of the literature. Wong et al.
[2] proposed a Lagrangian-based algorithm for minimizing
the total transmission power consumption under the user’s
QoS requirements, which were defined by a specified data
transmission rate and bit error rate (BER). However, a high
computational complexity renders it impractical. To reduce the
complexity, Zhang and Letaief [3] proposed a near-optimum
dynamic multiuser subcarrier-and-bit allocation algorithm to
maximize the overall spectral efficiency.

Many papers considered the downlink resource allocation
[3]-[5], but a few papers investigated the uplink resource allo-
cation. Resource allocation of both downlink and uplink is pri-
marily performed by the base station (BS). Das and Mandyam
[6] considered the uplink transmission of the OFDMA system
and developed an efficient algorithm for the subcarrier and bit
allocation of each user. The algorithm includes the power distri-
bution over the selected set of subcarriers for every user so that
the total used power is minimized. Kim et al. proposed a joint
subcarrier and power-allocation scheme for uplink OFDMA
systems to maximize the rate-sum capacity based on the
Shannon capacity formula [7], where a greedy subcarrier allo-
cation algorithm, based on a marginal rate function, and an iter-
ative water-filling power-allocation algorithm were proposed.
The scheme was shown to achieve a near-optimal solution.
Jang and Lee [8] concluded that the equal power-allocation
algorithm over assigned subcarriers for each user can achieve
similar performance to the water-filling scheme. Hosein [9]
assumed that subchannels made up of a group of contiguous
subcarriers are assigned to users in unit of time slots. Further-
more, the channel state information (CSI) on the subchannels
of each subscriber station (SS) is assumed to be periodically
reported. Then, the optimization problem using a utility func-
tion was formulated, and a practical algorithm was provided
to obtain a near-optimal solution. Singh and Sharma [10] also

0018-9545/$26.00 © 2009 IEEE



4588

developed an efficient and fair scheduling (EFS) algorithm for
each time slot in IEEE 802.16 OFDMA/time-division duplex
systems. The EFS algorithm is designed with a fixed priority
scheme that gives priorities to service traffic according to their
QoS requirements. Chen and Chang proposed a dynamic uplink
channel-allocation strategy for selecting a better channel for
each SS, depending on the SS’s signal-to-noise ratio value
[11]. However, the QoS requirements and power constraint
are not considered. Furthermore, an efficient uplink resource
allocation for power saving in IEEE 802.16 OFDMA systems
was proposed in [12]. It adaptively adjusts the modulation and
coding scheme to minimize the required transmission power
while guaranteeing the BER. However, multiple services and
their differentiated QoS requirements are not taken in account.

In the aforementioned previous works, the QoS requirements
and fairness issues are either omitted or simplified. A minimum
required transmission data rate or a predefined weight that
corresponds to the fixed priority scheme is usually adopted
as the QoS requirements. However, with the provision of
multimedia real-time traffic, the delay bound and the packet
dropping rate, which is regarded as essential QoS requirements,
should be included in the design of radio resource allocation for
practical applications. Additionally, realistic traffic models and
buffer conditions of different traffic types should be considered.
Niyato and Hossain proposed a queue-aware uplink bandwidth
allocation scheme for SSs with real-time polling service (rtPS)
and non-real-time polling service (nrtPS) in IEEE 802.16 sys-
tems [13]. The bandwidth is allocated according to the channel
quality and queue state of the traffic.

Furthermore, the tradeoff between system performance and
computational complexity is an important issue. The greedy
algorithm that performs symbol-by-symbol allocation can
achieve an optimal solution [14], but it results in high com-
putational complexity. According to the frame structures of
DL-MAP and UL-MAP defined in IEEE 802.16 for downlink
and uplink, respectively, the symbol-by-symbol allocation al-
gorithm costs high transmission overhead. In addition, most
resource-allocation algorithms are designed for downlink and
claimed to be compatible with uplink as well. However, the
downlink frame structure (DL-MAP) and uplink frame struc-
ture (UL-MAP) are differently defined in IEEE 802.16 specifi-
cations [1]. Thus, an efficient and feasible resource allocation
algorithm for either downlink or uplink needs to be specifically
designed to meet its individual frame structures.

In this paper, we propose a dynamic priority resource al-
location (DPRA) scheme for IEEE 802.16 uplink communi-
cation systems. The goal of the proposed DPRA scheme is
to maximize the system throughput while satisfying various
QoS requirements of multimedia traffic. Four types of service
traffic for users are taken into account, including unsolicited
grant service (UGS), rtPS, nrtPS, and best effort (BE) service.
A priority value for every service type of each user is defined
and adaptively adjusted frame by frame according to its urgency
related with individual QoS requirements and buffer condition.
Then, the BS will dynamically allocate the uplink subchannel,
modulation order, and power to each SS according to its priority
value and the CSI. Furthermore, to meet the uplink frame
structures defined in IEEE 802.16 specifications and reduce
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the computational complexity and the transmission overhead,
a consistent allocation mechanism is designed in the proposed
DPRA scheme. Simulation results show that the proposed
DPRA scheme performs close to the optimal method, which
is by exhaustive search, in system throughput. Furthermore,
it outperforms the EFS conventional algorithm [10] in system
throughput and rtPS packet dropping rate. In addition, the
DPRA scheme can take much less computational complexity
than the optimal method and the EFS algorithm, where the
DPRA scheme is just 1/1000 of the optimal method and 1/10
of the EFS algorithm.

This paper is organized as follows. The system model of the
considered uplink OFDMA system is introduced in Section II.
Section III presents the details of the proposed DPRA scheme.
Section IV discusses the performance of the DPRA scheme,
compared to the EFS [10]. Finally, conclusions are given in
Section V. Two mechanisms called listen before talk (LBT) and
extended quiet period (EQP) were proposed in IEEE 802.16h
[4] such that IEEE 802.16 systems can coexist with existing
systems in an unlicensed band. An active period (AP) is set as
the holding time for secondary users. In this paper, we try to
adjust AP by an effective and intelligent way for performance
improvement by using fuzzy logic theory. Fuzzy logic has
broadly been used in the up-to-date communication systems to
mimic the operation of the human brain to solve problems with
vague information [3]. It has the capabilities of soft computing
and adaptation to cope with the network control problems.

II. SYSTEM MODEL

Suppose that there are N subchannels in the uplink of
the IEEE 802.16 OFDMA system and that each subchannel
consists of ¢ adjacent subcarriers. There are K SSs going to
communicate with one BS in one cell. Each SS can be viewed
as a single user containing different service types of traffic
to transmit, and each service type in an SS has its individual
queue. Furthermore, based on the IEEE 802.16 uplink rectangle
frame structure, traffic data are transmitted in fixed length of
frames, and each frame contains .. OFDMA slots. Then, the
total number of resource units in each frame is L x N slots,
which is in sequence from the leftmost of the top subchannel to
the rightmost of the bottom subchannel.

IEEE 802.16 defines the following four service types, and
each of them has different QoS requirements.

1) UGS: The UGS supports real-time traffic that periodically
generates fixed-size data packets. Thus, the BS generally
allocates a fixed amount of bandwidth for this type of
service.

2) rtPS: It is designed to support real-time service, which
generates variable-size data packets. It is a delay-sensitive
traffic so that the delay requirement is an important QoS
issue. The amount of bandwidth granted for this type of
service needs to be dynamically determined according
to its priority based on the QoS requirements and traffic
models.

3) nrtPS: It is designed to support delay-tolerant data
streams while a minimum data transmission rate is re-
quired. Furthermore, the bandwidth granted for nrtPS
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needs to be dynamically determined according to its
priority based on the QoS requirement and the buffer
condition.

4) BE: The BE service is designed to support data streams
that have no QoS requirement. It will be transmitted when
system resource is available. Thus, the bandwidth left
after serving the UGS, rtPS, and nrtPS traffic is allocated
for the BE service.

The priority value of service type s(s € {UGS, rtPS, nrtPS,
BE}) for user k, which is denoted by Yk,s» 1S defined here in
terms of the minimum number of bits required to transmit per
frame. 4, ugs remains constant in each frame since the system
needs to grant a constant amount of bandwidth for UGS. vy, tps
and 7y nr¢ps are dynamically adjusted frame by frame so that
the QoS requirements can be satisfied and the radio resource
will be efficiently utilized. v g is set to be 0 < v, BE < Vi,s)
s € {UGS, 1tPS, nrtPS}, since there is no delay or transmission
rate requirement. Usually, v g is the smallest, and v, uygs is
the largest but not necessarily.

For rtPS, denote Dj, as the maximum delay tolerance of
user k with an rtPS head-of-line (HOL) packet and Dy, as the
current delay of the rtPS HOL packet of user k experienced,
which is the time duration from the arrival frame of the packet
to the present frame. Both Dj and Dy are in unit of frames.
The remaining time for the rtPS HOL packet of user k before
being dropped, which is denoted by A Dy, is given by

AD, = D — D, )

If AD;, <0, the packet will be dropped and not considered.
Therefore, i r¢ps is defined as

if 1 <ADy < Dy,

By rtPs, 5
if Dy < ADy )

By, rtPs
ADk+10g(ADk) ?

Vi, rtPS = {
where By, »¢pg is the number of residual bits of the rtPS HOL
packet buffered at the queue of user k, and Dyy, is a predefined
delay threshold for warning to guarantee QoS requirements. If
ADy, is smaller than or equal to the threshold Dy, it means
that the rtPS HOL packet of user k is very urgent and that all of
the residual bits in the buffer had better finish transmission in
the current frame. Otherwise, the priority value 7y ,¢ps can be
set lower based on the average transmission rate By, ,ips/ADy,.
We further add to its denominator a bias of log(ADy,) to lessen
its served transmission bits and make room for other possible
high-priority users since its residual time before QoS violation
is still long. Note that the larger Dy, is, the earlier the warning
and the better the QoS satisfaction of RT services will be. How-
ever, in this situation, the system will reserve or consume more
resource to protect these RT" services, and the system through-
put will be reduced. Therefore, Dy, should be properly set.

For nrtPS, the average transmission rate should be larger than
the requirement of the minimum transmission rate, which is
denoted by R}, |, (ps- Denote By, nrips as the number of residual
bits of the user k’s nrtPS HOL packet buffered at the current
frame and AT}, as the maximum number of frames left for
the nrtPS HOL packet of user k at the current frame so that
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the requirement R} ;pg can be fulfilled. Similarly, v ;tps is
designed as

a- By neps,  if AT < Ty 3)
= B nr .
Yk, nrtPS A;kJrIlcég(tZSTk) . if ATy, > Tip

where Ty, is a predefined threshold for nrtPS to make an obvi-
ous priority distinction, log(AT}%) is a bias by the same concept
as that for rtPS, and a is a weighting constant 0 < a < 1,
which is used to depress the priority of nrtPS traffic as com-
pared to that of rtPS traffic. Similar to Dy, Tty should properly
be determined.

The transmitted signal of user k on subchannel n at the

¢th OFDMA slot, which is denoted by s'°)

k. 1S glven as
s =) dl) 1<k<K;, 1<n<N 4
where pff,)n is the power allocated to user k on subchannel n,

and dl(f)n is the transmitted data symbol of user k on subchan-
nel n at the /th slot. Note that the normalized A -quadratic-
amplitude modulation (QAM) is used so that the data symbol
has unitary mean energy.

We assume that the coherence time of the wireless channel
is larger than the duration of one frame. Hence, the CSI is
assumed to remain constant over one frame. In addition, perfect
estimation of CSI on each subchannel of each user is assumed in
this paper. Since in the IEEE 802.16 uplink system, the SSs only
report the uplink CSI on each subchannel, the channel gain of
each adjacent subcarrier that a subchannel contains is assumed
to be the same. Let hy ,, be the uplink channel gain between
user k and the considered BS on subchannel n. Note that the
channel gain is not a function of slot time ¢ since it remains
fixed during one time frame. The received signal of user k£ on

subchannel n at the /th OFDMA slot, which is denoted by y,(le,
is given by

(0)

Yron ="Nk,n P%Ldz(ﬁﬁ > hww pé‘i),ndif),ﬁzzi‘ﬁl ®)

k'eK’

where K’ is the set of users that use the same subchannel n
at the /th OFDMA slot in other cells, and z,(le is the complex
white Gaussian noise of user k£ on subchannel n with zero mean
and variance o2. The second term at the right-hand side of (5) is
the cochannel interference from other cells. Therefore, the re-
ceived signal-to-interference-plus-noise ratio (SINR) of user k
on subchannel n at the /th OFDMA slot, which is denoted by
SINR')

k> €an be obtained as [15]

¢
Pt |

: .
S o e l? + o
k'eK’

SINR}), = (6)

An approximated BER when using //-QAM has been given
by [16]

_1.5SINR

BER ~ 0.2¢ 15%=1, (7)
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From (7), the minimum required SINR of user %, which is
denoted by SINR;j,, can be obtained by

In (5BER},)

SINR}, = —
1.5

(M -1). 8)

Therefore, based on the BER}, of user &, the minimum power
allocated to user k on each subcarrier of subchannel n can be
obtained by

(0 _ —In(5BER}) 2
pk,n - 1~5|hk7n|2 (M 1)0 . (9)
In addition, the allocated power on each subcarrier of sub-
channel n will be equally distributed. Thus, the total allocated
power to user k on subchannel n, which contains ¢ subcarriers,
at the /th OFDMA symbol, which is denoted by p,(f)n,
obtained by

can be

(©) (©

Prn =4 Prn- (10)

III. DYNAMIC PRIORITY RESOURCE
ALLOCATION SCHEME

A. Problem Formulation

The goal of the proposed DPRA scheme is to maximize the
overall system throughput and satisfy QoS requirements. Here,

the allocation problem is first mathematically formulated into

optimization equations. Let :1:,(6) be the assignment variable

indicating the number of bits carried by each subcarrier of
subchannel n with modulation order assigned to user k at
the (th OFDMA slot. ), with 1 < k < K,1<n < N, and
1 < ¢ < Lis given by

6, if 64-QAM
L0 _ 4, if 16-QAM (11)
k™Y 2, if QPSK modulation
0, if not assigned.

The assignment vector for the /th OFDMA slot over K users
and N subchannels, which is denoted by x is defined as

e ¢ ¢ ¢
T
e ady)

and the assignment vector over the frame, which is denoted by
X, can be obtained by

X = x(l),x(Q),.‘.,x(L)} .

(13)

In such a case, the total number of bits allocated to user k in
one frame, which is denoted by Ry, can be calculated by

L

N
Rk—Rk ZZZQ xkn

(=1 n=1

(14)
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The optimization equations for the proposed DPRA scheme
is then formulated as follows.
* Objective
K
Throughput maximization: x* =arg maxZRk (x)
X
k=1

15)

¢ Allocation Strategy
i) First, allocate the user with the largest priority value
to fulfill QoS requirements.
ii) Consistently allocate the chosen user to conform the
UL-MAP structure.
* Allocation Constraints

i) Power constraint:

N
S 0 < prmax Ve and k.

(16)
n=1
ii) Buffer constraint:
Ry < By, Vk. (17)
iii) Slot allocation constraint:
ngn (xk n) =1 Vnand/. (18)

To fulfill the QoS requirements, allocation strategy i), which
is the QoS fulfillment strategy, is to first serve the user with the
highest priority value. Due to the UL-MAP structure, allocation
strategy ii), which is the consistent allocation strategy, is to
continuously allocate slots to the user in the same subchannel.
If the allocated slot is to the end slot of the subchannel, it
will continuously be allocated from the first slot of the next
subchannel. On the other hand, pjy max in (16) is the maxi-
mum allowable uplink transmission power of user k. For each
OFDMA slot, the total transmission power of each SS should
have a cap. By, in (17) is the total number of residual bits in the
buffer of all service types of user k. To not waste the system
resource, the allocated bit to user k in each frame should not be
larger than the total buffer occupancy. To avoid the cochannel
interference, (18) indicates that each OFDMA slot can only be
allocated to one user. It is a basic constraint for a single-antenna
system.

B. Dynamic Priority Resource Allocation Scheme

The proposed DPRA scheme performs subchannel selection,
modulation order, and power-allocation assignment for uplink
users. The DPRA scheme is also designed with a consistent
allocation mechanism. Once a subchannel with a modulation
order and power is assigned to a selected user at a certain
slot, the next consecutive slots at the same subchannel will
consistently be given to the selected user until its required
transmission of bits completes. Notice that the allocation for
each user in a frame by the DPRA scheme takes execution only
one time rather than symbol by symbol [7]. Consequently, the
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DPRA scheme can not only meet the uplink frame structure
defined in IEEE 802.16 [1] but also reduce the computational
complexity and fulfill the QoS requirement.

The DPRA scheme is a heuristic algorithm that contains six
steps of functions to solve the optimization problem given in
(15)—(18). At the beginning, the assignment vector x() and
allocated power py, ,, are initialized to be zero, which means that
all resources are free. Denote /,, as the (th slot of subchannel n
that has been allocated and §, as the total number of slots
allocated to user k. They are initialized to be zero too. Denote
Nfree ag the set of free subchannels of the system and N* as the
set of subchannels allocated to user k. Initially, N = {n|1 <
n < N}, and N*¥ = {¢}, Vk. Furthermore, let  be the set of
backlogged users whose buffers are not empty. The six steps of
functions are described as follows.

Step 1—User—Subchannel Selection: The DPRA scheme se-
lects users from the set of backlogged users €2 according to the
priority values. Let €2, be the set of backlogged users having
the service with the highest priority value, which is denoted by
Ymax- T0 achieve the goal of system throughput maximization,
the DPRA scheme selects the subchannel with the best CSI in
free subchannel set N for the acceptable highest modulation
order. In other words, from €2, and N°®, an optimal pair of
user and subchannel (k*,n*) would be chosen to maximize
the system throughput and fulfill the QoS requirement. The
function is shown below.

Function: User—Subchannel Selection
Ymax = MaXken(Vk,s), Vs € {UGS, rtPS, nrtPS}
Qh = {k}‘k = argmaxkeg('yk,s)
Vs € {UGS, rtPS, nrtPS}}
(k*,*n*) = ;arg maxkenh,neNfree(hk,n)
NF = Nk 4 {n*} [ |

Step 2—Highest Modulation Order Assignment: Once an
optimal pair of user and subchannel (k*,n*) is selected, the
highest modulation order assignment and its associated power
allocation given in (10) for user £* on subchannel n*, or the
largest xg"n) are performed. Note that the power alloca-
tion gets its maximum power constraint, which is denoted by
Dk max- The selected user £* will be removed from the set of
backlogged users if even QPSK cannot be assigned for power
constraint violation. The function is given below.

Function: Highest Modulation Order Assignment
while pgs (BER’,‘C*,xfﬁt;)* +2) < P+ max
alm) =) 42
end while
ifryr) =0
then Q=Q—1{k*}, N =N¥ —{n*}, andgotostep 1. W

Step 3—Allocation Slot Calculation: The number of bits that
user k* can transmit on subchannel n* in the first assigned
slot is given by x,(ﬁ";) - q since each subchannel contains ¢
subcarriers. Let ag» be the number of slots required for user &*
to transmit residual bits of HOL packets of all service types and

Q= = be the number of allocation slots that the system can
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assign to user £* when the allocation starts in subchannel n*.
Note that if y1,.x > V&,BE, this means that there are some more
urgent services in user £* and that its BE data will not be con-
sidered for allocation this time. Because slots (1 ~ £,,« — 1) of
subchannel n* have already been allocated to other users before,
if the remaining slots (L — ¢,,- + 1) in subchannel n* that can
be allocated to user k* is not sufficient, it is assumed that the
available slots of the two subchannels next to subchannel n*
will be considered for allocation to user k* due to the proposed
consistent allocation mechanism.

Function: Allocation Slot Calculation
if Ymax > Yk,BE

(én*)

o ’V'Yk*,UGS + Bp+ rtps + Bk*,nrtPS—‘
ke =
‘rk’*,n* g

else

(en*)

e — ’V'Yk*,UGS + Bi+ rtPs + Bi+ nrtps + Br+ BE
=
mk*,n* N q

&k:*,n* = Qg+
if O e > L — L= + 1
ifagr p — (L — by +1) > L — lpe i
if Qgr px —(L—Lp+1)—(L—lprgq) < L—lpni2
@k:*,n* = Q*
else Qpx pr =(L—lp++1)+(L—Lpopa)+(L — Ly y2)
else Qux px = Qi
else Q= p = Qi |

Step 4—Power Rechecking: If oy ,~ > L, user k* can pos-
sibly simultaneously transmit on the same slots of more than
one subchannel. Since we only check the transmission power
on subchannel n* at Step 2, the power constraint should be
rechecked if it is still satisfied. If the power constraint is vio-
lated, the number of slots allocated to user k* will be decreased
until the power constraint is fulfilled. The function is given
below.

Function: Power Rechecking
c= I—dk*,n* /L~|
ifdk*,n* > L
while p,(f"n) (BER;j., x,(f*”;)) € > Pr* max
Qe e = L - (c—1)

c=c—1
end while
end if. |

Step 5—Maximum Available Slot Finding: I](f:’;l Q- Qpx

would be the total number of available bits that the system can
allocate to user k£* from subchannel n*. If it is smaller than the
actual number of required bits, which is x,(f"n) -q - =, the
QoS requirements will not be fulfilled. Thus, we will search for
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other subchannels and choose the one for user £*. The function
is shown below.

Functlon maximum available slot finding
_ Low
lka* ‘4 Qe e < $](€ n)* q - O
if N — NF £ ()
n* = arg max,, ¢ ytree_ yr* (Ren), N8 = N¥° + {n*}
o (e Low
while p{) (BER., 2\ +2) < pre mmax

e\ n) = :v,(f) +2
end whlle

end if
(£ )
lka* n*

Lo

else n* = arg max,,¢ & (m,g*’Ln)
else

P (‘gn

n* = argmax,,c y+ (2.

> 0, go to step 3

“ Ok* )
g ) m
n k*mn)-

Step 6—Remapping: Due to the consistent allocation, slots
allocated to user k* must sequentially be from a certain (£, )
slot of subchannel n* to slots of the next subchannel (n* +
1 or n* + 2). However, slots of the next subchannel may have
been allocated to other users. To fulfill the slot allocation
constraint, the slots that have been allocated to other users had
better shift to the neighboring available slots. This process of
shifting is called “remapping.” Let o+ be the length that needs
to be shifted in unit of slots for user k*. Thus, the user besides
k* that was originally allocated at the /th slot on subchannel n*
will be shifted to the (¢ 4 oy« )th slot. Note that if (¢ + op~) >
L, it will be shifted to the slot of the next subchannel.

Function: remapping
(oo +1) _ (e t2) _ (D) 2
k* * k* k* * k*
Uk* = ak* n* (L gn* + 1)
forn=n"4+1to N
for{=1to L
. ¢
i rex xf& >0
k = arg maxkeK(x,(ﬂ)
ifl+op- < Landn=n"+1
o) O O g .0
kn kn k, - Yk T
else 0 + o i L andLv)”A =n*+1
. Fopx—
lfzkeK Tj 1 >0
k = arg maxkeK(m,(f:i’f _L))
ifk=k
= max{£|x
(e*+1
lekeK Ty n+1) >0
(€ +1)

k= arg maxyex (), .17 )
£ = max{/| <§>

e _ o o

xl},n—i-l =z =0

(€x)
k* n*

bs1 > 0}

£** 41 £*+1
!l +):x£ +),
kn+1
4 £
(0 _ (e

N k*,n*

k,n’ k n

(€n*)

e
0 2O 0,00 = afle)

(
k,n+1 kE,n
else

= 14 0
max{ |:rk - >0}
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LD _(hope L) (ttor—L) _ (0)
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Fig. 1 shows the flowchart of the proposed DPRA scheme.
The DPRA scheme will continuously be executed until there
are no free subchannels or no backlogged users. Note that the
DPRA scheme is a kind of greedy algorithm, which can find
a near-optimal solution for the optimization equations given in
(15)—(18) [14]. Furthermore, the functions in Steps 3—6 are the
consistent allocation customized for IEEE 802.16 systems.

IV. SIMULATION RESULTS AND DISCUSSIONS
A. Simulation Environment

In the simulations, the system parameters of the uplink
OFDMA environment are set to be compatible with the IEEE
802.16 standard [1], and the scalable parameters are config-
ured according to the suggested values in [17] and listed in
Table 1. Furthermore, slow fading and fast fading for wireless
channels are considered. The path loss is modeled as 128.1 +
37.6log R(dB) [18], where R is the distance between the BS
and the SS in unit of kilometers. The shadowing model is
assumed to be lognormally distributed with zero mean and a
standard deviation of 8 dB. Six taps of independent Rayleigh-
distributed path are adopted for the fast-fading model, and the
power delay profile follows the exponential decay rule. The CSI
is assumed to be invariant within a frame and varies from frame
to frame.

B. Source Model and QoS Requirements

Four types of traffic corresponding to UGS, rtPS, nrtPS,
and BE are considered in the simulations. The first one is
voice traffic for UGS and is modeled as the ON-OFF model
[19]. The ON (OFF) time is exponentially distributed with a
mean of 1 (1.35) s. During the ON period, one voice packet is
generated every 20 ms with a fixed size of 28 B including the
payload and header. Thus, the mean data rate of voice traffic
during the ON period is 11.2 Kb/s [20]. The second service
type is video streaming traffic for rtPS. The video streaming
consists of a sequence of video frames regularly generated
with an interval of 100 ms. Each video frame is composed
of eight slices, and each slice corresponds to a single packet.
The size of each packet is in truncated Pareto distribution, and
the interarrival time between two consecutive packets is also
distributed with truncated Pareto distribution. The parameters
of the video streaming model are configured according to [18]
and [19], and the data rate is 64 Kb/s.

The third service type is web browsing Hypertext Transfer
Protocol (HTTP) traffic for nrtPS [18]. It is modeled as a
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Fig. 1. Flowchart of the DPRA scheme.

sequence of page downloads, and each page consists of a
sequence of packet arrivals. Each page is composed of a main
object and some embedded objects, which can be divided into
several packets. The maximum transmission unit of each packet
is 1500 B. The interarrival time between two downloaded pages
is exponentially distributed with a mean of 30 s. The sizes of
both the main object and the embedded object are in truncated
lognormal distribution with a mean of 10710 and 7758 B,
respectively. The last service type is File Transfer Protocol

neN _NF

N =N+

order to fulfill power
constraint?

<
I«
no
A 4

)

. @) —
n =argmax(x.” -a.
neN® k.n k.

(FTP) traffic for the BE service, which is modeled as a sequence
of file downloads. The size of each file is in truncated lognormal
distribution with a mean of 2 MB, a standard deviation of
0.722 MB, and a maximum value of 5 MB. The interarrival
time between two files is exponentially distributed with a mean
of 180 s. Finally, the QoS requirements for each service type
configured in the simulation are listed in Table II. Furthermore,
the values of Dy, and T}y, given in (2) and (3) are set to be 2
and 1, respectively; the a given in (3) is set to be 1.
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TABLE 1
SYSTEM-LEVEL PARAMETERS
Parameters Value
Cell size 1.6 km
Frame duration 5 ms
System bandwidth S MHz
FFT size 512
Subcarrier frequency spacing 10.9375 KHz
Number of data subcarriers 384
Number of subchannels 8
Number of data subcarriers per subchannel 48
OFDMA slot duration 102.86 15
INumber of slots for uplink transmission per frame 16
Maximum transmission power for each SS 23 dBm
Thermal noise density -174 dBm/Hz
TABLE 1II
QoS REQUIREMENTS OF EACH SERVICE TYPE
Traffic type Requirement Value
Required BER 1073
Voice (UGS) Max. delay tolerance 50 ms
Max. allowable packet dropping rate 1%
Required BER 104
Video (rtPS) Max. delay tolerance 15 ms
Max. allowable packet dropping rate 1%{
Required BER 10°
HTTP (nriPS) Min. transmission rate 100 Kbps
FTP (BE) Required BER 10°

C. Performance Evaluation

To analyze the performance of the proposed DPRA scheme,
the DPRA scheme is compared with the optimal method,
which obtains the optimal solution by exhaustively solving the
mathematical equations given in (15)-(18). However, when per-
forming the consistent allocation for a user, the optimal method
will choose the sort of consistent allocation that achieves the
maximum system throughput. The DPRA scheme is also com-
pared to one conventional scheme called the EFS algorithm,
proposed in [10]. The EFS algorithm allocates slots to each
service according to the order of UGS, rtPS, nrtPS, and BE,
where UGS (BE) has highest (lowest) priority. At each slot time
interval, it assigns a slot of the selected subchannel to the user
with maximum transmission rate on that subchannel. If all the
subchannels of a certain slot interval are exhausted, the EFS
algorithm will move to the next slot interval and iteratively
perform allocation slot by slot. It is an intuitive algorithm, and
its performance is close to an optimal solution [10], [14].

For simplicity, based on the allocated subchannel, modula-
tion order, and available slots, the DPRA scheme will perform
consistent allocation for each service type of the selected user.
Sequential slots on the selected subchannel will be allocated
in order for UGS, rtPS, nrtPS, and BE until the available slots
are used out. In the simulations, the number of users is varied
from 4 to 40. Each user is assumed to have voice, video, HTTP,
and FTP traffic. The maximum system transmission rate per
frame, which is equal to 7.3728 Mb/s, can be achieved when the
highest modulation order is assigned in each slot. We define the
traffic intensity as the ratio of the total average arrival rate of all
service types of all users over the maximum system transmis-
sion rate. In addition, the average arrival rate for voice, video,
HTTP, and FTP is 4.8, 64, 14.5, and 88.9 Kb/s, respectively.
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Fig. 2 shows the system throughput versus the traffic inten-
sity. It can be seen that the system throughput of the proposed
DPRA scheme is close to that of the optimal method; the
former is just less than the latter by an amount of 3.58% at
a traffic intensity of 0.8. This conforms to the statement in
[14]: the result of the greedy method is close to the optimal
solution when the number of users is large. It can also be found
that the proposed DPRA scheme achieves a higher system
throughput than the EFS algorithm, particularly at higher traffic
load because at high traffic intensity, the proposed DPRA
scheme can dynamically adjust the priority values, and the
more urgent service will be given a higher priority value and
allocated more resources to avoid packet dropping. The DPRA
scheme can more effectively allocate the radio resource. On the
other hand, the EFS algorithm performs slot-by-slot allocation
using a fixed priority scheme and can gain performance close
to the optimal solution. The EFS algorithm attains a system
throughput as large as that of the DPRA scheme until the traffic
intensity exceeds 0.6. However, due to the lack of dynamic
priority, which reflects the urgency of each service, in the
EFS algorithm, more packets may be dropped, and the system
throughput degrades at high traffic intensity.

Fig. 3 shows the packet dropping rate of voice traffic. The
proposed DPRA scheme, the optimal method, and the EFS
algorithm attain voice packet dropping rates close to zero,
which fulfills the voice QoS requirement of 1%. The reason for
this is that these three schemes allocate the voice traffic for UGS
a constant amount of bandwidth and that the resource allocation
is a priori to others.

Fig. 4 shows the packet dropping rate of video traffic. The
video packet dropping rate of the DPRA scheme keeps smaller
than the QoS requirement of dropping rate (1%) until the traffic
intensity is above 0.9. On the other hand, the video packet
dropping rate of the optimal method (the EFS algorithm) is
guaranteed until the traffic intensity is above 0.7 (0.6). The
DPRA scheme designs an appropriate dynamic priority value
for each service, which is adjusted frame by frame. According
to the QoS requirements of video traffic, the priority value of
video packets can be promoted, and most video packets can
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be served in time to avoid discarding. However, the optimal
method is mainly to maximize the system throughput. Thus,
sometimes, the amount of bandwidth granted to the video
streaming service is not sufficient enough; the EFS algorithm
allocates the system resource to video service right after finish-
ing allocation to voice service.

Fig. 5 shows the ratio of unsatisfied HTTP users, which is
defined as the number of HTTP users whose average trans-
mission rate is less than the minimum required transmission
rate, over all HTTP users. For the DPRA scheme, a high
priority value will be given to the HTTP user if its average
transmission rate is going to be lower than the minimum
required transmission rate. Therefore, the ratio of unsatisfied
HTTP users of the DPRA scheme keeps close to zero, even
when the traffic intensity is high, and the minimum required
transmission rate can be guaranteed. On the other hand, the
optimal method is mainly to maximize the system throughput.
Thus, sometimes, the minimum required transmission rate
cannot be assured when the traffic intensity becomes high. The
EFS algorithm is designed with a fixed priority scheme that
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initially assigns service traffic with priorities according to their
QoS requirements. Thus, their ratios of unsatisfied HTTP users
will increase with the traffic load due to the lack of enough
resources allocated for each HTTP user.

Fig. 6 shows the average throughput of FTP users. For the
EFS algorithm, the FTP traffic will be transmitted only when
voice, video, and HTTP traffic have already been served. Thus,
its average throughput is the lowest. For the DPRA scheme and
the optimal method, the FTP traffic is also specified with the
lowest priority value. However, the DPRA scheme (the optimal
method) achieves the larger (the largest) system throughput, as
illustrated in Fig. 2, thus comes the result. The optimal method
outperforms the DPRA and the EFS scheme by 67.9% and
75.3% in FTP average transmission rate at a traffic intensity
of 0.8, respectively.

Fig. 7 shows the average number of iterations per frame
for the proposed DPRA scheme, the optimal method, and the
EFS algorithm. Here, an iteration is defined as a search for
an optimal pair of user and subchannel from K users and NV
free subchannels to be allocated with a slot. The DPRA scheme
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Fig. 7. Average number of iterations.

takes far fewer iterations than the EFS algorithm. It is because
the DPRA scheme designs a consistent allocation mechanism,
where the iteration computation for allocation to a user in each
frame takes only one time, and the number of slots allocated
to the user could be more than one. Therefore, the number of
iterations by the DPRA scheme is greatly reduced, which is
much smaller than the total number of slots, i.e., N X L, in
a frame. On the other hand, the EFS algorithm performs the
iteration computation for allocation to a user slot by slot. It
searches for an optimal pair of user and subchannel for each
symbol. Furthermore, the EFS algorithm may need more than
one iteration for each slot allocation to an optimal pair of
user and subchannel if there is a power constraint violation.
Thus, the average number of iterations per frame by the EFS
algorithm could be larger than the total number of slots, i.e.,
N x L, in a frame. Moreover, in an iteration, the DPRA and the
EFS just search for a pair of user and subchannel and check the
power constraint. The complexity of an iteration by the DPRA
and the EFS is almost the same and equal to O(K N). It can also
be found that the number of iterations by the optimal method is
much lager than that of the DPRA scheme. The optimal method
takes more than 23 500 iterations, while the DPRA scheme
needs only 23 iterations at a traffic intensity of 0.8.

V. CONCLUSION

In this paper, a DPRA scheme that performs consistent allo-
cation has been proposed for IEEE 802.16 uplink systems with
multimedia traffic. The DPRA scheme intends to maximize the
system throughput and fulfill QoS requirements. It originally
designs a priority value for each service type according to the
urgency and QoS requirements of the traffic and dynamically
adjusts it frame by frame. Simulation results have shown that
the performance of the DPRA scheme is better than the con-
ventional EFS algorithm, which performs allocation slot by
slot. In addition, benefiting from the consistent allocation, the
computational complexity of the DPRA scheme is much less
than that of the conventional EFS algorithm. Furthermore, the
system throughput of the proposed DPRA scheme is close to
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that of the optimal method when the traffic intensity is larger,
but the computational complexity of the DPRA scheme is
much less than that of the optimal solution. Therefore, we can
conclude that the proposed DPRA scheme can reach throughput
maximization and QoS satisfaction with a lower computational
complexity and transmission overhead. The DPRA scheme
would be suitable for real applications.
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