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ABSTRACT

In this thesis a CMOS “focal-plane-shear motion sensor is designed and
implemented. The adopted motion*computation” method is based on the modified
correlation-based algorithms to detect the local motion vectors. The adopted pseudo
BJT-based retinal processing circuit is to sense and preprocess the incident image. The
modified correlation-based algorithm makes implementation robust and compact while
the pseudo-BJT-based retinal processing circuit provides high optical dynamic range,
enhanced contrast, and high noise immunity. In order to detect shear motion, the
arrangement of pixels is along the path of shear motion in the chip of shear motion
sensor. This structure is selective to the preferred shear direction and velocity of the
images.

The sensor has been designed and implemented in a 035 pum
double-poly-quadruple-metal CMOS process. The chip area is 2036 x 1765 um? and

includes 92 pixels. The area of a single pixel is 52.96 x 55.07 um? with a fill factor of



16%. Shear motion is tested under 0.06 mm/sec, 0.09 mm/sec and 0.18 mm/sec and the
velocity deviations are less than 10%. The shear motion selectivity is verified after
tested by three patterns translating at different velocities. The DC power consumption is
3mW at 3V in the dark.

The proposed shear motion sensor has been verified the detection of shear motion.
The structure of a single pixel including the fill factor of photodiode and the area of the
single pixel can be further improved in the future. Moreover, the shear motion sensor
will be integrated with the rotation and the expansion motion sensors to detect 3D

motion.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND OF BIO-INSPIRED SENSORS

Due to the different operational principles of motion detection algorithms, the
focal-plane motion sensors can be distinguished into two main divisions, i.e.
non-bio-inspired motion sensors and bio-inspired motion sensors. The non-bio-inspired
motion sensors used the gradient-based (intensity-based) algorithm. The bio-inspired
algorithms, including the token=based'algorithm, the energy-based algorithm and the
correlation-based algorithm, are used in bio-inspired sensors.

The gradient-based algorithm usually directly evaluates the local image velocity, so
it may spend a lot of hardware to compute spatial and temporal gradients. Moreover,
this algorithm is sensitive to the change of the ambient illumination. Therefore the
gradient-based algorithm is not practical for VLSI implementation because of these
drawbacks. The bio-inspired motion sensors thus have been developed and provide
robust, compact, and accurate implementations.

The bio-inspired motion sensors mimic the functions of motion detection in the
biological visual systems. According to neurophysiological and psychophysical data,
motion analysis in the human visual system can be divided into several stages. First of
all, the retina extracts the local motion cues and is the early processing unit of the
human vision system. The retina is a tiny tissue which lies at the bottom of the eye

chamber. The cross-section view of the retina is shown in Fig. 1.1. When light is



incident from the bottom, it passes through the transparent cells and is transformed into
electrical signals by the photoreceptors at the top. The primary signal pathway proceeds
from the photoreceptors in the photoreceptor nuclear layer through the synopses to the
bipolar cells, and then to the ganglion cells. In some signal pathway, the ganglion cells
receive signals from the amacrine cells. The horizontal cells are located just below the
photoreceptors whereas the amacrine cells just above the ganglion cells. The horizontal
cells mainly transform the photoreceptor output response into a function of average

illumination in both time and spatial domains.

Fig. 1.1 The cross-section view of the human retinas



The outputs of ganglion cells are further sent to the first stage of visual cortex,
primary visual cortex (V1), the component of motion that is orientated in a direction
perpendicular to the orientated of elements in the image is extracted. The following
stage is the middle temporal (MT) area where the local-motion vectors over portions of
the image are combined to compute less local estimates of pattern translation. Finally,
the neurons in the middle superior temporal (MST) area and in the fundus of superior
temporal sulcus visual (FST) area integrate the estimation of translation motion from
MT to compute more complicated non-local motions, such as global translation,
expansion, rotation and shear.

The biological visual system shows excellent capability of motion detection.
Therefore much research effort has been devoted into the bio-inspired motion sensors
according to the characteristics of the biological visual system. The motion detection
algorithms, including the token-based algorithm, the energy-based algorithm, and the
correlation-based algorithm, have been' proposed. In the token-based algorithm, the
token must be very reliable and the image-processing for token extraction has to be very
accurately. Besides, the similarities. between different tokens give rise to the
correspondence problem. It confuses the subsequent computation and tracking of
motion. The energy-based algorithm gives reliable measurement of velocity, but it
requires lots of spatio-temporal filters and is difficult for VLSI implementation.
Correlation-based algorithm is simple, robust and compact, and thus becomes the most
practical algorithm for circuit implementation. The correlation-based algorithm is based
on the idea that correlates a pixel with the neighboring pixels with certain time delay. If
the time for which the image moves from a pixel to its neighboring pixel is equal to the
delay time, then the intensity at output of the correlation is the greatest. Based on this
concept, the correlation-based algorithm has the direction selectivity property, but
additional computation is required to obtain the value of velocity. In 2002, Huang et al
proposed a CMOS focal-plane motion sensor with modified correlation-based algorithm

[1]. This design preserves the characteristics of the correlation-based algorithm and



further computes the value of velocity.

1.2 RETINAL PROCESSING CIRCUITS

The retinal processing circuits has been researched for a long time. The Mead’s

silicon retina chip implemented the functions of outer-plexiform layer including photo

receptor cells, horizontal cells and bipolar cells. In the Andreou and Boahen’s silicon

retina model, it coupled the photoreceptors and horizontal cells by electrical synapses to

achieve the high dynamic range. To considerate the integration with other integrated

circuits, the BJT-based silicon retina is proposed. A more detailed review of several

representative retinal processing circuits is addressed in Chapter 2.

Due to the superior image processing capability of the biological retina, retinal

processing circuits have been developed to ‘mimic the operational principles of

biological retina. There are somemajor_superior features of retinal processing circuit to

the conventional CMOS and CCD image Sensors:

(1)

(@)

3)

Global light intensity adaptation: In the -natural environment, it has extremely
high dynamic range. The variation‘of‘reflectance is in the order of 30 dB, but the
variation of illumination is up to 180 dB in the natural scene [2]. This gives a
great challenge for artificial image acquisition. With technique of circuits, the
retinal processing circuits mimic the vertebrate retina to achieve high dynamic
range.

Local light intensity adaptation: By adaptive integration time or the global
automatic gain control, conventional imagers can solve the dynamic range
problem. The two methods, however, usually suffer from non-uniform
illumination. It has been shown that retinal processing circuits could work well
even under non-uniform illumination [3].

Edge detection/enhancement: A simple resistive network usually is essential to

perform approximately Gaussian smoothing function, which is meant to mimic



the function of the horizontal cells in biological retina. The original signal is
subtracted by the smoothing output to enhance the edge [4].

(4) Data compression: Considerable data compression is realized with a foveated
structure of image array which is found in the primate’s retina. This structure
gives good resolution in the center to perform the complex image processing,
while keeping a wide view field, with still enough resolution for rough, but

valuable, image processing [5].

1.3 RESEARCH MOTIVATION AND ORGANIZATION OF THIS
THESIS

1.3.1 Research Motivation

Rotation Expansion Shear
Fig. 1.2  Elementary flow components (EFCs)

Mathematically, optical flows can be decomposed locally into div (or
contraction/expansion), curl (or rotation), and def (or shear), up to a translation [6].
Rotation, expansion (or contraction) and shear (or deformation) are called Elementary
Flow Components (EFCs) as shown in Fig.1.2. These invariants can be used to describe
the relative motion between an observer and his surroundings, and also the 3D structure
of the surroundings. On the other hand, some electrophysiological recordings of the

cortical neuron of the monkey have revealed that some neurons in Medial Superior



Temporal (MST) area of the visual cortex are selective to rotation,
expansion/contraction, combinations of these stimuli, and translation in a given
direction. It has been observed that another group of neurons in the fundus of superior
temporal sulcus visual area (FST) of visual cortex is sensitive to shear. While rotation
and expansion determine the relative motion between the observer and his surroundings,
shear depends only on 3D structure of the environment [7]. Therefore, to describe the
more complicated motion, the motion sensor which has a new structure to detect EFCs
is studied. In [8], a focal-plane rotation motion sensor is proposed but it is not enough to
achieve the objective to detect the complex motion. The detection of shear has not been
explored yet.

It is the aim of this thesis to overcome the difficulty of extracting the information
of shear motion in the conventional focal-plane sensors. In order to fit shear motion
model, the pixels of this proposed shear sensor are placed in a shear-motion structure to
ensure the detection of shear-motion. The modified correlation-based algorithm is
adopted to reduce the silicon area overhead of a single pixel as well as provide the
information of the value of velocity.. As the advantageous features addressed in the
Section 1.2, the retinal processing circuit is used to be the image acquisition circuit so
that the robustness and correctness of motion computation are enhanced. The

focal-plane shear motion sensor is the first one in the literature that can detect shear.

1.3.2 Thesis Organization

This thesis contains five chapters. Chapter 1 introduces the background of the
bio-inspired motion sensors in the first place. The motion analysis in the human visual
system is addressed along with the structure and the functions of biological retina. Then,
the concept and the advantages of the bio-inspired motion processing are discussed.
Furthermore, the retinal processing circuits, which mimic the functions of biological

retina, are described and the advantages are also described.



In Chapter 2, the reviews of the retinal processing circuits and the focal-plane
motion sensors are given. In the review of the retinal processing circuits, the operational
principles and circuit implementations of several representative retinal processing
circuits are described. In the review of the focal-plane motion sensors, motion sensors
which are based on the correlation-based algorithm are emphasized since this algorithm
is adopted in the design of this thesis.

In Chapter 3, the architecture and circuit of the proposed shear sensor is presented.
This design is mainly divided in to two parts, which include core and motion
computation circuits. The operational principles are described from the image
acquisition to motion computation method and eventually the direction as well as
velocity determined. MATLAB simulations are also given in this chapter to confirm the
direction-selectivity. The proposed design can recognize shear motion and further find
out the displacement.

In Chapter 4, the measurement.results are introduced. The chip is fabricated by a
0.35 um double-poly-quadruple=metal '€MOS process. The chip area is 2036 x 1765
um? and the area of a single pixelis'52.96 x 55:07 pm? with a fill factor of 16%. It is
tested under the shear and reversed-shear pattern moving at 0.06 mm/sec, 0.09 mm/sec
and 0.18 mm/sec. The deviations are less than +10%. Three patterns, an edge, a car
and the Lenna are used to confirm that this design is able to dismiss translation.

Finally, the conclusions of this thesis are summarized in Chapter 5. Some
suggestions for the future works about the implementation of the shear motion sensor

are addressed in the chapter.



CHAPTER 2

REVIEWS OF RETINAL PROCESSING CIRCUITS AND
FOCAL-PLANE MOTION SENSORS

2.1 REVIEW OF RETINAL PROCESSING CIRCUITS

(1) Mead’s Silicon Retina [9]

According to physiological-recordings, the photoreceptors’ electrical response is
logarithmic in light intensity over. the 'central part of:the photoreceptors’ range, as are
the response of the other cells in the distal retina: Fherefore in the Mead’s silicon retina
as shown in Fig. 2.1, the photoreceptor has been implemented using parasitic
phototransistors and diode-connected MOSFETSs to perform the function of logarithmic
compression of the photocurrent.

The connections between horizontal cells in most species are through gap junctions
to propagate electronic spread. In this resistive continuous network, the lateral spread
of information at the outer-plexiform layer is thus mediated. As illustrated in Fig. 2.1,
the voltage at every point of the resistive network represents a spatially weighted
average of the photoreceptor inputs. The less weight is given to the input which is from
the farther away point in the network. The space constant of the network can be changed
by either varying the conductance of the transconductance amplifier or the strength of
the resistors. The effective area which the signals are averaged is changed along with

the space constant.



The bipolar cell is implemented by a transconductance amplifier in Mead’s retina.
It mainly amplifies the difference between the photoreceptor signal and the horizontal

one.

Fig. 2.1 ~ Mead's silféon retina

=l =
- -
i
=]
]

(2) Andreou and Boahen’s Silicon Retina 10} -

/V‘ R // Receptors

Gap P Synapses
J unct.lons\
H Horizontal
Cells

Fig. 2.2  The model of the outer-plexiform layer of retina. Reprinted from [10]

Fig. 2.2 shows Andreou and Boahen’s retina model which is different from Mead’s.



In this model, the photoreceptors are activated by light and produce activity in the
horizontal cells through excitatory chemical synapses. The horizontal cells suppress the
activity of photoreceptors through inhibitory chemical synapses. The photoreceptors and
the horizontal cells are electrically coupled to their neighbors by electrical synapses.
These allow ionic currents to flow from one cell to another, and are characterized by a
certain conductance per unit area. In the biological system, contrast sensitivity, which
means the normalized retinal output is proportional to local contrast, is obtained by
shunting inhibition. The horizontal cells compute the local average intensity and
modulated a conductance in the cone membrane proportionately. Since the current
supplied by the cone outer-segment is divided by this conductance to produce the
membrane voltage, the cone’s response will be proportional to the ratio between its
photo stimulus and the local average, which represent the local contrast. This is a
simplified model of the complex ion-channel dynamics. The advantage of performing
this complex operation at the focal plane is that-the dynamic range is extended. Actually,

this advantage comes from the local automatic gain control.

Fig. 2.3 Andreou and Boahen’s silicon retina

A current-mode circuit implementation is proposed as Fig. 2.3 where the gap

10



junctions are realized using NMOS resistance while the chemical synapses are
implemented using nonlinear transconductance. The photoreceptors R are implemented
as nodes in the top layer of resistive network and the horizontal cells H as nodes in the
lower layer. The two layers are coupled vertically using the two transistor current
controlled current conveyers and laterally using resistive networks. A parasitic
photo-BJT transforms light into current and further sources current to the photoreceptor
nodes. At the same time, M2 sinks current from photoreceptor nodes. These operations
thus realize the excitation and inhibition in the biological system. M1 sources current to
excite the horizontal nodes. The bias current Ix at the source of device M1 determines
the transconductance. Due to subthreshold operation of these devices, the voltages

encode photocurrent logarithmically and result in a large optical dynamic range.

(3) BIT-based Silicon Retina [11] "

Isolated
PNP

Fig. 2.4 BJT-based silicon retina

11



In the BJT-based silicon retina architecture, the operation of the photoreceptor is
realized by the parasitic PNP photo-BJTs in N-well CMOS technology with open bases.
It is used to sense the light and generate photocurrents similar with photoreceptors. The
resistive smoothing network, which is formed by connecting all bases of silicon retina
array through MOSFETS, mimics the smoothing function of the horizontal cells. The
two-dimensional silicon retina array is shown in Fig. 2.4. Each cell is consisted of an
isolated PNP phototransistor as a photoreceptor and a smoothing PNP one as a
horizontal cell. When the light is incident upon one cell, it is simultaneously incident
upon the two floating bases of both phototransistors. The electron-hole pairs are
generated at and nearby the depletion region of the two base-collector junctions. The
generated electrons are swept into the base region by the force of the electric field in the
depletion region, the holes are swept into the collector region and the excess electrons
are diffused out through the MOSFETs resistor “array in the following. The carrier
diffusion and distribution results-in.the emitter currents of silicon retina array perform
the smoothing function of vertebrate.retina. The smoothing range can be adjusted by
controlling the gate voltage of NMQS:in Fig. 2.4. Fherefore, the characteristic helps this
structure overcome wide-ranging variations of intensity or contrast since MOS device

provide a wide range of resistance values.

(4) Pseudo-BJT-based Silicon Retina [12]

In the designs mentioned above, vertically parasitic PNP BJTs are used to
implement functions of the photoreceptors and the horizontal cells. The
common-emitter current gain of vertically parasitic PNP BJTs, however, decreases
while the N-well CMOS technology moves toward more advanced. Thus the area of
parasitic PNP BJT is usually enlarged to achieve the same current gain.

To solve the problem, a new circuit structure which is called

pseudo-bipolar-junction-transistor (pseudo-BJT) is developed. Fig. 2.5 shows both the
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circuit diagrams and symbols of NPN and PNP pseudo-BJTs. The NPN pseudo-BJT is
composed of two n-type MOSFETSs while the PNP is two p-type ones. The structure of
pseudo-BJT is similar to the current-mirror circuit. Therefore the common-emitter
current gain is approximately (W/L) 1/(W/L) , for NPN pseudo-BJT and (W/L) 3/(W/L) 4
for PNP. This gives a robustly and precisely current gain designed by adjusting
geometric parameters of MOSFETSs in the pseudo-BJT. The area is much smaller than

that of a vertically parasitic BJT under the same current gain.

(WIL), “_"_l (WIL),
11 2

T

@)

(WIL)3 p_._d (WIL)s

(b)
Fig. 2.5 The circuit diagrams of (a) NPN pseudo-BJT and (b) PNP pseudo-BJT and their device

symbols

According to these superior features, pseudo-BJTs are more feasible than vertically
parasitic BJTs to realize silicon retina. The PNP pseudo-BJT, Qi;, with a reversely

biased photodiode, Dj, is used as the photoreceptor, while the NPN pseudo-BJT, Qi,,
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with a reversely biased photodiode, Dj;, and smoothing resistors R is used to form the
retinal smoothing network, as shown in Fig. 2.6. The output signal, loyri, is the
difference between collector currents of pseudo PNP BJT, Icj, and the pseudo NPN BJT,
Ici,. The output current signals can be converted to voltage signals through suitable

read-out circuits.

VD
Photoraceptor '~ Photoracaptor ‘o0 Photoracaptor o

N e ) Oy Tm % D "

S - < L= e
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R T ke 2

Retinal Smoothing Network L, <

Fig.2.6  Pseudpo-BJT-based silicon retinaZReprinted from [8]

2.2 REVIEW OF FOCAL-PLANE-MOTION SENSORS

Since motion provides rich information in understanding the environment, thus
much research effort has been devoted into topics related to motion detection. In the
conventional image processing system, it will create a heavy computational load for
system even to perform the simplest task which human visual system can do. Therefore it
has great difficulties to meet the requirements, which include inexpensive, low-power,
compact, operation with a wide optical dynamic range, and working in real time, in the
application for portable devices. There is a solution which is using application specific
integrated circuits (ASICs) to overcome the heavy load of computation. In this approach,
data transmission is still a bottleneck. Focal-plane image processing approach, which

integrates the image acquisition and processing into a single chip [13], is therefore
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developed to speed up data transmission between main function blocks.

The close interaction between image acquisition and processing units is the most
salient feature of focal-plane image processing. Three levels of integration can be realized
in focal-plane image processing: that is, processor per pixel, processor per column, and
processor per chip. It is no doubt that the architecture of processor per pixel will provides
the fully parallel and fastest image processing, but it may not be the optimum solution
considering along with pixel area, fill factor, and power consumption.

To detect motion, the spatio-temporal processing has to be performed since motion
analysis is related with both space and time. For the spatial image processing, each pixel
has to interact with its neighboring pixels to extract spatial information. To perform the
temporal image processing, image has to be stored in memory elements in a discrete-rime
circuit while image is stored in delay elements in a continuous-time circuit. The number
of memory or delay elements required in each pixel equals the number of past image
frame needed in the processing.-In_most real implementations it is only practical to use
one past image frame to prevent too many-memories used.

The advantages of focal-plane‘metion processing include:

(1) Speed and parallelism: Focal-plane image processing has higher achievable
processing speed than that of camera-processor combination. The reason is the
parallel structure between the imager and the processing unit and thus increased
the data transfer bandwidth along with reduction of the data to be transferred.

(2) Size: The close interaction between the image acquisition and processing units
allows a single chip implementation and achieves a compact system. Obviously,
the size is smaller than the conventional implementations.

(3) Power dissipation: The focal-plane image processing makes use of analog
circuits operating in the subthreshold region, the weak operating currents result
in low power dissipation.

(4) System integration: The focal-plane image processing may comprise most

modules required for building a vision system. Since System-on-Chip (SoC) is
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the trend in the future, this is a great advantage over the camera-processor
option.

(5) High optical dynamic range: With the capability of spatio-temporal image
processing, the focal-plane image processor can extract the average light
intensity of the image and adjust the intensity of output to be adaptive to the

average light intensity. Therefore, a high optical dynamic range can be achieved.

Prefer{red direction with negative output

outputl output2 output3

Fig. 2.7  The bi-directional correlation model

To detect motion, the motion detection algorithms adopted in focal-plane image
processor include the gradient or intensity —based algorithm, the token-based algorithm,
the energy-based algorithm, and the correlation-based algorithm. In recent years, studies
have shown that correlation-based processes are responsible for motion detection in many
animals, including humans. As addressed in Section 1.1, the correlation-based algorithm
has superior features, that is, robustness and compactness. Therefore, this section puts
more emphasis on the discussion of the correlation-based algorithm. Fig. 2.7 shows a
correlation-based algorithm model which performs bi-directional correlations. Ph is the

photo-circuit, D is a time delay element with a time delay, and C is the correlator. The
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delayed signal is sent to the correlators in the neighboring pixels along preferred positive
and negative direction paths. The sign of the output signal of the correlator depends on
the direction of motion. When the object moves from Phl to Ph3 (Ph3 to Phl), the
correlator C2 outputs a positive (negative) signal. To make the output robust, the
photo-circuits usually incorporate with certain spatial or/and temporal processing
capability. Thus, the correlation is often performed on the features, e.g. edges, rather than
the image itself.

In the following, some focal-plane image sensors are reviewed.

(1) A CMOS Focal-Plane Motion Sensor With BJT-Based Retinal Smoothing
Network And Modified Correlation-Based Algorithm [1]
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Fig. 2.8  Structure of a single pixel. Reprinted from [1]

In this design, it uses retinal processing circuits to sense image and further detect

preferred global motion based on the modified correlation-based algorithm. Both
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techniques on circuit implementation can overcome the delay time accuracy, limited
tunable range of delay time and larger pixel area when both spatial and temporal edge
detectors applied in conventional image sensors.

Fig. 2.8 is the structure of a single pixel used in this proposed sensor. Each pixel of
the 32 x 32 array includes the BJT-based retinal processing circuit, two registers, five
correlators, and five shift registers. After sensing image tested, the output of the retinal
processing circuit is then sent to CF, which memorizes the current frame, and PF
samples the data from CF after a clock cycle controlled by sample in Fig. 2.8. The
output of CF is then correlated with the output of PF and the outputs of PF from its
immediate neighbors. The outputs of the five correlators are next sent to shift registers
to be accumulated by back-end accumulators. The shift register can receive the output
of the correlators if the control signal is high while it can receive the data from the left

pixel if the signal is low.

outside arrary «g— 1 |
todown . M_ M,
cell ctina_out
A Q] QE
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BIT, ¢ BIT

inverter A VSs imverter B

Fig.2.9  Structure of the BJT-based retinal processing circuit. Reprinted from [1]
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The implementation of the BJT-based retinal processing circuit is depicted in Fig.
2.9. An isolated photo-BJT is used as the photoreceptor, a smoothing photo-BJT with
adjustable N-channel MOSFET resistors is used to form the retinal smoothing network,
and a current-input CMOS Schmitt trigger and two inverters are included. The base of
the smoothing photo-BJT is connected to the photo-BJT Q;’s four nearest neighbors, via
the N-channel MOSFET resistors Mg and Mg, Whose resistance is controlled by the
gate voltage Vsmooth, forming the smoothing network. The transistors Mins, Mips, My and
Mini, Mipi, M, are used to virtually bias the emitters of Q1 and Q; at Vpias. Mip, Min, and
M. are common to all pixels. The current-input CMOS Schmitt trigger comprises M,
Msr, Mi, Mir, Mg, and Mg, transistors. The voltage Vs is used to adjust the threshold level.
The transistors Mpi, Mp2, Mp3, and My, are used to mirror the emitter current of Q, to the
current-input CMOS Schmitt trigger. The inverters A and B amplify the output of the
current-input CMOS Schmitt triggér to VDD or VSS so that the signal is converted
from analog to binary.

The modified correlation-based algorithm is adopted in the proposed motion sensor.
All the outputs of the correlator along the preferred direction are accumulated by the
accumulator throughout the array to determine the correlation output. The correlation
output is used to calculate the displacement in a sampling period. In the proposed
motion sensor, the output of PF is shifted to the four nearest neighbors in the +x, -x, +y
and -y directions so that the displacement along these four directions can be determined.
The corresponding correlation outputs are C(+x), C(-x), C(+y), and C(-y), respectively.
The correlation output between the output of PF without shift and the output of CF as
defined by C(no) is also determined and is used to calculate the displacement. The five
kinds of correlation outputs are further averaged over 16 sampling periods and are
defined as C,(+x), Ca(-x), Ca(+y), Ca(-y), and C,(no), respectively. The calculated
displacement Ax in the +x or —x direction normalized to the distance between two

adjacent pixels can be expressed by the averaged correlation outputs as
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AX _ M, —m,

P 2*[C,(no)—m,]
M, = MAX {C, (+X),C, (~X)} (2.1)
m, =min{C, (+x),C, (—x)}

Similarly, displacement Ay in the +y or —y direction can be expressed as

Ay M, —m,

P 2*[C (no)- y]
'V'yE AX{C,(+Y),Co(-Y)} (2.2)
m, =min{C, (+y),C,(-y)}

The direction of motion can be determined by comparing the amplitude of C,(+x) with

that of C4(-x) as well as C,(+y) with that of C4(-y). The directional angle is given by

M, -m
tang="Y ="y "y
-m

AX M (2.3)

x — My
If the displacement and direction_of motion is calculated without using the averaged
correlation outputs, the pattern-related deviations are significant. Besides, this also helps
to express the displacement between 0 and P. Since each pixel is correlated only with
the nearest neighbors, it is a criterion that the displacement per frame of the image
under test cannot exceed P.

Notably, during shifting of the previous image frame, the boundary pixels are fixed
at zero for simplicity. Therefore, the correlation at the boundary yields errors when
calculating C,(+x), Ca(-x), Ca(+y), and C4(-y). The boundary condition, however, does

not influence the calculation of C,(no) since no shifting is introduced in the calculation

of C4(no). To calibrate this boundary condition, two factors b; and b, are added to (2.1)

and (2.2).
AX M, -m +bl
A X (2.4)
P 2*[C,(no)-m, —b,]
ﬂ: y_my"'bl
P 2*[C,(no)-m, b, | (2.5)

The value of by is chosen to be half the number of pixels at one side of the boundary

while b, is half of b;.
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Fig. 2.10 illustrates the architecture of the proposed focal-plane motion sensor,
which includes the 32 x 32 pixel array and the peripheral circuits, including five sets of
6-b accumulators for each row, and five sets of 11-b accumulators. The data in the five
11-b accumulators are read out as C(+x), C(-x), C(+y), C(-y), and C(no), respectively.

The average, displacement, and direction are calculated off-chip by software.

6-bit accumulator
pixel array (5 sets per row)

‘l'.'“f“f“'“! LAAAAARARAAAAAAARARA]

BT

Ci{no)

y —C 1]
E?xj --------------- . cty) I 11-bit accumulator
> TYrYY ) (5 sets)
off-chip

displacement calculation

Fig. 2.10 The architecture of this proposed focal-plane motion sensor. Reprinted from [1]

This work presents a real-time CMOS focal-plane motion sensor that uses the
BJT-based retinal processing circuit and a modified correlation-based algorithm. The
correlation-based algorithm is modified and therefore applied to calculate the velocity
and direction. The BJT-based retinal processing circuit is used to acquire images and
enhance contrast. The presented motion sensor greatly reduces the deviation of the
calculated displacement and direction for different image pattern by averaging

correlation results over 16 frame-sampling periods
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(2) Analysis and Design of a CMOS Angular Velocity- and Direction-Selective

Rotation Sensor With a Retinal Processing Circuit [8]

In this design, the CMOS focal-plane rotation sensor uses the same retinal
processing circuit with [1] to preprocess the incident image and the correlation-based

algorithm to detect the local motion vectors.

CCW1

Fig.2.11  The architecture of the proposed rotation sensor, in which consists of 104 pixels and forms

five concentric circles. Reprinted from [8]

In most of the focal-plane motion sensors, the spatial distribution of the pixels
forms regular and rectangular pattern and the correlation is performed between the two
adjacent pixels to get the local motion vectors. This structure, however, has difficulty to
extract more complex motion vectors than those in translation, such as Elementary Flow
Components (EFCs). To find the solution to extract the information of rotation, the

pixels of the proposed rotation sensor are placed in a polar structure to detect the global
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rotation direction and velocity of the rotating images. Fig. 2.11 shows the architecture of
the proposed rotation sensor, which consists of 104 pixels and forms five concentric
circles. Every pixel is correlated with the clockwise and counterclockwise pixels that
are 45° apart. The clockwise or the counterclockwise correlation results of all the pixels
in the same circle are sent to MLE, which is implemented by a NAND gate, to
determine the velocity and direction of the global rotation. There are two sets of MLE,

corresponding to clockwise and counterclockwise rotation detection, for a single circle.
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' clockwise
output

Fig.2.12 The pixel structure of the rotation sensor. Reprinted from [8]

Fig 2.12 shows the structure of a single pixel. Each pixel consists of a retinal
processing circuit, two registers, two correlators, two P-channel MOSFETSs, which are
parts of NAND gates as the MLE. This structure is similar to that of [1] addressed
previously except the back-end processing circuit to deal with ouputs of correlators. In
this rotation motion sensor, it uses MLE, which is implemented by a NAND gate,

instead of accumulators. Fig.2.13 illustrates the structure of MLE with fan-in number
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equal to the total number of pixels in a circle. The p-channel MOSFETSs of the NAND
gate are located inside each pixel, i.e. Mmiecc and Mmiec in Fig. 2.13. The outputs of
correlator in each pixel are sent to the gates of Mmjecc and Mpec @s shown in Fig. 2.13.
The drains of Mmiece (Mmiec) OF all the pixels in the same circle are connected together to
the diode-connected N-channel MOSFET Myog as the load to generate the
counterclockwise (clockwise) MLE output. The output of MLE is at logic O if the

outputs of all correlators are at logic 1, which means the local motion vector is detected.

all M or M in the same circle
mlec mlece

VDD VDD 1-’];]3

correlator correlator correlator
output o output of > output of »4| _inside pixels
pixel 0 pixel 1 pixel A-1

counterclockwise or

M
clockwise MLE output nload

outside pixels

VSS

Fig. 2.13 The structure of MLE, in which is implemented by NAND gate. Reprinted from [8]

To calculate the velocity of rotation, the times that the output of MLE is at logic O are

recorded within 80 clock cycles and a parameter R is defined as

number of logic 0 of MLE output
80

R reaches maximum if the image is rotated with the selected angular velocity and

R(%) =100x (2.6)

decreases if angular velocity is deviated from the selected one. The relationship between
R and angular velocity « is related with the number of pixels in a circle as well as the
number and the position of the edges of the image.

The advantageous characteristics of the proposed rotation sensor are high dynamic

range, real-time image processing, and a wide-range of detectable angular velocity. The
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proposed rotation sensor is appropriate for applications like the real-time and remote
detection of the rotation of automobile engines and wheels, motors, microscopic

rotating images, etc.

(3) A Low-Photocurrent CMOS Retinal Focal-Plane Sensor With a Pseudo-BJT
Smoothing Network and an Adaptive Current Schmitt Trigger for Scanner

Applications [14]

Fig. 2.14  Pixel structure of the proposed retinal focal-plane sensor circuit. Reprinted from [14]

The BJT-based retinal sensor chip mimics parts of functions of the cells in the outer
plexiform layer of the real retina. As in the real retina, the retinal sensor chip has similar
advantageous features, such as high noise immunity, edge enhancement, and high
dynamic range. Therefore, the BJT-based retinal structure has been proven that it is very
compact and suitable for VLSI implementation. However, the parasitic

p+-n-well-p-substrate BJTs used in the BJT-based retinal sensor have a smaller current
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gain when the N-well CMOS technology scaling down to 0.25 um or below as well as
the chip area of the parasitic BJT is large as described in Section 2.1. To solve the
problems mentioned above, a new circuit structure is developed and called the
pseudo-BJT (PBJT) [12]. By incorporating Pseudo-BJT along with adaptive current
Schmitt trigger, it not only solves the problems which the parasitic BJT has but in
addition has advantages of low operational photocurrent levels (pA) and robust noise
immunity. Besides, this proposed retinal sensor operates in the subthreshold region.
Therefore, the circuit just consumes little power during in nonlighting mode. The
proposed structure enhances noise immunity and eliminates disturbances.

In the proposed pixel structure of a retinal focal-plane sensor, as shown in Fig. 2.14,
an isolated PNP pseudo-BJT is used as photoreceptor, a smoothing NPN pseudo-BJT
with adjustable N-channel MOSFET resistors is used to form the retinal smoothing
network, an adaptive current Schmitt trigger, and an inverter are included. The
transistors M1, My, and photodiode’are as the PNP-pseudo-BJT. The transistors My,
M2, and a photodiode are as the’NPN.pseudo-BJT with four adjustable N-channel MOS
resistors Ms1-Mgg as the smoothing‘network. The-smoothing network is connected to its
four neighbors, and the resistance of four MOS resistors is controlled by the gate
voltage Vsmoon (VF). The adaptive current Schmitt trigger is composed of Mp1, My2, Mn1,
and Mpy, and hysteresis level adjustment Myfi, Mpr2, Mas1, and Mpgo. The current liso iS
the generated current of PNP pseudo-BJT whereas the current lsy is that of NPN
pseudo-BJT. The operation principle of the adaptive current Schmitt trigger is
introduced as follows: initially, if the current lsn is bigger than the current lis, the Vot
(Retina_out) goes too high and it turns on the MOS Mz, to draw the current Al/2. By
the same token, the current Isy is smaller than the current lis, at first, the Vou
(Retina_out) stays low level and it turns on the MOS Mz, to sink the current Al/2.
Therefore there is a Al current hysteresis. If the induced photocurrent is larger, the
current of transistors Mn; and Mp; becomes also larger. Due to the function of current

mirror Mp1-Mps1 and Mp1-Mps, the current of Mas and Mpr could be adjusted by the
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induced photocurrent. Hence, this proposed circuit could adjust the current adaptively
without external controlling voltage. The transistors M, and M, are composed of an
inverter to amplify the output of the adaptive current Schmitt trigger to VDD or GND so

that the signal is converted from analog to binary.
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CHAPTER 3

CIRCUIT DESIGN AND SIMULATION RESULTS

3.1 DESIGN CONSIDERATION

As mentioned in Section 1.3.1, some neurons in Medial Superior Temporal (MST)
area of the visual cortex are selective to rotation, expansion/contraction, combinations
of these stimuli, and translation in a given direction in the cortical neuron of the monkey.
It has been observed that another greup of neurons in the fundus of superior temporal
sulcus visual area (FST) of visual cortex i1s sensitive to shear. While encountering
complex non-local motions, the neurons<in both wvisual cortex areas integrate the
estimation of translation motion from the middle temporal (MT) area to detect these
motions, such as global translation, expansion, rotation and shear.

In conventional focal-plane motion sensors, however, the arrangement of the
pixels is regular and forms a rectangular pattern. Also, the correlation is performed
between the four immediate neighbors to obtain the local motion vectors. These sensors
are designed for translation [1] but not suitable for EFCs detection because of their
special motion model. In order to fit shear motion model, the pixels of this proposed
shear sensor are placed along the shear-motion paths to ensure the detection of
shear-motion. Every pixel is correlated with the shear and reversed-shear pixels that are
neighbored apart in the same path, which will be shown in the next Section. Based on
the motion computation method of modified correlation algorithm [1], shear motion can
be detected and dismiss other motions. Displacement and velocity are also determined

by computation of summations of all correlation outputs.

28



In the proposed shear sensor, the function of image acquisition and preprocessing
can be performed by using the pseudo-BJT-based retinal processing circuit with an
adaptive current-input Schmitt trigger [14]. It has the advantages of pseudo-BJT as well

as the robust noise immunity, high dynamic range and contrast-enhanced.

3.2 CORE CIRCUIT REALIZATION
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Fig. 3.1  The pixel structure of the shear sensor

Fig. 3.1 shows the structure of a single pixel. Each pixel consists of a retinal
processing circuit, two registers, and three correlators. As shown in Fig. 3.1, after
preprocessing by the retinal processing circuit, the register CF samples and stores the
output of the retinal processing circuit and shift the stored data to the register PF after a
clock cycle. The output of register CF is then sent to the correlators of the same pixel to
be correlated with the output of PF and the outputs of PF from its adjacent pixels,

which are belong to the same path along shear and the reversed-shear direction. Two of
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the correlators are corresponding to the detection of shear and reversed-shear motions
and the other is used to adjuvant the computation of displacement. These outputs of the

correlators are sent to the three accumulators followed the order selected by a decoder.
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Fig. 3.2  The structure of the retinal processing circuit
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The retinal processing circuit is illustrated in Fig. 3.2, in which an isolated PNP
pseudo-BJT is used as a photoreceptor, a smoothing NPN pseudo-BJT with adjustable
N-channel MOS resistors is used as the retinal smoothing network, an adaptive
current-input CMOS Schmitt trigger and an inverter are included. It mimics parts of
functions of the cells in the outer plexiform layer of the real retina. The retinal
processing circuit converts incident images to bi-level images and therefore has
properties of high dynamic range and contrast-enhanced. With aid of adaptive current
Schmitt trigger, the ability of noise immunity is adjustable adaptively according to the
value of induced photocurrent. Mismatch problem will cause the noise immunity range
not symmetric but will not result in wrong output of this unit. The purpose of additional

output, image_out, is used to monitor the image captured.
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The optical flow of pure shear, which is defined as a contraction in one and an
expansion in the orthogonal direction, such that area is conserved, is shown as Fig. 3.3.
In Fig. 3.3(a), the optical flow on x-axis is in contraction direction while y-axis is in
expansion direction. The directions in Fig. 3.3(b) are opposite to those in (a). Therefore,
if (a) is defined as shear motion, (b) is reversed shear motion. To detect shear motion, it
is necessary to arrange the positions of pixel along the shear-motion paths. First of all,
find several primary paths according to the optical flow of shear motion. In this design,
four symmetry pairs of path are found and furthermore each pixel is placed along these
selected primary paths. It is also important to keep the tangential distance between two
pixels in the same path equal. If not, it is difficult to extract the information of
displacement or velocity of shear motion. Four pairs of selected primary paths along

with the positions of pixel on which are illustrated in Fig.3.4.
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Fig. 3.5  The distribution of smoothing network where each square means a pixel and the bold line

represents the connection between pixels by N-channel MOSFETs
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While constructing the pixel array in the proposed shear motion sensor, since the
arrangement of pixels is not regular and not a rectangular pattern, the connection of
smoothing network is thus not as regular as those in the motion sensors designed for
other motions [1], [8], [11], [14]. In order to achieve the two-dimensional smoothing
function, the connection of N-channel MOSFETSs between retinal processing circuits

must be in the most symmetric and uniform manner. Based on this principle, the

distribution of the smoothing network in this proposed sensor is shown in Fig. 3.5.
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te)

ashear
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The architecture of the core circuit where 92 pixels are included. The pixels which are

connected by bold lines belong to the same primary path of shear motion and correlations are

performed between immediate neighbors on the same path.

To satisfy the two main distinguished characteristics addressed above, the

arrangement of pixels is as Fig. 3.6 for fulfilling the detection of shear motion. Fig. 3.6
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shows the architecture of the proposed shear sensor, which consists of 92 pixels and
form four shear-motion detection pairs. Each pair is composed of four sets of pixels
placed in symmetric manner to correspond to the shear motion as described in Fig. 3.4.
Every pixel is correlated with itself and the shear and reversed-shear pixels that are
neighbored apart. The shear, reversed-shear and self correlation results of each pixel are
connected to form three primary outputs, ashear, arshear and aself, respectively, and

fed to the three accumulators in motion computation circuit.

3.3 MOTION COMPUTATION CIRCUIT DESIGN

clk reset
vYyY
a out
ashear /| clk 9:0) comparator
N2 accumulator out P . .
reset i quotient reminder
1 00 |, . T T
a N . o
T~ subtractomut 1150 |i5:0)
| e ©0 |, q r
m muxout a[15:0]
M c
arshear . Alo .
»1r—f{2 accumulator ou}=] ,‘:9"" In divider
reset b =]
q \ b[5:0]
L 1, . ’
muxout -9 subtractorut
aself A clk } 1,
= accumulator out{2% Se':
o reset

Fig. 3.7  The block diagram of the motion computation circuit

Based on the motion computation method of modified correlation algorithm
proposed in [1], shear motion can be detected and dismiss other motions. The three
primary outputs, ashear, arshear, and aself, of the core circuit are thus accumulated to
obtain three correlation outputs which are used to determine the displacement per frame.
Followed the motion computation method of [1], the displacement of shear motion can

be obtained by



AP M -m

P 2*[Zc(self)—m]
M = MAX {ZC(shear),ZC(rshear)} (3.1)
m= min{ZC (shear),ZC(rshear)}

, Where C(shear), C(rshear) and C(self) represent the sum of ashear, arshear and aslef

which are generated sequentially by whole pixel array in a sample frame. To realize the
computation by circuits, three 10-bits accumulators, one comparator, two multiplexers,
two subtractors and an integer divider are used to perform the formula shown above. Fig.
3.7 illustrates the block diagram of motion computation circuit used in this design. The
10-bits accumulator collects 0’s of the serial input and needs 92 clock cycles to
complete accumulation of whole pixel array in a sample frame. A comparator and two
multiplexers are used to determine M and m shown in formula. In the next step, two
subtractors calculate both divider and dividend. An integer divider is adopted in this
design to obtain the final computation result. To.achieve the accuracy to two digits
under the floating point in decimal, ithe“dividend needs to be shifted 6 digits left in
binary before fed in the integer divider. The quotient obtained by the integer divider
therefore must be shifted 7 digits right in binary to get the correct result. To calibrate the

boundary condition, two factors b; and b, can be added and (3.1) will become

AP M -m+b,
P 2*[Zc(self)—m—b2}
M =MAX {}" C(shear),>"C(rshear)| (3.2)

m = min {ZC (shear),>"C (rshear)}

In this design, b; is 8 and thus b, is 4. To implement the calibrating factors in the
motion computation circuit, it simply replaces two two-input subtractors with three-
input ones. by is inverted and as the third input of the upper subtractor while b, is the
third input of the lower one.

Fig. 3.8 shows the structure of the proposed shear motion sensor. The core circuit

performs image acquisition and correlation-based algorithm while the motion
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computation circuit further calculates the displacement according to the three primary
outputs of the core circuit. There is another part of circuit, control generator, to create
the appropriate clock signals for both the core and the motion computation circuits. The
core circuit is designed by full-custom flow while the others are by cell-based flow. The
timing diagram of the control signals generated by control generator is illustrated as Fig.
3.9. In this diagram, system clock is the main clock signal fed in whole system. By
adjusting system clock, the operating frequency of the proposed shear motion sensor can
be tuned. Every 200 clock cycles of system clock makes a sample frame, and first 100
clocks are preserved for the core circuit to complete its work while the other clocks are
used to accumulate correlation outputs of 92 pixels generated in a sample frame.
Therefore, control generator enables core enable to generate core clock which shifts
image sampled last frame to PF in the core circuit, and enables ALU enable to generate

92 clocks which drive accumulators’to collect correlator outputs.

control reset vs clk reset

A A I

a0 =P I
al = L ashear =P Motion

I
I
I
a2 =P Core . =g out[15:0]
| o o [ e ] Computation|, ., |
a4 iIrcuit ‘ . |
| a5 > imout Circuit I
6 =P
I a
I
I
[\ ALU clock I
I Szfg(??” Control_Generator > ALUenable —/ |
I reset == - - core enable == ) CoOre clock
| — |
I
\_ _ o ___ »

Fig. 3.8 Structure of whole chip which is divided into three parts, core circuit, motion computation

circuit and control generator
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Fig. 3.9  The timing diagram of control signals used to control the core circuit and motion computation

circuit

3.4 SIMULATION RESULTS

Table 3.1 The designed device dimension’and the bias voltages of the retinal processing circuit

Mp1 (WI/L) lum/lpm
Mp2 (WIL) 20um / 1pm
Mpfl=Mpf2 (W/L) 2um / 1pm
Mn1 (W/L) lpum / lum
Mn2 (WI/L) 20um / 1pm
Mnf1=Mnf2 (W/L) Sum / 1pm
Ms1=Ms2=Ms3 (WI/L) lpm / 1um
Mpi (WI/L) 0.4um / 0.35um
Mni (W/L) 0.4pm / 0.35pm
VS adjustable

The dimensions of the MOSFETs in the retinal processing circuit using in the

proposed design are summarized in Table 3.1. These dimensions may be further
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optimizes to make the pixel size smaller and more practical.
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Fig. 3.10 (a) The incident pattern where black squares represent pixels receive the pattern while white

are background; (b) Smoothing currents of whole pixel array where (x, y) is the location of

pixels corresponding to that in (a)
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To present the smoothing function of this irregular smoothing network in this
design, a pattern which is shown in Fig. 3.10 (a) is incident. In (a), each square
represents a pixel and black squares are pixels which receive the pattern while white do
not. Fig. 3.10 (b) shows smoothing currents versus (X, y), the location of pixels
corresponding to that in (a). The simulation is under the condition of 100nA

photocurrent and 1-volt smoothing voltage.
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Fig.3.11 The successive 11 sampled frames (a) to (k) of shear motion

4



2 3 4 5 6 7 8 9 101 1 2 3 4 5 6 7 8 8 101 1 2 3 4 5 6 7 8 9 101

1
2
3
4
5
6
7
8
k2]
] 11
(b) (c)
1 2 3 4 5 6 7 8 89 101 1 2 3 4 5 6 7 8 9 1011
| 1 1
2 2
3 3
4 4
5 s | 1
6 s| | 1
- -
7 7
8 al | 1
9 9
10 10
(d) (e) f
1 2 34 56 7 89 1011 1.2 34 5 6 7891011 1 2 3456789 1011
1 HE N !
2 2
3 3
4 4
[ 5
6 6
7 7
8 8
9 9 €
10) 10 10)
1 111 11 1
(@) (h) (i)
1 2 34 56 7.8 91011 1 2 34 56 7.8 9101
1 1
2 2
3 3
4 4
s | | s
5_ | &
7_ | 7
8_ | a8
9 9
1 1
1 1
i) (k)

Fig. 3.12 The successive 11 sampled frames (a) to (k) of reversed shear motion

To ensure the modified correlation-based algorithm can detect the preferred motion,
MATLAB simulations were performed on some patterns moving towards translation or
shear directions. In real world, no rigid objects do pure shear motion and therefore the
test pattern needs to be generated by software. Fig. 3.11 shows a pattern moves towards
the direction of shear and are sampled by pixels to obtain the successive 11 frames (a) to

(k). Table 3.2 summarizes the three main correlation outputs obtained by MATLAB
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with different displacement per frame. As shown in Table 3.2, the calculated
displacement according to the modified correlation-based algorithm is 0.87 pixels per
frame when the test pattern moves 1 pixel per frame. When the real displacement is 0.25
pixels per frame, the simulation result is 0.2 pixels per frame. With calibration, 0.87 can
be improved to 0.93 and 0.2 to 0.23. Fig. 3.12 is a pattern used to test the
direction-selectivity of reversed shear motion. Table 3.3 gives the simulation results of
Fig. 3.12. Comparing the correlation outputs of Table 3.2 and 3.3, the characteristics of
direction selectivity is confirmed since the correlation output of shear direction is
greater than that of reversed shear if the test pattern moves towards shear direction, and
the correlation output of shear direction is fewer than that of reversed shear if the test

pattern moves towards reversed shear direction.

Table 3.2 MATLAB simulation results of Fig. 3.11, where the calculated displacement with and
without calibration are given

2C(shear) | XC(rshear) | XC(self) AP/P deviation
(with (with
calibration) | calibration)
D=1 214 0 122 0.87 13 %
pixel/frame (0.94) (6%)
D=1/4 192 128 288 0.2 20 %
pixels/frame (0.23) (8%)

Table 3.3 MATLAB simulation results of Fig. 3.12, where the calculated displacement with and

without calibration are given

YC(shear) | ZC(rshear) | ZC(self) AP/P deviation
(with (with
calibration) | calibration)
D=1 0 214 122 0.87 13 %
pixel/frame (0.94) (6%)
D=1/4 128 192 288 0.2 20 %
pixels/frame (0.23) (8%)
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Fig. 3.13 has three patterns used to test if the proposed shear motion sensor can
dismiss translation. Fig. 3.13(a) is a pattern of an edge while (b) is a simple car figure
and Fig. 3.13(c) is a pattern, Lenna. First two are simple and the other is a more
complicated benchmark pattern. Tables 3.4 to 3.6 summarize the MATLAB simulation
results of patterns shown in Fig. 3.13. Two translation displacements, 1 and 1/7 pixel
per frame, are simulated and the calculated displacements, including those with and
without calibration, are nearly 0 no matter what test patterns. These simulation results

ensure the proposed architecture of shear motion sensor has the direction selectivity and

thus can distinguish shear motion from other motions.

Fig. 3.13 Three patterns used to test if the translation is dismissed: (a) an edge (b) a car and (c) Lenna
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Table 3.4 MATLAB simulation results of Fig. 3.13(a), an edge, with different displacements per

frame
YC(shear) | XZC(rshear) 2C(self) AP/P
without with
calibration | calibration

D=1 318 338 495 0.06 0.08
pixel/frame

D=1/7 428 428 671 0 0.01
pixels/frame

Table 3.5 MATLAB simulation results of Fig. 3.13(b), car, with different displacements per frame

YC(shear) | XZC(rshear) 2C(self) AP/P
without with
calibration | calibration
D=1 596 595 736 0.00 0.03
pixel/frame
D=1/7 470 460 649 0.03 0.05
pixels/frame

Table 3.6 MATLAB simulation results of Fig..3.13(c), Lenna, with different displacements per

frame
YC(shear) | XC(rshear) YC(self) AP/P
without with
calibration | calibration

D=1 179 195 346 0.05 0.07
pixel/frame

D=1/7 175 183 391 0.02 0.04
pixels/frame

Fig. 3.15 (a) and (b) display the post simulation waveforms of the three serial
outputs, ashear, arshear, aself, of the core circuit under the induced photocurrent
100nA. The conditions of four corners are also simulated and the waveforms are the
same with the typical case by adjusting the smoothing voltage. The test shear motion
pattern is shown in Fig. 3.14. In the post simulations, every 10m second is a frame and
patterns are sampled once per frame. The first half frame completes image acquisition

and correlation while the other half frame scans correlation outputs of every pixel.
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Fig.3.15 (a) shows three serial outputs when a pattern moves towards shear direction
with 0.5 pixels per frame, while (b) with 1 pixel per frame. From these figures, the
direction selectivity is confirmed because of more zeros in the waveform of ashear than
in arshear. Table 3.7 accumulates each zeros occur in the last half frame to obtain three
correlation outputs. In Table 3.7, MATLAB simulation results are also given to compare
with those in post simulation. They gave the same results and both simulations are quite

agreed with the actual displacements.
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Fig. 3.14 The successive 11 sampled frames (a) to (k) of shear motion pattern that are tested in post

simulation
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Fig. 3.15 Post simulation results of three serial outputs, ashear, arshear and aself, of core circuit with

displacements (a) 1/2 pixels per frame, and (b) 1 pixel per frame
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Table 3.7

MATLAB and post simulation results with displacement of 1 and 0.5 pixels per frame

YC(shear) | ZC(rshear) | ZC(self) AP/P deviation
(with (with
calibration) | calibration)

D=1 92 0 52 0.88 12 %

pixel/frame (1.04) (4 %)
MATLAB
Simulation

D=1/2 96 32 108 0.42 16 %

pixels/frame (0.5) (0 %)

D=1 92 0 52 0.88 12 %

HSPICE || pixel/frame (1.04) (4 %)

Post

Simulation

D=1/2 96 32 108 0.42 16 %

pixels/frame (0.5) (0 %)
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 MEASUREMENT SETUP

The measurement setup is shown in Fig. 4.1. Two experimental shear motion
sensors were fabricated in a 0.35 um double-poly-quadruple-metal CMOS process. One
contains only the core circuit part, and the other combines the core circuit and the
motion computation circuit. The testing chipis attached on a holder and placed behind
the lens. The test patterns are controlled by the software in a computer and projected on
the chip by a projector. The outputs of chip are recorded by a logic analyzer for further

analysis.

logic analyzer

o — =]

projector

lens chip

Fig. 4.1 The measurement setup
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Fig. 4.2  Photograph of (a) the first e -
the whole chip, a . ) a " ) ) .' .. motion sensor

The area of the first experimental shear-motion sensor, where only the core circuit

is implemented, is 1100 um x 1100 um as shown in Fig. 4.2 (a). The core circuit is
further combined with the motion computation circuit in a single chip and the area is
2036 um x 1765 pum. The area of a single pixel is 52.96 um x 55.07 um with a fill factor
of 16%. Fig. 4.2 (b) is the photograph of the whole chip and (c) is a single pixel. The
core circuit locates at the right side of the chip while the left side is the motion
computation circuit. The pixel arrangement of the core circuit is along shear motion
paths as seen in Fig. 4.2 (a) and (b). In Fig. 4.2 (c), the left upper corner of the pixel is
photodiode and metal four covers the other pixel circuits in order to prevent leakage
current when light is incident. The DC power dissipation of the first chip, except the
off-chip counter used to control the decoder in the core circuit, is 3mW at 3V in the

dark.
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Fig. 4.3 and 4.4 illustrates calculated velocities when shear and reversed-shear
motion pattern is incident to the sensor, respectively. The testing velocities are 0.06
mm/sec, 0.09 mm/sec and 0.18 mm/sec. From the measurement results, it shows the
deviations between calculated and actual velocities are within +10%. The deviations

are obtained from

-V,

deviation(%) = Vea =Vaut | 109 (4.1)

act

where V¢a and Vg represents calculated and actual velocities, respectively. The shear
and reversed-shear patterns are 0.25 cm? and each includes 11x11 pixels. Fig.4.5 (a) to
(k) depicts successive 11 frames of shear motion test patterns. Reverse the order of the
11 frames shown in Fig.4.5, that is, (K) to (a) is reversed-shear patterns.

Fig. 4.6 (a) is measurement results when the test pattern, an edge, shown in Fig.
3.13 (a) translates at different velogities. The calculated velocities are obtained after the
image sampled 11 frames. In this figure, it is-the fact that each calculated velocity is
much smaller than the actual velocity. image translates. In other words, this means the
sensor did not detect the shear motion.. Fig. 4.6 (b)displays the trend that the calculated
velocity decrease as the image sampled frames increase. The calculated velocity does
not have much difference from the actual velocity at initial frames since translation is
similar with shear motion in the first instance. When the sampled images increase, the
difference between shear motion and translation enlarges and thus the calculated
velocity decreases. In the same way, Fig. 4.7 and 4.8 show how the proposed shear
motion sensor dismisses translation of test patterns in Fig. 3.13 (b) and (c). Each test

pattern is 0.35 cm? and includes 11x11 pixels.
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Fig. 4.3  (a) Calculated velocities over 11 frames when the shear pattern moves at 0.06 mm/sec, 0.09
mm/sec and 0.18 mm/sec; (b) Deviations between calculated and actual velocities. The

sampling rate is 3 Hz.
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Fig.4.4  (a) Calculated velocities over 11 frames when the reversed-shear pattern moves at 0.06
mm/sec, 0.09 mm/sec and 0.18 mm/sec; (b) Deviations between calculated and actual

velocities. The sampling rate is 3 Hz.
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Fig.4.5 11 successive frames of test patterns. From (a).to (k) represents 11 frames of shear motion test

patterns while (k) to (a) represents reversed-shear test patterns.
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Fig. 4.6  (a) Calculated velocities when the test pattern shown in Fig. 3.13 (a), an edge, moving to the
right at different velocities; (b) Calculated velocity decrease to nearly zero as sampling

frames increase. The image translates to the right at 0.27 mm/sec. The sampling rate is 3 Hz.
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Fig. 4.7  (a) Calculated velocities when the test pattern shown in Fig. 3.13 (b), a car, moving to the
right at different velocities; (b) Calculated velocity decrease to nearly zero as sampling

frames increase. The image translates to the right at 0.27 mm/sec. The sampling rate is 3 Hz.
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Fig. 4.8  (a) Calculated velocities when the test pattern shown in Fig. 3.13 (c), Lenna, moving to the
right at different velocities; (b) Calculated velocity decrease to nearly zero as sampling

frames increase. The image translates to the right at 0.27 mm/sec. The sampling rate is 3 Hz.
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4.3 DISCUSSIONS

In Section 4.2, calculated velocity is obtained from correlation outputs accumulated
over 11 frames. This is because patterns make positive contributions to shear motion
when they translate from the left side of chip to the center, and make negative
contributions when translating from center to the right side. The chip is 11 pixels wide
from the left side to the right and thus every computation and simulation is done over 11
frames. Measurement results of Fig. 4.6 (b) to 4.8 (b) ensure this idea.

As mentioned in Section 2.2, during shifting of the previous image frame to
compute 2C(shear) and 2C(rshear), the boundary pixels are fixed at zero for simplicity.
The boundary condition, however, does not influence 2C(self) because of no shifting in
the calculation of 2C(self). To calibrate this boundary condition, two factors b; and b,
are added to calculate displacement during measurement. The value of b; is chosen to
be half the number of pixels at one.side of the boundary while b, is half of b;. In this

design, by is 8 and b, is 4.

Fig. 4.9 A diagram used to explain the ratio of the object velocity to the image velocity

Lens is used in the setup of measurement to focus the test patterns onto the chip.

The velocity of test pattern is controlled by the software in the computer but it is not the
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actual velocity on the chip. Fig.4.9 is a diagram used to find out the relationship
between the velocity of test pattern and image on the chip. The object moves at the
distant p from the lens and the image is formed on the plane which is g away from the
lens. The object is length a at the time t and becomes length b at the time t+4t. The
velocity of object is obviously (b-a)/At. According to the theory of geometric optics [15],
the lateral magnification of a thin lens is

M=-3 (4.2)
p

where ¢ is the image distance while p is the object distance as shown in Fig. 4.9.
Therefore, the image at time t is length a/M and becomes b/M after tie interval At. The
velocity of the image is thus [(b-a)/M]/4t. The ratio of the object velocity to the image
velocity is obtained by equation (4.2). In the case of measurement, p is about 83 cm and
g is 16 cm. The magnification is approximately 5.1.

In this chapter, the measurement is focused on-the first experimental chip with
off-chip computations. The other one,where the-core circuit combined with the motion
computation circuit is not tested. This part will be done in the future. A summary of the
first chip is given in Table 4.1. Frame rate is limited at the low frequency because the
software of computer in the measurement setup cannot speedup. This also results in the
limitation of testing velocities. Finding more suitable instrument to display test patterns

will help to solve this problem.
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Table 4.1 The summary on the characteristics of the first fabricated chip of shear motion sensor

Technology

0.35um CMOS 2P4M|

Sampling geometry

Shear motion

IPixel number

92 pixels

[Pixel size 52.96 pym x 55.07 pm
[Fill factor 16%
[Chip size 1100 pm x 1100 pm
[Clock rate 490Hz
[Frame rate 3Hz

Testing velocities

0.06 mm/sec, 0.09 mm/sec

and 0.18 mm/sec

[Deviation of testing velocity

<+10%

[Power dissipation @ 3V

~ 3mW in dark

(except the off-chip counter used to

control the decoder)I
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CHAPTER 5

CONCLUSIONS AND FUTURE WORKS

5.1 MAIN RESULTS OF THIS THESIS

A first shear motion sensor has been proposed, designed and tested successfully. In
the proposed shear sensor, it uses the pseudo-BJT-based retinal processing circuit with
adaptive current Schmitt trigger to achieve image acquisition and thus has advantages of
high dynamic range, edge enhancement,  ‘and robust noise immunity. The
correlation-based algorithm with=modification which:is inspired by a biological model
has the benefits of robustness and compactness and is-adopted to calculate the velocity.
With the specific pixel arrangement along with the.modified correlation-based algorithm,
the shear motion can be detected and other motions are dismissed. Two experimental
shear motion sensors were fabricated in a 0.35 um double-poly-quadruple-metal CMOS
process. One contains only the core circuit part, and the other combines the core circuit
and the motion computation circuit. The area of the first chip is 1100 x 1100 pm? and
the other is 2036 x 1765 um?. The area of a single pixel is 52.96 x 55.07 pm? with a fill
factor of 16%. Using the first chip along with off-chip computation, shear motion is
tested under 0.06 mm/sec, 0.09 mm/sec and 0.18 mm/sec and the velocity deviations are
less than + 10%. The shear motion sensor is also tested by three translating patterns and
the shear motion selectivity is thus verified. The DC power dissipation is 3mW at 3V in

the dark.
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5.2 FUTURE WORKS

The proposed shear motion sensor is intended to detect the global shear motion as
well as dismiss other global motions. The experimental results have proved the
functionalities and the advantages, which includes compactness, accuracy, robustness,
and real-time. To complete the shear motion sensor, the second chip is implemented and
needs to be tested. The fill factor of photodiode and the area of the single pixel can be
further improved to make the design more practical in the future application. The pixel
array will be improved by using the upper level metal to cover the photodiodes which
are not in the shear motion tracks. Therefore, the pixels can be arranged in the matrix
manner and the structure will become more compact.

The relative motion between ansobserver-and its surroundings and the 3D structure
of the surroundings can be described by translation, rotation, expansion/contraction, and
shear motion. In this thesis, a shear mation sensor is proposed and implemented. In the
future, the detection of translation, rotation, and expansion may be integrated with this
shear motion sensor to moreover analyze ‘the'3D motion.

Besides, this proposed sensor is deal with the detection of relative motion between
an observer and its surroundings. If there are multiple objects moving in different
velocities and directions, the proposed sensor cannot cope with this condition. The

detection of multiple moving objects can be furthermore investigated hereafter.
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