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Simultaneous Power and Routing Cost Minimization

in Scan Chain Design

Student: Li-Chung Hsu Advisor: Hung-Ming Chen

Department of Electronics Engineering
Institute of Electronic Engineering
National Chiao Tung University

ABSTRACT

With advanced VLSI manufacturing technology in deep submicron (DSM)
environment, we can integrate:entire electronic systems on a single chip (SoC).
Due to the complexity in SoC design, circuit testability becomes one of the most
challenging work. Among design-for-testability (DFT) techniques, scan-based
built-in self-test (BIST) architectures are widely used in industry. However,
without careful design in scan cell placement and chain ordering, circuits
consume much more power in test mode operation than that in normal functional
mode. This elevated testing power may cause problems including overall yield
lost and instant circuit damage. In this thesis, we present an effective approach
to simultaneously minimizing test power and routing cost in scan chain design
after cell placement. The experimental results are encouraging. Compared with a
recent result in [6], which uses the approach with clustering overhead, we obtain

up to 10% power saving under the same routing cost.
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Chapter 1

Introduction

In System-on-Chip (SoC) era, chip design and testing engineers have encountered
more and more new design challenges. Due to the need of design for testability
(DFT), modern design has made externalitesting more difficult and built-in self-
test (BIST) has been considered:comprémiising VLSI testing solution because of its
advantage in at-speed testing, Amproved testability, and maintenance capability of
IP designer. The scan-based BIST architectuires are popular in industry since they
have advantages in low influence on-area.and performance. In this DFT design
style, the power dissipation is a critical issue because test vectors require a large
number of shift operations and make circuits with high transition activity [11]. As
a consequence, circuits may consume twice more power in test mode than in normal
functional mode operation. There are several reasons which cause this increased
power usage. First, test efficiency correlates with toggle rate. In test mode the
switching activity of all nodes is often much higher than in normal function mode.
Second, the testability circuit and the flip-flops are often idle during normal func-
tional mode, but in test mode the testability circuit may intensively switch and
cause excessive dynamic power consumption [23]|. Third, successive functional input
vectors applied to system have significant correlation. In contrast, the correlation
between test patterns can be low. This elevated testing power may cause several

problems including the increase of product cost, circuit reliability reduction, instant



circuit damage, decrease of overall yield, and autonomy decrease in portable systems

[10].
1.1 Motivation of Reducing Scan Test Power

When dealing with high-density modern ASICs and SoCs, a nondestructive test
must satisfy all the power constraints defined in the design phase. In addition to
preventing destruction of the circuit under test, reliability, autonomy, performance-
verification, and yield-related issues motivate power consumption minimization dur-
ing test. Two points emphasize the relevance of testing power minimization problem.
First, the current trend in circuit design toward circuit miniaturization prevents the
use of special cooling equipment for remowving excessive heat during test. Second,
the growing use of at-speed testing forsidentifying slow chips no longer permits
compensation for increased power dissipation by reducing test frequency. In the
past, because test needed onlyto cover-stuek-at faults, tests typically ran at lower
speed than normal circuit working frequency.*As technology evolves, aggressive
timing makes it necessary for tests to identify timing closure and timing delay test.
Scan-based BIST architectures are popular because of their low impact on area and
performance. But the scan-based architectures are expensive in power consumption
because each test vector requires a shifting operation to initialize scan cells and

evaluate test responses.

There are several approaches proposed to reduce average power during scan
testing operation. It is feasible to reduce testing power consumption by lowering
scanning frequency, but it will increase testing application time and would not be
suitable for high complexity and advanced SoC design which may need at-speed
testing. Low power automatic test pattern generator (ATPG) algorithm that con-
cerns both fault coverage and low power issue is proposed in [22]. However, this

approach will need more test vectors to achieve the same fault coverage compar-
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ing with traditional ATPG approach. This will bring more test circuit area if we
use BIST architecture in the chip design. Moreover, this will increase test time
as well. Test power consumption reduction by chaining scan cell with low power
order is proposed in [6], but it cannot guarantee short scan chain interconnection
length and may cause congestion problems during scan routing. In order to avoid
the routing congestion, [7] constrains power-optimized scan chain connection length
by partitioning the chip into several regions and chaining scan cells with low power
order in each region. Since this approach partitions chip by geographical criteria,
the number of scan cells in each region may not be well distributed. When there are
few scan cells in some cluster, this cluster will have poor power optimization ratio.
[5] further proposes to partition the chip by balancing the number of scan cell in
cach region and makes more powertreduction’ comparing to [7]. In [7] and [5],
although they have shortened scan chain ¢onnection length by partitioning chips,
they still have impact on routing wire length. And the stronger the constraint on
the longest scan chain length is,sthe*larger-the number of clusters is. Consequently,

the larger the number of clusters becomes, the smaller testing power reduction is.

In this thesis, we discuss and experiment with optimizing low power scan chain
(LPSC) routing issue during detailed placement, in post placement phase, along with
scan chain reordering technique. We propose an effective way on reducing test power
consumption and routing congestion with an efficient traveling salesman problem
(TSP) algorithm and discuss the tradeoff between power and routing overhead in
scan based architecture. Although [7] and [5] both can reduce routing overhead by
partitioning the design, these approaches may omit some good choices of scan cell
pairs which have both low transition number and short connection length. Since we
do not constrain power driven chaining scan cells in specific regions, our approach
can achieve up to 10% power saving under the same routing cost when compared

with [7]. The experimental result is also better than [5] which has only 1-3%



improvement comparing to [7].

1.2 Organization of The Thesis

The remainder of this thesis is organized as follows. In Chapter 2, we briefly describe
power optimization scan chaining proposed in [6], and routing constraint driven
approaches on LPSC proposed in [7] and [5]. In Chapter 3, we show two approaches
on optimizing LPSC during detailed placement and after placement procedure, and
discuss the difficulties. In Chapter 4, we present our approaches on how to consider
both power and routing constraint issues and how to estimate power to decide scan-
in and scan-out port. We show the experimental results in Chapter 5 and conclude

the thesis in Chapter 6.



Chapter 2

Low Power Scan Chain Design

2.1 Scan Based Test

In this thesis, we assume that sequential circuit under test(CUT) has full scanned
architecture and employs a singleé scan chain for test application. We use single-
stuck-at fault model and ATPG to generate conibinational and scan test vectors.
Figure 2.1 describes the test application-with.scan for a CUT which has m primary
inputs and n state inputs. The ATPG generates aset of test vectors, each of which is
a binary m-+n tuples and will be applied to the m primary inputs(p1,ps,ps,--.,pm) and
the n state registers(si,ss,...,s,) during test operation. Assume that a test vector,

i _ pi pi i
Vt=PF P | P 5.

., PiSL St , S%, is applied to the primary inputs and

n—17""

scan inputs of CUT at time ¢ — 1, and the scan response of CUT to V*, say R,

Rl _,,..., Rt is captured in scan registers at time ¢. Then, the (i + 1)th scan vector,
Sl gl S will be shifted in during next n cycles and the scan responses,
R, R ..., Rt will be shifted out. During this scan shifting cycles(t + 1, t + 2,...,

t+n), the value of primary inputs does not have specific values to be applied. These

don’t care values are represented by vector X7 | Xf,hl,..., Xf which is applied to

primary inputs at time ¢ + j, where 5 = 0, 1, 2,..., n-1. At time ¢ + n, the primary
input part of Vit (Pl pitl - pitl Pt s applied and the scan responses

m—1> m—27"

of CUT to V! are captured at time ¢ +n + 1. The test application repeats until



there is no test vector left.

Primary ———= r Primary
In —_— . Out
~ SFF —71— Scan Out
Combinational [[~ -;
Logic i !
e 9 [:- SFF —
reL SkEE ~—|
' 1
|
Scan In
Clock
TC
time

t1 P _P_,.....P,S
t X0 X0 ... XOR RI_
t#1 X1 X' ... X, R

ten-1 Xv1_ X XL R, S
ten  P1_PR1 L PFLSE S S

Figure 2.1: Application of tests via scan

In IC design flow, scan cells and testing circuit are inserted after synthesis pro-
cedure. The scan chain connection will be broken before going into placement phase
to prevent scan chain from having great impact on routing congestion. Then, scan
cells will be reordered with layout driven chaining algorithm. Figure 2.2 illustrates

VLSI design flow and shows where design for testability procedures should be in-
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Figure 2.2: Cell-based VLSI design flow with DFT. Scan chain reordering is per-
formed after placement. ‘

volved in the flow. As for scan chain reordering, there have been many papers about
shortening scan chain length and reducing scan chain routing congestion [14] [12].
As chip complexity and operating frequency evolve dramatically, scan chain reorder-
ing should not only focus on reducing area overhead but also should take care of
power consumption issue. We will review some low power driven scan chain ordering

methods proposed in [6] [7] [5] in the following subsections.

2.2 Power Driven Scan Chain Reordering

The dynamic power, P=Y 1/2* Cy; * f * Vdd? * S;, where Cj; is the equivalent

output capacitance which is strongly correlated to its fan-out number, Vdd is the



power supply voltage, and S; is switching probability. According to the equation,

we can reduce test power by decreasing the number of scan transition activities.

In [6], a low power-driven scan chain ordering approach applied a heuristic
algorithm to minimize scan chain power. In this algorithm, it used information
generated from scan cell insertion tool and automatic test pattern generator, along
with scan flip-flops, scan-in test vectors and scan-out response vectors, to produce
a LPSC order. The proposed approach procedures are as follows. First, construct a
complete undirected graph: vertex represents scan flip-flop and each edge represents
possible connection between two scan cells. The weight of each edge represents the
total number of bit differences between two scan cells. Figure 2.3(A) illustrates scan
flip-flops and scan vectors. They calculate bit differences between each pair of flip-
flops on the scan-in vectors and output respomses. For example, in Figure 2.3(A):
d(ff1,f2)=6,d(ff1,13)=3,d(ff1,ff4)=2, d(H2.f13)=5,d(ff2,ff4)=4,d(ff3,ff4)=5. Figure
2.3(B) shows the weighted graph examiple. Second, use greedy heuristic to find
low cost Hamiltonian cycle. From the low cost €yelic solution, they estimate power
for each flip-flop when it is considering scan-in port. Then, find a minimum cost cut-
ting edge. The solution is the optimal scan cell order with the much lower transition

number during scan chain shifting operation.

2.3 Routing Constrained Low Power Scan Chains

The power driven scan chain reordering approach from previous subsection has draw-
backs mainly in creating routing congestion and long scan connection in the design.
To show this point, Figure 2.4 shows s9234 benchmark routing result with power
driven scan chain reordering. (s9234 is one of ISCAS89 benchmarks and has 211
flip-flops). In Figure 2.4, nodes represent the position of scan cells in the design and
edges represent connections between scan cells. Although the power driven approach

can efficiently reduce power (27% power reduction compared to length driven scan

8



=can input

Test Vector

V1=1001
v2=0101
V3=1111
V4=1010

Circuit Under Test

—af

(B)

Tt
u]l

Output Response |

R1=0100
R2=0010
R3=1011
R4=1001

Figure 2.3: (A) Example set of scan-in vectors and output response. (B)Complete
weighted graph. Nodes represent scan cell and edges represent connection between
nodes. The edge weight is bit difference between two scan cells.
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Figure 2.4: Example of power El?ivgih.-'c:haiﬁiﬁg sean cells for circuit $9234 obtained
from [6]. It contains high routing’congestion:| "

chain reordering), the routing result is not optimal and has high routing congestion.

In order to reduce the routing overhead in power driven scan chain ordering, [7]
proposes to partition chips with geographic criteria and chain scan flip-flops in each
cluster with low power driven order. In this approach, it definitely can shrink LPSC
length, but the testing power reduction may be low when there are few flip-flops in
a cluster. To improve power reduction ratio in each cluster, [5] proposes a better
version on partitioning chips with well distributed scan flip-flops in each cluster.
This approach can slightly increase testing power reduction ratio and the total wire

length of the scan chain remains almost the same.

From the experimental results described in [7] [5](Figure 2.5(A)(B)), we learn

10
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Figure 2.5: (A)Low power scan chain reordering with geographic constrained ap-
proach which is proposed in [7].(B)Instead of partitioning chip with geographic
architecture, [5] partitions the chip with well distributed scan cell in each cluster
and reorder the scan chain with low power order.
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that the testing power reduction and scan chain connection length are strongly
correlated with number of clusters. The more the number of clusters is, the less the
power optimization ratio is. That is, if there are more clusters, the power reduction
ratio will be less and the scan chain length will be shorter. In fact, we will show

that we do not have to partition the chip and obtain the same tradeoff easier.

12



Chapter 3

Low Power Scan Chain
Optimization During Detailed
Placement and Post Placement
Phase

Although Agrawal et al.,author of. [18], has suggested that scan chain reordering
should only be executed after ‘place-and-route procedure, this suggestion is based
on reducing scan chain routing overhead, decreasing scan chain routing congestion,
improving timing violation, etc. From the dynamic power formula, we can find that
shortening connection length also has the benefit of lowering loading capacitance and
thus reducing switching power. In order to further reduce routing length of LPSC, we
implement two methods on shortening LPSC routing length during placement phase
and optimizing LPSC after placement phase. From these, we can know how much
cost will be charged to improve LPSC routing length. In the following subsections,
we show how we implement our detailed placement which can improve LPSC routing
cost and how we optimize LPSC routing length in post placement phase. The LPSC
order has been decided after test vectors are known, and the connection of LPSC

will not be broken when going into the procedures proposed in this section.
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3.1 Optimizing Low Power Scan Chain during De-
tailed Placement Procedure

In cell-based VLSI physical design, many efficient placement algorithms have been
developed, such as simulated-based placement [21], partition-based placement [8],
performance driven placement [15], etc. In order to develop a detailed placer
which can keep information for specific cells, such as flip-flops, during placement
process, we choose greedy detailed placement as our placement algorithm which is
used by Dragon standard-cell placement algorithm [16] [20]. In order to simplify
implementation cost, we consider each standard cell occupying a regular bin in a grid
graph. Our greedy detailed placement consists of three steps. First, we partition
circuit with hMetis [1] which is multilevel: hypergraph partitioning scheme. From
this partitioning step, we can group cellsswhich, have strong connections among
them. Second, we construct weighted graph where vertices represent groups and
edges represent interconnection;between-twergroups. We use a greedy TSP program
to find a low cross interconnection ¢ostrorder for these groups. We then use this group
order to be our row order and generate an initial placement. Third, we randomly
choose one base cell, and from the location of base cell, we randomly choose a target
cell within window region. Size of window region can be controlled by setting height
and width parameters. The search direction can be classified into two types: vertical
search and horizontal search, and it is adjustable. From the experiment conducted
in [17], the vertical search to horizontal search ratio is recommended to be 1/5. We
use direct wire length between base cell and target cell as our cost.We estimate the
total wire length cost when swapping process takes place between base and target
cells. If the total wire length cost is reduced, we swap base cell and target cell,
otherwise the swapping would not occur. Figure 3.1 shows the flow graph of this

greedy placement procedure.

14
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Figure 3.1: Experiment flow of LPSC optimization during placement (A)ISCAS’89
[9] circuit format. We have developed a script to translate it to ISPD98 net format.
(B) We use hMetis to partition the benchmark circuit. The number of partition
depends on number of square root of gate count. (C) After the circuit is partitioned,
we build a weighted graph where vertices represent groups and edges represent
interconnection between two groups. (D) From (C), we use heuristic TSP to find a
feasible group order. (E) When group order is decided, cells are randomly placed
into their corresponding rows. (F)Two cells, base cell and target cell, are randomly
chosen. If the swapping procedure can improve the routing cost, the swap will occur.
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Be Limited 82\
In This Zone

Figure 3.2: The strategy for optimizing LPSC during placement phase. If the chosen
base cell is scan cell, the selection of the target cell will be limited into the quadrant
where the preceding scan cell is located.

Base

In order to improve LPSC routing cost, we modify the greedy placement strategy
as follows. Instead of breaking scan chain connection, we order the scan chain with
low power order and try to optimize its routing length in detailed placement phase.
In the detailed placement process, if the chosen base cell is scan cell, the selection of
the target cell will be limited into quadrant where the preceding scan cell is located.
And if the base cell is not scan flip-flop, the placer-performs normal greedy swapping

strategy. Figure 3.2 shows how we define the target cell search range.

3.2 Optimizing Low Power Scan Chain during Post
Placement Phase

Optimizing LPSC during placement process may cause some gates not finding their
feasible positions. From the experimental result, we learn that scan chain will have
about 30% shorter routing length by pulling scan cells closer but the design will have
poor routing cost and will get worse when design is larger. To our understanding,
it is not good to have better LPSC routing performance while sacrificing the total
routing cost of the designs.While testing power is the critical issue in modern VLSI
design, physical challenge is also essential as process shrinks. Solving low power

scan cell wire length problem may not be a good idea. In order to eliminate this
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Figure 3.3: We search feasible location for some specific scan cell between itself and
its predecessor and compare swapping cost for each location in this specific region.
If there is a feasible location to swap, the swapping procedure will be performed.

impact in physical design, we do not optimize LPSC during placement but refine it
in post placement phase instead. After-placement, procedure, we can have physical
information for each scan ﬂip—ﬂép. Thén, th‘é‘ optimizing process goes with checking
feasible position for each scan cell. For ‘example, Scan_Cell; will be searched for
suitable location between itself and its predecessor Scan_Cell;_;. Scan_Cell; will
estimate swapping cost for each cell in specific region. If there are several locations
which can reduce both chip routing cost and scan chain interconnection length, the
most feasible cell, which is closest to predecessor of Scan_Cell; and has no impact
on previous optimized placement, will be selected to swap with Scan_Cell;. The
example is as shown in Figure 3.3. The experimental results show that scan chain
routing length can be reduced by 1% to 3% with no influence on previous optimized

placement result.
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Chapter 4

Scan Chain Reordering with
Power and Routing Cost
Minimization

In previous works ( [7] [5]), they focus on chaining scan cells with power driven
order in each cluster and find that test power reduction ratio is strongly correlated
with number of clusters. They-then chain each cluster with a knowledge based ar-
chitecture. Although [7] and [5]*betli can reduge.routing overhead which is induced
by power driven scan cell chaining by partitioning the design, these approaches may
omit some good choices of scan cell pairs which have both low transition number
and short connection length. In order to consider test power and routing length
minimization, we propose reordering scan chain with cost function which can take
both power and routing length into consideration. In this way, we can make scan
chain reordering process to find better scan chain order solution without limiting in
specific regions. In the following sections, we will delineate how the edge weight is

defined and how a good scan chain order can be found.
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4.1 Weighted Graph Construction Using Power
and Routing Cost

In power driven scan chain ordering [6], we can definitely get low transition scan
chain order. However, this approach not yet considered scan chain physical infor-
mation in the design and resulted in routing cost issue. In order to improve routing
overhead in LPSC ordering, we construct a weighted undirected graph G(V,E) and
use distance cost and bit difference cost between each pair of flip-flops to obtain
edge weight. Vertices represent scan cells and edges represent connections between

scan cells. The edge weights are given by
Edge_weight(i,j) = (1 — ) x Dist(i,7)/L + 8« Bit_Dif f(i,7)/N

where Dist(i, j) is the direct coumectingrdistance between i,;, scan cell and j;;, scan
cell, Bit_dif f(i,j) is number of bit differences bétween test vectors in i-th scan cell
and j-th scan cell, L is diagonallength-ofthe-chip, NV is total number of scan-in and
response vectors, and [ is the parameter that controls how much effort we will pay
attention to scan power consumption and it is ranged from 0 to 1. Because the units
of Dist(i,7) and Bit_dif f(i, 7) are differently scaled, we normalize direct connecting
distance of scan cell 7 and j by diagonal distance of the chip and normalize number

of bit difference by total number of scan-in and response vectors.

4.2 Efficient Heuristic in Finding Minimum Cost
Scan Chain Order

After weighted graph is constructed, we need to find a path with minimum cost.
This problem can be formulated as a TSP problem, which is known as NP-complete.

In order to generate an acceptable solution efficiently, we implement a heuristic
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algorithm to get a competent low cost solution.! Our algorithm is as follows:

Heuristic TSP Algorithm

begin

while un — toured nodes exist

end

end

The complexity of this algorithm 18 O(|V{|E|)s where |V is number of flip flops
and |E| is number of edge in the weighted ‘graph. After we find the low cost scan

chain order, we can decide scan-in port and scan-out port of scan chain for power

minimum_cost = oo;
minimum_cost_edge = 0;
for each edge
if edge_cost<minimum _cost
if edge does not form loop when edge is added
mnto tour
minimum_cost:=edge_cost;
minimum_cost_edge:= edge;
end
end
end
Add_Edge_into_Tour(minimum_cost_edge);
Delete_Node(node); //delete this nodefrom
/ Juni=toured nodes
Detelte_Edge(minimam_cost-edge); 7./ delete this edge
J[from edge database

minimization.

4.3 Power Estimation for Scan-in and Scan-out

Ports Determination

When scan chain order has been decided, we need to define scan-in and scan-out
ports because the number of transition activities is not only related to the number
of bits difference between scan cells but also strongly correlated to their relative

positions. In order to choose which one of scan cells in the beginning of the scan

1Since TSP is a NP-complete problem, there are more enhanced solution by using linear pro-

gramming and cutting plane [3].
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chain, we need to estimate power for these two orders. To estimate scanning power
dissipation, we use weighted transition model proposed in [19]. For example, scan-
in vector v1v2v3v4 has value 1010 and the scan-in order begins from v4. This vector
has transition t1 between v3 and v4, t2 between v2 and v3, and t3 between v1 and
v2. As for t1, when v4 is loaded into scan chain, t1 will transit through the entire
scan chain and ¢2 will transit until reaching last 2 scan cells. t3 will stop right after
scanning into scan chain. Hence, we can observe that t1, {2, and ¢3 have different
power dissipation effects on circuit due to different positions. In order to estimate

scan-in and scan-out power in our scan chain order, we use the formula from [19]:
Weight Transition = 3(Size_of _Scan_Chain—

Position-of Transition)

For instance, our scan-in vectorwlv2v3v4 has value 0010 and scan-in vector is loaded
with v4 first. Then scan-in Weeight Transition will be (4-1) + (4-2) =5. As for
scan-out vector, if we have scan‘out vector olo20304 with 0010 and is scanned out
from 04 to ol, then scan-out Weight_Transition will be (4-3) + (4-2)=3. Then the
Weight_Transition is 5 + 3=8. The relative position information and transition
are illustrated as shown in Figure 4.1. From this power estimation function, we can
decide which one of scan cell in the beginning scan chain to be scan-in port and

which one to be scan-out port for this low power dissipation scan chain.
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Circuit Under Test

Test Vector | | Output Response

0010 0010
I I
Position 2 Position1  Position 2 Position 3

Figure 4.1: Example set of scan-in and scan-out vectors. The beginning position of
transiting activity can affect the number of transition.
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Chapter 5

Experimental Results

We experiment with our approach on circuit benchmark of ISCAS’89 family [9].
In order to simplify scan-based test power estimation, we use number of transition
in scan chain as dynamic power unitrand normalize it with routing driven scan
chain ordering to highlight the power redii¢tion ratio. The results are verified using
PrimePower [4] and the estimation error-is within 3%. ! As for interconnection

length of scan cells, we use diréet. connection-length between scan cells.

The circuit characteristics and testing vector information are shown in Table 5.1.
The deterministic testing vectors are generated from Syntest-TurboScan [2]. The
lost of fault coverage(FC) is due to circuit design and aborted faults. The second
column of the first part in the table shows the number of gates which NOT gates are
included and the third column shows the number of D flip-flops. In the second part
of the table, we show the number of testing vectors for each circuit benchmark and
corresponding fault coverage. Note that the value in Table 5.1 will not be changed

during the process.

Our experiment flow is shown in Figure 5.1. At the beginning, we synthesize

ISCAS’89 benchmarks and use TurboScan to replace flip-flops with scan flip-flops.

'We assume that fan-out loading of each scan flip-flop are the same. However, the fan-out
loading of each scan flip-flop may differ from each other. This is why we have variation in estimating
switching power.
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Table 5.1: Characteristics of ISCAS’89 benchmark and its DFT information

Circuit Name | # Gates | # DFFs || # Vectors | FC
sH378 2779 179 114 98.7
$9234 5597 211 154 94.5
s13207 7951 638 249 99.1
s15850 9772 534 133 98.1
$35932 16065 1728 40 91.3

We use ATPG to generate a set of scan vectors. From the scan vectors, we can
transform the scan chain into LPSC architecture. Instead of breaking scan chain
order, we preserve LPSC order when going into placement procedure. Then, we
work on optimizing LPSC in detailed placement step, in post placement process,
and in routing procedure separately.+Inithe. following sections, we will show the

experimental results for these three approaches.

5.1 Detailed Placement--with Minimizing Wire-
length of Low Pewer Scan Chain

Table 5.2 shows experimental result of detailed placement with LPSC. In the second
column, we show the power reduction ratio (PR) which is normalized to dynamic
power with wire length driven scan chain reordering design. We show total wire
length reduction ratio (W LR) of this approach in third column and LPSC wire
length improvement ratio (LPSC WL Imp.) in fourth column. From the table, we
learn that although we can enormously improve routing cost of LPSC in placement

phase, it is not good to trade the performance loss in circuit design.
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ISCAS89 (RTL)

1.Synthesis
2.Scan Chain Insertion
3.ATPG

Find Low Power Scan Chain Order
From Test Vector

ISCAS89 Translate To ISPD

Detailed | Break
Standard LPSC Scan Chain
Cells OPT. : :
Placement In Opt.
With Post LPSC
LPSC Placement With
Opt. ' Reordering

Figure 5.1: Modern VLSI design ﬂow with DET. Scan chain reordering is performed

after placement.

Table 5.2: Experimental result of detailed placement with minimizing wire length

of low power scan chain

Circuit Name | PR(%) | WLR(%) | LPSC WL Imp. (%)
sH378 34.52 -6.1 29.6
s9234 27.08 -7.3 35.8
s13207 34.22 -12.2 32.9
515850 30.03 -14.35 34.3
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Table 5.3: Experimental result of optimizing low power scan chain during post
placement phase

Circuit Name | PR(%) || WLR(%) | LPSC WL Imp. (%)
sH378 34.52 -0.68 1.5
s9234 35.8 0.16 2.8
s13207 34.22 4.48 1.09
s15850 30.03 2.2 2.1

5.2 Optimizing Low Power Scan Chain during Post
Placement Phase

Table 5.3 shows experimental result of optimizing LPSC during post placement
phase. The second column of this table is power reduction ratio PR of scan chain.
The third column shows total wire length reduetion ratio (W LR) comparing with
normal condition which has noLPSC optimizing procedure in post placement. The
routing improvement ratio of LRSC (LPSC W L Linp.) is shown in fourth column.
We learn that we actually do nét affect the previous optimized placement result,
but we can slightly improve it, instead.” Tn the fourth column of the table, it is
shown that there are only 1-2% improvement and this is not effective. It is because
most placement cells have reached stable state and have less probability to move
to another locations. The LPSC optimizing process in this phase may not have
much meliorable space. Figure 5.2 shows the weakness in improvement space of this

approach.

5.3 Scan Chain Reordering with Power and Rout-
ing Cost Minimization

The experimental results of third approach are shown in Table 5.4. The second row
PR represents power reduction ratio and W L represents routing length of all scan

cells. The placement result is generated from the placer which follows the design
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Figure 5.2: These figure goes with ISCAS’89 s382 benchmark which has 21 flip-flops.
(A) Low power scan chain architecture before optimizing process. (B)Low power
scan chain architecture after optimizing process. We can learn that there is tiny
improving space for using greedy swapping technique in this phase.

27



of Dragon standard-cell placement tool [20] [16]. We also follow the assumption
from [7] that there is a strong connection between routing length and routing
congestion. We start by setting 3 with 0 and increase its value by 0.2 until (3 is
equal to 1. For each benchmark, we show its power reduction ratio and scan chain
interconnection length. All power reduction ratios are normalized to ratios with
(=0 of each benchmark which has best routing cost and poorest power consumption.
From Table 5.4, we can see the tradeoff between testing power and scan chain routing
cost. For example, although 13207 has 6.9% higher power reduction ratio in 5=0.4
than that in 6=0.2, it costs 43.9% longer in wire length. With our well defined cost
function, we observe that the power saving ratio is almost linearly increasing with
from 0 to 1. From this result, testing designers can control tradeoff between power

consumption and routing overheadsmore intuitively.

Table 5.4: Average power reduction and routing:lefigth with =0 to 1. This shows
the tradeoff between power consumption and routing cost of scan chain ordering.

s5378 s9234 s13207 515850 535932

B value || PR(%) WL P(%) WL P(%) WL P(%) WL P(%) WL
3=0.0 0 6.37E+2 0 | 9.03E+2 0 | 1.95E+3 0 | 2.05E+3 0 | L.78E+4

$=0.2 8.99 6.79E4-2 11.80 | 1.09E43 8.74 2.37TE4-3 8.29 2.31E+3 0.66 1.78E+4

£=0.4 16.23 8.43E42 15.30 | 1.48E43 15.13 | 3.41E43 13.56 | 2.84E+43 3.26 1.79E+4

$=0.6 23.56 1.21E+3 19.30 | 2.41E43 21.34 | 5.72E+3 18.17 | 3.93E+43 8.07 1.83E+4

$=0.8 27.96 1.91E+3 22.70 | 3.88E+3 28.9 1.16E+4 23.89 | 6.68E+3 15.24 | 1.96E+4

£=1.0 34.52 4.44E4-3 27.08 | 7.08E+3 34.22 | 2.98E+4 30.03 | 2.33E+4 39.23 | 7.52E+5

We have implemented [7] to compare the experimental results with our ap-
proach. Table 5.5 shows the experimental result of [7] in our execution platform.
As previously shown, all power reduction ratios of each benchmark are normalized
to results of routing length driven scan chain reordering. The results show that the
more clusters we use, the less the power reduction is and the shorter the scan chain
length is, and the trend is the same as shown in [7]. Furthermore, the advantage
of our approach is clearly shown in Figure 5.3, which we compare the result from

Table 5.5 and our proposed approach. The horizontal axis is routing wire length
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and the vertical axis represents power reduction ratio compared with pure routing
driven scan chain reordering when =0. We can see that our approach has more
power reduction ratio under the same routing overhead. We also have less routing
overhead under the same power reduction ratio. In Figure 5.4, we show scan chain
routing graph of $9234 benchmark with four clusters in (A) and $=0.6 in (B). From
Figure 5.4, we can explicitly observe the advantage over routing congestion under
the same test power saving ratio which is around 19% in this example. As for ap-
proach in [5], which partitions chip with well distributed flip-flops, their approach
has 1-3% improvement in power reduction ratio and has about the same routing
overhead compared with [7] in benchmark s9234. We then deduct from Table 5.5
that our approach has both better power reduction and routing cost compared with

approach in [5].

Table 5.5: Experimental results of approach in [7] in our platform

$9234
# cluster | Power(%) WL
1 27.08 7.08E+3
2 21.04 5.09E+3
4 19.02 3.78E+3
9 18.28 2.84E+3
16 17.26 2.54E+3
36 14.81 1.87E+3
64 10.52 1.73E+3
100 7.95 1.55E+3
256 4.18 1.25E+3
3136 0.57 9.54E+2
Routing Driven Scan Chain Reordering
1 0 \ 6.94E+42
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Figure 5.3: Comparison of experimental results with approach in [7] and ours, show-
ing that our approach has lower routing cost under the same power reduction ratio.
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Figure 5.4: Experimental result of benchmark s9234. (A) By approach in [7]. The
design is partitioned into four clusters and has power saving ratio 19.02%. (B) By
our approach. The [ is set to 0.6 and has power saving ratio 19.30%. It is clear
that our approach provide better wiring with the same power saving ratio.
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Chapter 6

Conclusion and Future Work

In this thesis, we have shown several approaches on optimizing LPSC in physical
design and their tradeoffs in previous sections. With the LPSC reordering, we can
alleviate both test power and routingioverhead issues on scan chain design. Since
we do not constrain chaining sean cell§’in a specific cluster region, our approach
has more freedom to choose hetter scan cell connection. With well defined cost
function for weighted graph, we can alsoobtain better test power and routing cost

optimization more explicitly.

In the past, scan chain reordering focused on shortening connection length, re-
ducing routing congestion, making TSP algorithm more efficient, moderating scan
chain timing violation, etc. These scan chain optimization approaches may alleviate
impact on routing overhead or timing convergence in the design. As scan based
BIST test architecture becomes more popular in modern ASICs and SoCs, scan
test power problem should also be paid much attention to. From our experimental
results, we can control parameter to adjust about 30% scan test power reduction
ratio. While the optimizing degree in scan test power is strongly correlated with
scan chain routing overhead, we can not always to have $=1.0 which has best scan
test power reduction ratio but poorest routing congestion. On the other hand, scan

test power reduction ratio generating by considering both power and routing over-
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head may not be enough for test mode in modern circuit design since test mode may
consume twice more power than normal function mode. In order to further reduce
test power, we can cooperate our scan chain reordering approach with multiple scan
chains architectures [13]. Since multiple scan chains architectures can shorten tran-
sition shifting path, this can enormously reduce switching per scan cell. We have
experimented on two scan chains architecture on benchmark s9234 and found that
we can have 50% transition reduction ratio with normal wire length driven scan
chain reordering and 62% transition reduction ratio in our reordering approach with
(3=1.0. Again, we can control scan test power reduction ratio from 50% to 62% by

adjusting .

To further reduce test mode power, we can add low power ATPG test patterns
in the design and use this technique to collabotate with our reordering approach
and multiple scan chain architecture.~ We will focus on integrating these technique

and continue discussing low power test.architecture'in our future work.
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