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Abstract

As silicon technology scales, we can integrate:more-and more circuits on a single
chip, which means more 1/Os are needed in‘modern designs. The flip-chip design is
better than the typical peripheralwire=bonddesign in-the increase in 1/0O count. In this
thesis, we develop an I/O buffer block placer algorithm in area, wirelength and signal
skew optimization for flip-chip design. We can add this step to an existing design
flow to convert the initial peripheral wire-bond 1/0 design to area array 1/O design.
Experimental results have shown that our algorithm has better performance compared
with peripheral design in high 1/0O count circuits.
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Chapter 1

Introduction

As silicon technology scales, we can integrate more and more circuits even entire
electronic system on a single chip (So@)iSitice, more circuits are integrated on one
single chip, that means more 1/Qs are /néeded in-modern designs. Many high-
performance ICs and microprocessors are built with inore 1/O connections than in
the past [1]. [2] showed the trend in theiierease in /0 count and the reduction of
die size when the typical peripheral wire-bond design was replaced by the flip-chip
design. As a result, the flip-chip design shown in Figure 1.1 is considered a better

choice [3,4]. There are some more advantages of flip-chip design:

e Minimizes size of electrostatic discharge (ESD) structure for intra-package 10

e Improved signal integrity due to power and ground pad structure

Since flip-chip design allows 1/O buffers to be placed anywhere on the die, we
need to focus on the change to better the design and the cost for placing I/O buffer
blocks into the design. Many approaches and methodologies have been presented in
the literature [5,6,7,8,10], dealing with I/O placement and electrical checking using
flip-chip technology. In [9], they utilized flip-chip design to minimize interconnect
length which is the major concern in 1/O placement. Recently, [14] further consider

the building cost of I/O buffer blocks.
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Figure 1.1: Area-array footprint ASIC. The Vdd and Gnd bumps are uniformly
distributed across the die with signal bumps in fixed interspersed locations. 1/0O
buffers are associated with some specified signals bump and connected by pad trans-
fer metal.[14]

I/O buffers usually come with peripheral circuitry such as testing logic and ESD
structure. There is a required minimal spacing between ESD structures and active
devices due to the foundry rules [16], forming a clearance region between standard
cells and I/O buffer blocks. Once we clustered I/O buffers in one single block,

the clearance region is shared. In addition, the design cost for power routing to the



buffer block is reduced as well. Comparing to the approaches which place I/O buffers
in greedy ways [7,10], the design cost can be apparently reduced. Therefore, the
tradeoff between performance and cost in I/O buffer placement should be seriously

considered.

For most flip-chip designs, like microprocessors, there are a large number of
input/output pins used as data bus. For such designs, we must control the signal
skew problem carefully. In other words, we have to make sure that signals arrive
in the core simultaneously. This can be achieved by adjust the positions of bump

balls. input/output buffer blocks and cells.

In this thesis, we study the problem of I/O buffer placement for flip-chip design.
We built up a simple model for I/Qbuffer.block and propose a placement algorithm

to minimize interconnection length.and reduce. signal skew.

1.1 Organization ofthis Thesis

The remainder of this thesis is organized as follows. Chapter 2 describes the 1/0
buffer placement considerations, our model for I/O buffer block, force-directed place-
ment flow and problem formulation. Chapter 3 presents our four-stage algorithm
with a legalization, a numerical analysis method, and some heuristic methods. Chap-
ter 4 shows the experimental results. Chapter 5 presents the conclusion and future

works.



Chapter 2

Area Array 1/0 Buffer Block
Placement

Flip-chip technology allows our designito be built with many more I/O connections
and power bumps than in the past. As a result. the design will counter many other
problems such as long interconnection path [9] and hot-spot problem [15]. While
performing area array 1/0O buffer block:placement, we can place those buffer blocks
anywhere in the design, the minimal ‘spacing' between ESD structures and active
devices will become a problem. We need to focus on those problem to better our

design while performing 1/O buffer placement.

In the following, we will introduce the way we model our I/O buffer block,
force directed placement flow for our buffer block placer, our I/O buffer placement

methodology and problem formulation.

2.1 1/0 Buffer Modeling

There is an example for flip-chip style design shown in Figure 2.1 [16]. This chip
adopted flip-chip design to reduce 20% of die area comparing to the peripheral pad
design with 114 standard 1/O pads along the perimeter. Although flip-chip design
allows I1/O buffer can be placed anywhere on the die, the design grouped the most

part of I/O buffers at the center of the die to avoid the cost caused by the forbidden

4



minimal spacing between ESD structures and active devices due to the foundry

rules.

Figure 2.1: Annotated photomicrograph of DES IC with I/O buffer blocks grouped
at the center of the chip [16].

We treat our I/O buffer blocks as I/O macros which may contain with several
signals, ESD protection structure, latch-up ring and some testing logics, as shown
in Figure 2.2. We also adopt some of the I/O regimes from [17] for our I/O buffer
block model :

e 1/0 buffer block can be placed anywhere on the die, and any I/O buffer block

can be connected to any pad.

e No two I/O buffer blocks can occupy the same location, but they can be

bt



clustered in one single I/O buffer block.

e For a design with I/O buffers and a rectangular core layout region, we fix pad

locations with an array of locations spaced uniformly within the core layout

region.

The detail will be described in Chapter 3.
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Figure 2.2: The structure of I/O buffer block and signal pad [16].

2.2 Force Directed Placement Flow

Once we model our 1/0O buffer blocks, we need to develop a placement flow to place
I/O buffer blocks into the design. We adopt force directed placement to determine

the location where we place I/O buffer blocks.

Force directed placement was first proposed in the literature [18, 19]. This
placement method applies an iterative placement procedure. The process starts
with an initial placement and then selects a cell at a time to place the cell at it’s
zero-force position which is computed numerically according to the connection with

other cells. There is an example in Figure 2.3 for the force on a cell A connected with

6



four cells. The numerical analysis considers forces in x- and y-direction separately.

In force directed placement, optimal solution corresponds to :
e Force equilibrium : -, Cy; - (X - X;) = 0 for all cell i

If the zero-force location is occupied by other cell, the placer will move the cell
to another ideal location which is free to move in or move the cell which occupies the
zero-force location to another ideal location. In particular, force directed placement

improve placement by moving cells iteratively.

>]

o

Resultant
Force

Figure 2.3: The force on a cell A connected with four cells



2.3 Area Array I/0O Buffer Placement Methodol-
ogy

In order to keep up the advantages in flip-chip design, current design flow and
methodology are applied to satisfy system specification including many aspects such
as placement [5], chip packaging [12, 13] and pad assignment[11]. We want to develop
a methodology combined with I/O buffer modeling and buffer placement, and add
this step to an existing design flow in Figure 2.4 [10] (similar to [14]) to present a

more complete methodology in design cost and performance optimization.

2.4 Problem Formulation

Performance of a digital system s measured by its cycle time. Shorter cycle time
means higher performance. With considering the performance of a design at the
layout level, signal propagation titme and signal skew are two main factors. signal
propagation time is defined as the path delay of the signal. Signal skew is defined
as the difference of the delay between longest path and shortest path. In order to
better the performance of the design, it is desirable to minimize the longest path

delay and the signal skew.

Our experiment focuses on 1/O buffer placement in flip-chip design. We perform
our placement in row-based design. We assume all signal bump can assign to any
bump balls which are placed at pre-defined location. All the input/output signals
are connected to cells through the I/O buffer blocks. The problem we concerned
about is described as follows. Given an initial standard cell placement, a set of
I/O buffers(which has corresponding set of signal bumps) 10 = {ioy,...,io, }, a set of
signal bumps S = {s1,...,5, }, a user-specified skew range, a certain models for I/O
buffer blocks, and a set of nets N = {ny,...,n,,}, find a solution to simultaneously

reduce the cell wirelength, the I/O wirelength and signal skew from signal bumps
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Figure 2.4: Intrinsic area-array pad placement and routing flow from [10], and pro-
posed modeling and placement step.




to cells via buffer blocks.

To achieve the goal, this problem requests to minimize the following objective

functions I'; and I's:

Ty=> df+> d (2.1)
j=1

j=1
— 0 : 10
Iy = llrgjagl d; in dy’| (2.2)

I’y gives the sum of wirelength of I/O nets and cell nets. d;o is the wirelength from
signal bumps to cells via buffer blocks in the I/O net. d; is the wirelength between all
cells in the net. The wirelength is determined by the Manhattan distance between

two points.

W =G = ML Y 150 | (2:3)

I’y gives the input/output sigrial skew by the absolute value between longest path
and shortest path in I/O nets. d;” is therwirelength from signal bumps to cells via
buffer blocks in the I/O net the same as Equation 2.1. In our experiment, we use

the linear delay model same as wirelength to determine the path delay.
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Chapter 3

The 1/0 Buffer Block Placer
Algorithm

In this chapter, we present our I/Q,‘buffer block placer algorithm for 1/O buffer
placement and signal bump planning in flip-chip. design. Our algorithm provides a
new methodology which can be added to an existing:non flip-chip design flow. We
take a given initial standard cell placement; model the size of each 1/O buffer block,
place I/O buffer blocks into the design ‘and assign signal bump to every 1/O buffer

block to achieve demands of flip-chip design.

There are four stages of process in our I/O Buffer Block Placer Algorithm. In
the process of buffer modeling, we model the size of each buffer according to the
numbers of cells it connected. In the process of buffer block placer, we place those
buffer blocks into the chip by squeezing the cells away from the position it occupied.
In addition, we minimize longest path in the design and reduce the overhead of
the wire length while adding those buffer blocks into the initial placement. During
legalization, we move a set of costless cell from the longest row to the shortest
row in order to maintain the rectangular shape of our placement. In signal bump
assignment, we select a signal bump candidate which will not exceed a user-specific

skew range for every 1/0 buffer to get a minimum skew design.

The flow chart of our I/O buffer block placer algorithm is shown in Figure 3.1.

11
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Figure 3.1: The flow chart of our buffer block placer algorithm
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We will explain each part of our algorithm in the following sections.

3.1 Buffer Modeling

In this stage, we build a lookup table for various type of buffer blocks based on the
number of the cells it connected. As mentioned in Chapter 2, buffer blocks can share
the clearance region for minimal spacing between ESD structures and active devices

because of foundry rules. As a result, a buffer block with more single buffer grouped

12



together can reduce more area cost. In order to fit with the style of standard cell
design and simplify the problem, we build our I/O buffer blocks with the same hight
as the original row height of standard cell design, although real I/O buffer block may
exceed the row height of standard cell design. The way we model our I/O buffer
block is shown in Figure 3.2. For example, the I/O buffer block which clustered 4

buffers mean a signal buffer block which is able to drive 4 cells.

O IO buffer block
H minimum space

single IO buffer :I

clustered 2 buffers I |

clustered 3 buffers D:D

clustered 4 buffers ] |

Figure 3.2: The model of our 1/O buffer block

In the process of buffer modeling, we select the type of buffer block for every
input/output based on the number of cells it connected. For example, an input
pin connected with 8 cells will select a buffer block which is fit with the ability
to drive 8 cells. In real design issue, the I/O buffer for output usually has bigger
area than input because of the requirement for driven ability. In our buffer model,
we simply treat those two kind of I/O buffer block as the same type. The size of
each buffer block comes with two part. One is the minimal spacing between ESD

structures and active devices. The other is the area of the buffer block itself with

13



ESD structure, latch-up ring, testing logic and driver circuit. The size of buffer

block used in MCNC benchmark struct is shown in Figure 3.3.

400

300 B

200 —

AREA

100 -

I:I |_| 1 |_| 1 1 1 1 1

X1 ¥z ¥4 e Hle Hlo He0
EUFFEE TYFE

Figure 3.3: The size of buffer‘block used in*MCNC benchmark struct

3.2 BufBlockPlacer

In execution of this buffer block placer, we first compute the geometry center of each
net then we order the nets by the position of their geometry center from bottom to
top then left to right. Second, we determine the size of the buffer block of each net
by the table we made in buffer modeling. We place buffer blocks at the geometry
center of every net to minimize the longest path from cells to the buffer block and
also reduce the interconnection length on the side. We have three operations to

place those I/O buffer blocks into the core :

o (ell Squeeze : squeeze away the cell which occupied the location
e Buffer Merge : merge two nearby buffer blocks into a single buffer block

e Local Legalization : legalize the row length of the local rows

14



We use Squeeze to squeeze the cell away from it’s location and place the buffer
in that location until we get enough free space. We use Merge to merge two buffer
blocks into one buffer block if they are physically neighbored. Merging two different
buffer block together can reduce the total area by our look-up table. After some
operations of Squeeze or Merge, the local rows may exceed the constraint of the
length of row. We can use Wave to adjust them to maintain the rectangular shape

of the chip.

3.2.1 Cell Squeeze

Once we determine the location of the buffer block, we have to move out the cell
which occupied the target location.tWe focus on the movement of the cell while it
is been squeezing away. We define that eur:Sgueeze operation has three directions
to squeeze cells right, up and down. If we'squeeze theé cell right, all the cells on the
right side of it including the cell 1tself will shift right. If we squeeze the cell up or
down, the cell will move to the target row and take the same operation like squeeze
right. The offset distance of shift right is the width of the cell which squeezes. The

operation of the Squeeze is shown in Figure 3.4.

We calculate the cost of Squeeze in all three directions by summing up the weight
of every cell which have been moved. If the movement of the cell has changed the
boundary box of the net it connected, the weight is recorded. The calculation of the
weight is shown in Figure 3.5. Squeeze will choose the less cost direction to squeeze
the cell. After the operation of Squeeze, the position of cell and free space will be
updated to let BufBlockPlacer calculate the free space needed for the buffer block
to be placed in. If the free space needed is less than the width of the cell we plan
to squeeze, we will simply shift the cells right for the distance of free space needed
instead of choosing which direction to squeeze. Once we get enough free space for

the buffer block, we place the I/O buffer block into the free space.

15
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Figure 3.5: Moving the cell at the boundary of the net will change wire length of
the net

3.2.2 Local Legalization

After some operations of Squeeze, the length of the certain rows may exceed the

constraint of the length of row. We develop a local legalization process which is
16



inspired by the method used in Mongrel[20] to fix this problem. Once we squeeze
some cells away from the positions they belong, we use Wave to move cells in the
nearby area to reduce the impact on the change of length of the row caused by
the operation of Squeeze. In our legalization procedure, we start with the initial
placement (after Squeeze) and then sequentially move each less cost cell to it’s
relaxed target location. The key point is that after each move we produce a feasible

placement with free space for our buffer block.

In the process of Wave, we set up a wave zone by the x-coordinate of the cell
which has been squeezed in and the user-specified parameter WaveRange. If there
is any buffer block in the wave zone, we redefine the range of the wave zone to
avoid those buffer blocks. As shown in Figure 8.6, we sequentially move each less
connectivity cell from the longest row to the shortest row. Every selected cell will
move up/down to the cell in thé-next row and .squeeze right the cells which are on
the right side of it. The order we squeeze the cellis'from bottom to top then left to
right. As a result, the move in Wave will not affect the position of the buffer blocks

which have been placed.

The method we evaluate the weight of the cell which will be moved up or down
are similar to the method we used in Figure 3.5. There are two sources of the weight
while moving cell up/down. First, when we move out one cell from the row the cells
on the right side of it should be pulled left. At the same time, when this cell move
in the next row, the cells on the right side of it should be pushed right. The way
we evaluate the weight of first part is shown in Figure 3.7. Second, the width of the
cell which will be moved to the other row will affect the efficiency of legalization.
Moving big cell out of the longest row means less legalization process will be needed.
As a result, bigger cell will get lesser weight. We set up a parameter to adjust the
ratio of weight between run time and wirelength reduction. We calculate the weight

of every cell in the row then we can choose a less cost cell to move up/down.

17
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3.2.3 Buffer Merge

In BufBlockPlacer, some operations like Squeeze and Merge may encounter that two

buffers are physically neighbored. In order to reduce as much area as possible, we

18



use Merge to merge two buffer blocks into one. Due to the share of the clearance
region of minimum spacing between ESD structures and active devices, the area of
the merged single buffer block is less than the sum of two individual buffer blocks.

We use look-up table to determine the size of the merged buffer block.

3.2.4 The BufBlockPlacer Algorithm

In this section, we present a force-directed algorithm to place the buffer blocks into
the location where the longest path from buffer block to the cells is minimized and
the connection length is reduced as well. We place the buffer blocks in the order
from bottom to top then left to right. As a result, every operation of cell squeeze,
local legalization and buffer mergetwill not affeet. each other and the position of
the placed buffer block will not he modified by the later move.The algorithm of the

BufBlockPlacer is shown in Figure 3.8.

3.3 Global Legalization

After performing BufBlockPlacer, the placement may still violate the constraint of
the length of row. We use the same method as we mention in Section 3.2.2 to solve
the problem. In stead of local wave zone in Wawe, this procedure deal with the whole
chip. We sequentially move each less cost cell to the next row from the longest row
to the shortest row. This iterative process finish when there is no violations on the
constraint of the length of row or the number of iteration exceeds an user-specified

count.

3.4 Signal Bump Assignment

Once we finish the placement of buffer blocks, we have to assign signal bumps to

those buffer blocks. Since we adopt the flip-chip design, the location of the signal

19



Algorithm: SufBlockFlacers

1 Compute the geometry center of each nete

2 Order the nets by the position of thetr geometry center from bottom to top then
left to right and store them in a list Le

3 do#

4 Met «— pop Le

5 Find the size of the butfer blocl{le*

& target location = geometry center of nete
7 do«

8 case target location 15+

8 CELL:~

0 agueeze(ce il

11 BUFFER.:+~

12 Merge (bufferil)e

13 while(free space at target location < size of the buffer block)«

i4 Waveibufferile

15 I (next cell in row 13 butfer) thens

i Merge (bufieril))e
17 while(L 1z not empty)+

Figure 3.8: The BufferPlacer algorithm

bump are uniformly over the chip. In the beginning of this process, we build up a
set of locations in a gird for signal bumps to select. We apply two steps to determine
the critical signal path. First, we handle the longest path from buffer block to the
cell it connected in the design as a maximum delay path. Second, we select a closest
signal bump location to that maximum delay path to minimize the delay of the
maximum delay path. Here we get a maximum signal delay called MaxDelay for all

other input/output nets. ' 2 We set a parameter called USSR (user-specified skew

'Note that the input/output net in our signal bump assign is a net with input/output signal,
the buffer block and the cell it connected.

2And the skew is the difference in wirelength between input/output net and the longest in-
put/output net.

20



range) to control the skew for all input/output net. After we finish the signal bump
assignment for the net with longest path, we continue the next assignment for the

net with the longest path to the rest of nets until all nets are assigned.

For instance, there are five cells in in Figure 3.9 cell 1, cell 2, cell 3, cell 4 and
cells. Cell 1, cell 2 and cell 3 are in the same net, so they all connect to the same
buffer block. Cell 4 and cell 5 are in another net, so they connect to another buffer
block. Cell 1 to it’s buffer block is the longest path in this example, so we set it as
MazDelay. We assign a signal bump A for it. Cell 5 is the longest path in another

net, so we assign sign bump B to it without exceed USSR compared with MazDelay.

[ : buffer block []: cell : signal bump

longest path

[5]

Figure 3.9: An example for signal bump assignment

3.5 Summary of Our Algorithm

In this chapter, we propose an I/O buffer placement method with four-stage ap-

proach. In the stage of buffer modeling, we model the size of each buffer according
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to the number of cells it connected. In buffer block placement, we place those buffer
blocks into the chip by squeezing the the cells away from the location it occupied.
During global legalization, we move a set of less cost cell from the longest row to
the shortest row in order to maintain the rectangular shape of our placement. In
order to consider skew constraint, we select a signal bump candidate which may not
exceed an user-specific skew range. We use an example to show how our algorithm
work. The placement results are shown in Figure 3.10, 3.11, 3.12 and 3.13, respec-

tively.
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Figure 3.10: The initial placement, those rectangles represent cells.
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Figure 3.11: The placement plaged with buffer blocks after the execution of Buf-
BlockPlacer, dark rectangles represent buffer blocks and those lines represent the
connection of the cells.
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Chapter 4

Experimental Results

We implemented the I/O buffer placer algorithm in C++ programming language.
The platform is Intel Pentium 4 2.4GHz 'C€PU, with 1.5GB memory. The initial
placements based on some MCINC benchmarks(in Table 4.1) are obtained from
the placer FENG SHUI[21], with aspect ratio 1.0. The number of signal bumps of
the flip-chip design are scaled from IBMFSA=27E area-array copper technology[5].
The 1/0 buffer block model of flip-chip design has been described in Chapter 2 and
Chapter 3.

We compare our results with the peripheral design for area and wirelength. The
pad size of the peripheral design is 100 x 100um and the pad pitch is 100um[22].
The minimum space between 1/O pads and the core in peripheral design is set the
same as the row height of the standard cell. Table 4.2 shows the experimental results
in area on MCNC benchmarks summarized in Table 4.1. The width of the area in

flip-chip design is equal to the length of longest row. Since industry2 is a big design

Table 4.1: Number of cells, nets and I/O terminals in some MCNC standard cell
placement benchmarks.

Benchmark | Cells | Nets | I/Os
struct 1952 | 1920 64
biomed 6514 | 7052 | 97
industry2 | 12637 | 13419 | 495
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Table 4.2: Area comparisons between our approach and the peripheral design with
the MCNC benchmark.

# Initial Peripheral design | BufBlockPlacer | Improvement
of area Area Area in area
Circuit
cells (um?) (um?) (um?) (%)
struct 1952 | 11.47E+6 15.91E+6 13.22E+6 16.91
biomed | 6514 | 52.48E-+6 61.57E+6 55.33E+6 10.13
industry2 | 12639 | 10.45E+7 16.96E+7 10.90E+7 35.73

Table 4.3: Wirelength comparisons between our approach and the peripheral design
with the MCNC benchmark and the result of signal skew.

# # Peripheral design BufBlockPlacer Improvement
of of Wirelength Wirelength | Skew | in wirelength
Circuit
nets | signals (um) (um) (um) (%)
struct 1920 64 656856 613726 5250 6.57
biomed 7052 97 2.999E+6 20605E+6 | 13094 12.94
industry2 | 13419 | 495 1.416E+7 9.07AE+6 | 19564 35.92

with more than 400 1/Os, the size of inifial ' peripheral design is not compatible
with such amount of I/Os, we increase thespace between 1/O pads and the core for

industry?2 in peripheral design to fit the amount of the I/O pad.

Table 4.3 shows the experimental result in wirelength and skew on MCNC bench-
marks summarized in Table 4.1. The estimation of wirelength and skew has been
described in Chapter 2. We obtain better /O timing performance by smaller 1/0O
wirelength. The wirelength from I/O nets to pads in peripheral design are estimated

by the average distance from the net to the boundary of I/O pads.

Table 4.4 shows the experimental result in run time on MCNC benchmark
industry2. The run time of our placer mainly comes from the legalization pro-
cess. We adjust the parameter of the weight between wirelength and run time in
the legalization process to see how it affects the run time and the performance of

our placer.

The final result for these circuits for both peripheral and flip-chip design are
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Table 4.4: Run time comparisons for our 1/O buffer placer with the MCNC bench-
mark industry2, we adjust the parameter of the weight to make legalization process
consider wirelength only or both wirelength and run time.

industry2 with Area Wirelength | Run time
legalization consideration | (um?) (um) (sec)

Wirelength only 11.08E+7 | 8.942E+6 2156
Wirelength and run time | 10.90E+7 | 9.074E+6 427

shown from Figure 4.1 to 4.4. From the result shown in Table 4.2 and Table 4.3, we
can see that a significant improvement in chip size and wirelength can be achieved
by using our I/O buffer placer methodology. Table 4.4 shows that we can trade a

few cost in wirelength for a decent improvement in run time.
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Figure 4.4: The final result of biomed with BufBlockPlacer.
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Figure 4.5: The placement of industry2 with peripheral design.
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Chapter 5

Conclusion and Future Works

In this thesis, we have present our I1/O buffer placer algorithm in design cost and
performance optimization for high-end.flip-cliip.design. Our methodology combined
with I/O buffer modeling and buffer placement., We-can add this step to an existing
design flow to convert the initial design to-flip-chip=design. Experimental results
have shown that our algorithm has better performance compared with peripheral

design in high I/O count circuits.

For future improvement of our placement method, developing a complete place-
ment flow with 1/O buffer floorplanning for flip-chip design will be a better way
to optimize the performance of placement in flip-chip design and add some more
constraints into our placement algorithm like power supply noise or voltage drop
threshold violation cause by IR drop. We also need to develop a better algorithm

to further reduce the signal skew.
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