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SUMMARY

In emergency tasks, cross-agency operations being carried out in disaster-hit areas require some supporting
communication system for command and control. Mobile Ad hoc Network (MANET) is a very suitable way
to meet such communication requirements since it can function without any pre-installed communication
infrastructure. Owing to potential threats in the field environment and the unique features of MANET (e.g.
the open nature of wireless links and the absence of security infrastructure), security of communications
over MANET is a serious issue that is typically addressed by asymmetric cryptographic mechanisms. In
this paper, we tackle issues critical to asymmetric key management in MANET, which almost invariably
serves as a basis of security services in a network environment. To address the deficiencies of existing key
management schemes, we propose the concept of mission-specific certificate to manage public keys in
our scenario. For issuance and/or revocation of mission-specific certificate, a Mission-specific Certificate
Authority (MCA), which consists of a collection of server nodes to operate the threshold cryptographic
scheme, is proposed. Furthermore, to cater for the occurrence of network partitioning, which is common in
highly dynamic MANET, we propose a partition-tolerant mechanism for MCA by introducing the notion
of auxiliary server nodes. We discuss the security and performance of our scheme and show that our
approach is a secure and partition-tolerant mechanism can effectively improve availability of the MCA.
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1. INTRODUCTION

In emergency tasks, cross-agency operations are usually carried out in disaster-hit areas (e.g. in the
aftermath of earthquake, tsunami, hurricane, etc.). The operation execution requires command and
control during all the time; thus, some supporting communication system is necessary. However,
building such a system is challenging since there might be no communication infrastructure or the
existing infrastructure might have been destroyed. Mobile ad hoc network (MANET) that typically
consists of heterogeneous mobile nodes connected by wireless links in an ad hoc manner is suitable
for providing communication services in such cases since it can function without any pre-installed
communication infrastructure [1].

In a typical disaster-hit area, irrelevant or even malicious parties may exist; thus, the communi-
cation system has to be properly protected. Security services such as schemes proposed in [2, 3]
could be used.

As the basis of almost all security services, key management is essential for securing commu-
nication systems. To communicate securely with other participants of the emergency task, one has
to first obtain the associated cryptographic keys of those participants. Owing to the open nature of
wireless links and the absence of security infrastructure, security of communications over MANET
is typically addressed by asymmetric cryptographic mechanisms. For traditional public key infras-
tructures (PKIs) [4], it is reasonable to assume that an internal PKI exists in each participating
organization. For example, an Internal Certificate Authority (ICA) could be set up to provide a
certificate service for entities within an organization. A certificate generated in this manner assures
that the entity belongs to this organization and that the public key is associated with the entity.
However, internal PKIs are not appropriate in cross-agency operations, where cross-agency certifi-
cates verifiable by all participants are required. The provision of such a certificate service is still
technically challenging.

On the other hand, though the use of cross-certificates is another possible option widely adopted
to support cross-organization transactions in electronic commerce systems, it is not suitable in
our case for at least two reasons. First, emergency missions by their very nature are assembled
ad hoc; hence, it is not realistic to expect in advance installation of verification keys or cross-
certificates for all participants on all devices to be used in the field. Second, it is obvious that not
all members of an organization are assigned, hence authorized, to participate in the emergency
mission. Furthermore, as a good security practice, long-term cross-certificates are better not be used
in short-term emergency missions. While it might be desirable to tear down the ‘trust relationships’
established during the missions at the end, e.g. to make sure that all cross-certificates are revoked,
revocation of cross-certificates is very difficult to enforce effectively.

An alternative solution more suitable for our case is the use of short-term and cross-agency
verifiable mission-specific certificates. The mission-specific certificates could be issued on-demand
for participants on the ground and used to certify their role and their public keys. Since the whole
life cycle of the mission-specific certificate only exists during the mission operations, it avoids the
problems experienced by cross-certificates. In order to manage mission-specific certificates that are
desirable in our case, we propose the notion of a Mission-specific Certificate Authority (MCA) and
cryptographic mechanisms to implement the MCA in an MANET environment. The MCA helps
to establish trust relationships among mission participants from different organizations based on
the trust relationship between the MCA and the ICAs. MCA needs to be highly available in order
to support the operations needed for issuing, updating and revoking mission-specific certificates.
Inspired by the approaches of Distributed Certificate Authority (DCA) [5–10], we further distribute
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the authoritative power of the MCA (i.e. the power to issue/update/revoke certificates) to more
nodes in order to achieve better partition tolerance.

Our proposed scheme works as follows. The MCA scheme is implemented by a group of
distributed server nodes. The MCA service is used by other nodes (the clients) to generate mission-
specific certificates. When there are enough servers, some client nodes are selected and converted
by the servers into auxiliary servers, which do not have the privilege to sign until they are activated
by the servers at a later stage. When a mission-specific certificate needs to be issued in an isolated
segment of a partitioned MANET, where there are not enough servers, some of the auxiliary servers
are activated by the remaining servers. Once activated, the auxiliary nodes behave like a normal
server in terms of ability to participate in MCA operations. The activated auxiliary nodes as well
as the remaining servers collaborate to issue mission-specific certificates. When the service of an
activated auxiliary server is no longer needed, it is deactivated by the normal servers, thus losing
its ability to participate in MCA operations.

The rest of the paper is organized as follows. In Section 2, we briefly describe the idea of
threshold-based DCA, which provides a basis for the MCA. In Section 3, we propose the system
model of the MCA. In Section 4, the details of the proposed scheme are presented. In Section 5,
we discuss the proposed approach in aspects of security and effectiveness, respectively. Finally,
we present the related work and conclude our work in Section 6.

2. THRESHOLD-BASED DCA

Threshold-based DCA was proposed in [5–10] for providing certificate services in MANET. The
basic components of a threshold-based DCA consist of a dealer and a number of server nodes.
The dealer is a trusted entity that takes charge of computing shares from the CA’s private signature
key based on the threshold scheme, and securely distributing them to the server nodes. The server
nodes collaborate to issue certificates as long as there is at least a threshold number of them
available.

Before being deployed, the DCA has to be initialized. In this process, a trusted dealer is usually
assumed to operate the initialization. The goal of initialization is to distribute the shares of the
CA’s private signature key to n servers based on an (n, t) threshold scheme. Here Shamir’s secret
sharing [11] is usually adopted.

Shamir’s secret sharing. Let q be a prime number, s∈ Zq be the private signature key to be
distributed and f (x) denotes a t−1 degree polynomial with random coefficients over Zq subject
to the condition f (0)=s. For each server Si , let xi refer to a unique integer identifier in Zq . The
shares of the key s could be evaluated as

si = f (xi )=s+a1xi+a2x2i +·· ·+at−1xt−1i mod q (i=1,2, . . . ,n)

Any t of n shares could reconstruct the secret later as

s=
t∑

i=1
f (xi )li (0) mod q

where li (0)=∏t
j=1, j �=i x j/(x j−xi ) mod q .

After generating the shares, the dealer then securely distributes each share si to the server Si ,
respectively, in an out-of-band way. Meanwhile, the public key of the DCA is also given to all the
nodes for verifying DCA certificates later.
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After successful completion of initialization, the DCA works as follows. When one requests the
DCA for a new or updated certificate, the request is first sent to a proxy server, which is one of
the n servers chosen by the requestor. The proxy server then forwards the request to other servers.
Upon receiving the request, each server independently verifies the binding of the entity with its
public key. If the verification is successful, the server generates a partial certificate (signature) that
is computed using its share and sends it to the proxy server. A valid certificate will be generated
by the proxy server by combining at least t partial certificates. Since no shares are disclosed in
this process, the combination could be done by the requestor as well, if it has enough computing
resource. While the DCA mechanisms are independent of any specific threshold signature
scheme, such as [12], an example of a threshold RSA signature algorithm proposed
in [10] is briefly sketched as follows for illustration. It could be introduced as four basic processes.

P1: Initializing (generating public key, private key and private key shares). Let N= PQ, where
P and Q are two primes. Select the public key v, satisfying gcd(�(N ),v)=1, 1<v<�(N ) and
evaluate the private signature key s≡v−1(mod�(N )). The private key is shared as si= f (xi )
(i=1,2, . . . ,n), where f (x) denotes a t−1 degree polynomial with random coefficients over ZN
subject to the condition f (0)=s.

P2: Generating partial signatures. With share si , a partial signature on message M could be
generated as Msi li (0)(mod N ) mod N , where li (0)=∏t

j=1, j �=i x j/(x j−xi ) mod N .
P3: Combining. The t (or >t) partial signatures could be combined as

M
∑t

i=1 (si li (0) mod N )=
t∏

i=1
Msi li (0)(mod N ) mod N

Since the equation
∑t

i=1 (si li (0) mod N )=kN+s holds for certain k, one has to further compute
the valid signature Ms from MkN+s . To get the valid signature, one could set Y =MkN+s
and repeatedly compute Y←Y ·M−N mod N until M≡Y v(mod N ), then Y is the valid
signature.

P4: Verifying. The signature Y =Ms is valid if and only if M≡Y v(mod N ).
DCA schemes presented in [5–9] suffer from the availability problem when operating in a

highly dynamic MANET where network partitioning occurs frequently. In such case, t or more
servers might only be available intermittently in some (or even all) segments, so the availability
of the DCA could be interrupted.

3. THE MCA SYSTEM MODEL

The underlying system model on which the MCA is based consists of different types of network
nodes that are connected by a MANET. The MANET is subject to frequent partitioning due to the
dynamic nature of its topology resulting from the movement of mobile nodes. In this section, the
various types of nodes and their respective behaviorial changes in face of network partitioning are
explained. An overview of behavior and operations of the MCA is also provided.

3.1. Classification of nodes

From the perspective of MCA operations, previous works classified MANET nodes into two types:
server nodes and client nodes. In this paper, we make use of the heterogeneity of MANET nodes
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Figure 1. Status transition diagram of an HEC.

and differentiate them into three types according to their different functions: servers, high-end
Clients (HECs) and low-end clients (LECs).

Server. Servers are usually relatively stable nodes with best security protection and richest in
computing resources in the system. They are the basic components of the MCA, and the only nodes
that have to be pre-configured with longer-term security parameters before each mission. The term
server group denotes the set of MCA servers connected by the MANET or the segments of a parti-
tioned MANET. Long-term security parameters stored in the servers enable secure communication
channels to be established among servers.

HEC. HECs are client nodes with relatively good security protection and moderate computing
resources. An HEC needs to request for a mission-specific certificate from the MCA when it joins
MANET. In the MCA, they could be converted to auxiliary servers by the servers. Each auxiliary
server has a coordinating server, which initiated the conversion. If needed, for example when
there is not enough server nodes in a segment, the auxiliary servers in the segment are activated
to be temporary servers. The temporary servers are deactivated after being used and the temporary
servers resume their state of being auxiliary servers after deactivation. If some auxiliary servers
are detected to exhibit malicious behaviors, they could be revoked by the servers and put into the
blacklist on each server (see Figure 1).

LEC. LECs are client nodes other than HECs. Before joining the MANET, an LEC needs to
request its mission-specific certificate through a server, which is called a proxy server. The proxy
server is selected by each client node independently according to some local policies, such as the
nearest server or the most trusted server.

Let the MANET consists of m nodes, which are divided into three categories: servers denoted by
Si (i=1,2, . . . ,n), HECs denoted by Ci (i=1,2, . . . , l) and LECs denoted by ci (i=1,2, . . . ,m−
n−l). The roles of the nodes, i.e. Server, HEC and LEC, are decided and stored on servers from
each organization before deployment. Such information is shared among all servers once they start
the MCA operation.

3.2. Network partitioning

As the network topology of a MANET may change dynamically, network partitioning may occur
in an unpredictable manner. A MANET is said to be partitioned if it is divided into several isolated
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segments, which are disconnected from one another. The topology of a segment will last for some
time, and then the segments may be either merged (re-connected) or further partitioned. We make
the assumption that the duration of the segment topology is long compared with the execution time
of our procedures. Thus, in most cases, the segment will not be partitioned during the execution
of our procedures. This is a reasonable assumption as observed from our simulation results.

Note that, in our system, partitioning of the MCA is detected by a client only when its request
for mission-specific certificates fails due to insufficient servers.

3.3. Initializing the MCA for missions

In each organization, there exists an administrator that handles security administration within the
organization. In particular, an ICA in each organization is assumed to issue internal certificates to
its members for internal business functions.

Before the deployment of the MCA, pre-configuration for each mission is required. In the
initializing procedure, a trusted dealer is assumed as in other threshold-based DCA schemes. For
practical consideration, this procedure should be as simple as possible. Although the MCA consists
of servers and auxiliary servers converted from HECs, only a small number of the nodes, i.e. the
servers, need to be pre-configured for each mission.

First, the dealer computes shares from the private signature key of the MCA and securely
distributes them to the servers. Second, the public key of the MCA is given to each server. Third,
the public keys of the other ICAs are also given to each server; hence, the action of verifying
entities from other organizations is based on these internal certificates. Thus, any two servers could
get public keys of each other from internal certificates and generate the session keys to establish
secure communication channels. Besides, the servers are equipped with mission-specific policies
to operate the MCA for the mission.

After the initialization, an MCA based on (n, t) threshold scheme (where n�m) is avail-
able for providing a global certificate service for all the nodes in the MANET. Since n�m,
pre-configuration before each mission is time-efficient, hence could expedite the deployment
significantly.

3.4. The MCA operations

There are five basic procedures when the MCA is working: selecting and converting procedure
(server select/convert HEC), requesting procedure (LEC/HEC request server), activating procedure
(server activate auxiliary server), deactivating procedure (server deactivate temporary server) and
revoking procedure (server revoke auxiliary server).

• Selecting and converting procedure: According to the network status and task requirements,
a coordinating server could launch the selecting and converting procedure to convert an HEC
to an auxiliary server by generating an auxiliary share. The auxiliary share is generated by
the auxiliary server with the help of the servers in the current server group.
• Requesting procedure: An HEC or LEC has to launch the requesting procedure to acquire

a valid mission-specific certificate when it joins the network or when its existing certificate
expired. The request is first sent to a proxy server, which then forwards the request to other
servers. If there are t or more servers in the server group, the certificate could be generated
by combining at least t partial certificates that are generated by servers.
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• Activating procedure: The activating procedure could be launched by the proxy server to
activate auxiliary servers when there are less than t servers in the current segment. The basic
idea of this procedure is to find auxiliary servers that could be connected and activated by
remaining servers in the current segment. After being activated, the auxiliary servers could
be used along with the remaining servers to issue certificates.
• Deactivating procedure: As the reverse procedure of activating procedure, the deactivating

procedure is launched at time out or on demand. The basic idea of deactivating is that
remaining servers discard the temporary shares generated in the activating procedure. After
the deactivating procedure, the deactivated temporary servers that lose their power to generate
valid partial certificates resume their status as auxiliary servers, which may be activated again
when needed.
• Revoking procedure: The revoking procedure could be launched by any server when an

auxiliary server exhibits malicious behaviors. After the revoking procedure, the auxiliary
server cannot be activated again.

4. THE PARTITION-TOLERANT MCA SCHEME

4.1. Selecting and converting

An HEC can only be converted when there are at least t servers available. The server that initializes
the selecting and converting procedure for an auxiliary share is called the coordinating server
of that auxiliary server. Note that more than one auxiliary server could be generated each time.
For simplicity, we consider the situation in which only one node is converted each time.

Suppose the server group G in the current segment consists of n servers Si (i=1,2, . . . ,n).
Our goal is to generate an auxiliary share for the selected HEC. Let SCk denote the coordinating
server of Ck in G. This procedure consists of three phases: selecting an HEC, disguising all
servers’ shares and generating an auxiliary share. Note that we disguise the servers’ shares for two
purposes: protect each server’s share from being disclosed and make the newly generated auxiliary
share appear to be a ‘random number’ before it is activated. Some of our steps are inspired by the
approach proposed in [13]. To guard against wiretapping and tampering, all communications among
servers are transmitted via secure communication channels. These channels could be protected by
symmetric cryptography established through symmetric key distribution enabled by the long-term
security parameters.

Phase 1. Selecting an HEC.

• SCk chooses an HEC Ck nearby according to network conditions, such as the possi-
bility of network partitioning and application-specific policies including conflict-of-interest
rules.
• If Ck agrees to be converted, it applies to servers in G for auxiliary share. The request is

signed with Ck’s private key and forwarded by SCk .• After receiving the request, each Si verifies the signature and decides whether the request
complies with security policies. If verification is successful, Si responds to SCk .

The selecting phase is illustrated in Figure 2. The chosen HEC C1 applies for an auxiliary share
through its coordinating server S1. Four servers (including S1) that received the request pass the
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Figure 2. Selecting an HEC.

verifications and respond. In figures of this section, nodes with dashed circle are assumed to be
out of the current segment. Suppose that there exist t ′ responding servers (including SCk ) denoted
by Si (i=1,2, . . . , t ′). If t ′�t , SCk will trigger the next phase on each Si .

Phase 2. Computing disguised shares by each server.

• Each Si independently generates a new random polynomial gi (x) with degree (t−1) in Zq .
• For each S j ∈{S1, S2, . . . , St ′ }, Si evaluates gi (x) at position x j and sends gi (x j ) to S j through

the symmetric key-protected secure communication channel. If S j= SCk , Si evaluates gi (x)
at position yk and sends gi (yk) to SCk through secure communication channel. Here x j and
yk ∈ Zq are unique integer identifiers representing S j and Ck , respectively.
• If all gi (x j ) (i=1,2, . . . , t ′) are obtained, S j computes its disguised share s′j =s j+

∑t ′
i=1 gi (x j ) mod q .

• Each s′i from Si is encrypted with Ck’s public key and sent to Ck through SCk .

Phase 3. Generating an auxiliary share.

• If t or more of the s′i are received, Ck computes auxiliary share hk=∑t
i=1 s′i lxi (yk) mod q

by the Lagrange interpolation, where lxi (yk)=
∏t

j=1, j �=i (yk−x j )/(xi−x j ) mod q .
• Ck notifies SCk that the auxiliary share hk is computed.

• After being notified, SCk computes �k=∑t ′
i=1 gi (yk) mod q , which is needed to activate Ck .

�k is stored by SCk and is used when it needs to activate Ck .
• SCk notifies the servers in G that the Ck has been converted successfully.
• The polynomial gi (x), together with its derived values, and s′i are then deleted.

There exists a relationship between hk held byCk and�k held by SCk i.e. hk= f (yk)+�k mod q .
The selecting and converting procedure could be illustrated as Figure 3.

4.2. Requesting and activating

If there are enough servers in the server group of the current segment, the requesting procedure is
similar to other DCA schemes (as described in Section 2). However, if there are not enough servers,
the MCA can still provide certification services by taking advantage of the activated auxiliary
servers.
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Figure 3. The selecting and converting procedure.

Suppose only n′ (n′<t) servers Si (i=1,2, . . . ,n′) exist in the current server group. The goal
of activating procedure is to turn l ′ auxiliary servers Ck (k=1,2, . . . , l ′) into temporary servers by
activating l ′ auxiliary shares hk (k=1,2, . . . , l ′) where l ′ = t−n′.

Suppose a client is applying to the MCA for a mission-specific certificate but there exist
insufficient servers (see Figure 4), its proxy server Sp (such as ‘S1’ in Figure 4) will launch the
activating procedure.

• Sp informs Si (i=1,2, . . . ,n′) in the server group to search for connected auxiliary servers
in the current segment.
• After being informed, each Si searches for auxiliary servers whose coordinating server is Si

and responds to Sp with the search result (see Figure 5, where three HECs (C1, C2, C3) are
connectable and two of them (C1, C2) have been converted to auxiliary servers by S1, S2,
respectively. C1 and C2 are available to be activated).
• If the number of connected auxiliary servers is no less than l ′, Sp selects l ′ connected auxiliary

servers Ck (k=1,2, . . . , l ′) and triggers the activating procedure on each Si . The trigger
message includes a list of servers in the current server group and a list of selected auxiliary
servers.
• After receiving the trigger message, each Si independently generates a new random polynomial

g∗i (x) with degree (t−1) in Zq satisfying g∗i (0)=0.• For each S j ∈{S1, S2, . . . , Sn′ }, Si evaluates g∗i (x j ) and sends g∗i (x j ) to S j through a secure
communication channel.
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• For each Ck ∈{C1,C2, . . . ,Cl ′ }, Si evaluates g∗i (yk) and sends g∗i (yk) to SCk through a secure
communication channel.
• With the received values of g∗j (xi ) ( j=1,2, . . . ,n′) (including g∗i (xi )) each Si computes the

temporary share s∗i =si+
∑n′

j=1 g∗j (xi ) mod q . The share si is retained.

• Similarly, each SCk evaluates �∗k=
∑n′

j=1 g∗j (yk)−�k mod q with g∗j (yk) ( j=1,2, . . . ,n′)
(including g∗Ck

(yk)). The original activating material �k is retained.
• After being encrypted with Ck’s public key, �∗k is sent to auxiliary server Ck by SCk .• With �∗k , Ck activates its auxiliary share by evaluating h∗k=hk+�∗k mod q .
• Ck then notifies Sp so that hk has been activated successfully. The original auxiliary share

hk is retained.
• The polynomial g∗i (x), including the derived values, and �∗k are deleted after being used.

The whole activating procedure could be illustrated as Figure 6. After the above steps, the temporary
shares h∗k (k=1,2, . . . , l ′) and shares of new version s∗i (i=1,2, . . . ,n′) could be used together to
generate a valid signature of the MCA until Ck (k=1,2, . . . , l ′) are deactivated. The procedure for
generating certificate with the help of temporary servers is illustrated as Figure 7. In this figure,
S1 collects the partial certificates from servers S1, S2 and temporary servers C1, C2 that have just
been activated. Upon receiving t or more partial certificates, S1 could generate the DCA certificate
for R.

Figure 4. The request fails due to insufficient servers.

Figure 5. Searching for auxiliary servers available to be activated.
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Figure 6. The activating procedure.

Figure 7. Generating the DCA certificate with the help of temporary servers.

We now demonstrate that one can generate a valid MCA signature from the shares held by
n′ servers and t−n′ temporary servers, whose auxiliary shares have been activated by these n′
servers.

Lemma
Given h∗k is the activated auxiliary share corresponding to hk and f ∗(x)← f (x)+∑n′

i=1 g∗i (x)
mod q , then f ∗(yk)=h∗k .
Proof
For yk , we have f ∗(yk)= f (yk)+∑n′

i=1 g∗i (yk) mod q . Since hk is Ck’s auxiliary share,

hence hk= f (yk)+�k mod q , and f ∗(yk)= hk −�k +∑n′
i=1 g∗i (yk) mod q . Now that h∗k=hk+�∗k
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mod q , f ∗(yk)= h∗k − �∗k − �k +∑n′
i = 1 g

∗
i (yk) mod q . Since �∗k =

∑n′
i=1 g∗i (yk) − �k mod q ,

f ∗(yk)=h∗k . �

Theorem
Given s∗i (i=1,2, . . . ,n′) held by n′ servers and h∗k (k=1,2, . . . , t−n′) held by t−n′ temporary
servers, the private MCA signature key s could be recovered.

Proof
Since h∗k= f ∗(yk) and s∗i = f (xi )+∑n′

j=1 g∗j (xi ) mod q= f ∗(xi ), we have t points of the polyno-
mial f ∗(x) where f ∗(0)= f (0)=s. Thus, the private signature key s could be reconstructed via
Lagrange interpolation as

s=
n′∑

i=1
f ∗(xi )lxi (0)+

t−n′∑

k=1
f ∗(yk)lyk (0) mod q

where lxi (0)=
∏n′

j=1, j �=i x j/(x j−xi )
∏t−n′

j=1 y j/(y j−xi ) mod q and lyk (0)=
∏n′

j=1 x j/(x j− yk)
∏t−n′

j=1, j �=k y j/(y j− yk) mod q . �

4.3. Deactivating

To deactivate temporary servers, we make use of a soft state mechanism, i.e. the temporary shares
are deactivated after time out. After generating the temporary shares in activating procedure, each
server/temporary server starts a timer. When the timer runs out, the temporary share h∗k or share
s∗i is deleted by each node involved in the activating procedure. The proxy server which launched
the activating procedure is also allowed to deactivate temporary servers by informing the servers
and temporary servers involved in the activating procedure to delete h∗k (k=1,2, . . . , l ′) and s∗i
(i=1,2, . . . ,n′).

4.4. Revoking

If one server detects a malicious node, it will launch the revoking procedure by broadcasting a
revocation notification including the evidence. Upon receiving the notification, the servers will put
the revoked node into the local blacklists. As a result, the revoked node cannot be activated or
converted again. The coordinating server would delete � corresponding to the malicious nodes.
Since the notification might only reach the servers in one server group, servers should exchange the
blacklist periodically. To guard against slandering and tampering attack, the revocation notification
should include the evidence and be signed by the server which initializes it.

5. DISCUSSION

5.1. Security

The main security concern of the MCA is the possibility of fabricating mission-specific certificates
by attackers. Like other threshold-based DCA approaches, an attacker has to obtain at least t shares
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in order to compute the private signature key s and hence fabricate a certificate. Thus, the security
of the MCA mainly depends on how difficult it is for an attacker to obtain t or more shares.
As a partition-tolerant mechanism, it is also necessary to ensure that an attacker will not be able
to fabricate certificates simply by collecting auxiliary shares. These security issues are analyzed
in this section.

When a node is compromised, any resource of the node might be under the control of the
attacker, including the public key pair, share and auxiliary share. Furthermore, it is possible for the
attacker to compromise more than one node. We thus use N c to denote the set of compromised
nodes and N s to denote the set of nodes that are not compromised. Note that the main objective
of threshold schemes is to make the system more robust and secure because it is believed to be
more difficult to compromise t or more nodes compared with the centralized approach. If there
have been t or more compromised servers, the attacker could fabricate the certificates anyway.
Thus we will not consider this case in the following discussion.

In the MCA, the attacker might compromise some auxiliary servers besides the compromised
servers. However, only the shares/temporary shares can be used to reconstruct the private signature
key or fabricate a certificate. Thus, we present the following security properties that are related to
the protection of secret shares/temporary shares.

Security Property I: Let Ck denotes the auxiliary server to be converted in the selecting and
converting procedure, hk denotes the auxiliary share to be generated, f (yk) denotes the corre-
sponding secret share of hk and V c denotes the set of values generated in the selecting and
converting procedure but compromised. The attacker cannot compute f (yk) from V c, unless
Ck ∈N c, SCk ∈N c.

Suppose that less than t servers are compromised, for any Si ∈N s in the selecting and converting
procedure, it is possible for the following values of Si to be obtained by the attacker:

gi (x),{gi (x1),gi (x2), . . . ,gi (xt ′)},gi (yk),s′i =si+
t ′∑

j=1
g j (xi ) mod q

where gi (x) is for local use and should be deleted after being used, {gi (x1),gi (x2), . . . ,gi (xt ′)}
are sent securely to the corresponding servers, gi (yk) is sent securely to SCk , and s′i=si+∑t ′

j=1 g j (xi ) mod q is sent securely to Ck .

Under the condition that SCk ∈N s, the attacker cannot obtain t or more values of gCk (x) to
interpolate gCk (x); thus, gCk (x) /∈V c, and since gCk (xi ) will only be sent to Si securely, the attacker
can neither obtain gCk (xi ) from SCk directly nor compute gCk (xi ) by interpolating gCk (x), i.e.
gCk (xi ) /∈V c. Since there exists gCk (xi )∈{g j (xi )}( j=1,2, . . . , t ′) that is not available, the attacker
cannot compute si from s′i =si+

∑t ′
j=1 g j (xi ) mod q , i.e. in this case, the values in V c will not help

to interpolate f (x). In particular, since gCk (yk) is only kept by SCk , we have gCk (yk) /∈V c. Since
there exists gCk (yk)∈{g j (yk)}( j=1,2, . . . , t ′) that is not available, the attacker cannot compute

�k=∑t ′
j=1 g j (yk) mod q . Thus, f (yk)=hk−�k mod q cannot be computed from V c.

Under the condition that Ck ∈N s, for any Si ∈N s,s′i /∈V c. Suppose that there are less than t
servers in N s, we have hk /∈V c. Note that gi (x) is just a random polynomial, although it is possible
for some gi (x) to be computed by interpolation, if s′i /∈V c, si /∈V c. In this case, the values in V c

will not help to interpolate f (x) as well. If hk /∈V c, f (yk) cannot be computed either by the
relationship f (yk)=hk−�k mod q or by interpolating f (x).

After the selecting and converting protocol, all temporary values for generating hk are deleted
except for �k , which becomes the only trapdoor for computing f (yk) from hk . Thus, a compromised
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auxiliary server will not threaten the secrecy of the corresponding share as long as the coordinating
server is not compromised as well.

Security Property II: As a basic property of threshold schemes, for any subset of l shares
{s1,s2, . . . ,sl} of s, where l<t , ∀k /∈[1,2, . . . , l], sk cannot be computed from {s1,s2, . . . ,sl}.

Security Property III: For any Ck being activated in the activating procedure, let f (yk)
denotes the corresponding secret share, and V c denotes the set of values generated in the
activating procedure but compromised. The attacker cannot compute f (yk) from V c, unless
SCk ∈N c.

Suppose Ck’s coordinating server SCk ∈N s, it is possible for the attacker to obtain the following
values of SCk by compromising other nodes:

{g∗Ck
(xi )|Si ∈N c},{g∗Ck

(y j )|SC j ∈N c},�∗k=
n′∑

j=1
g∗j (yk)−�k mod q.

Note that g∗Ck
(x) is just a new random polynomial generated independently, the values

of f (x) cannot be computed from nothing more than the values of {g∗Ck
(xi )|Si ∈N c} and

{g∗Ck
(y j )|SC j ∈N c}. The only possible risk is that if the attacker obtains �∗k , he might compute �k by

collecting all the values of {g∗j (yk)} ( j=1,2, . . . ,n′). In this case, the attacker could easily
compute f (yk).

According to the activating procedure, g∗Ck
(yk) is only kept by SCk . Since SCk ∈N s and n′+

l ′ = t (as stated in Section 4.2), |{g∗Ck
(xi )|Si ∈N c}|+|{g∗Ck

(y j )|SC j ∈N c}|<t . Thus, the attacker
can neither obtain g∗Ck

(yk) from SCk directly nor compute g∗Ck
(yk) by interpolating g∗Ck

(x).
Since ∃gCk (yk)∈{g∗j (yk)}( j=1,2, . . . ,n′), which is not available to the attacker, �k cannot be
computed. Thus f (yk) cannot be computed from V c.

After being deactivated, the shares/temporary shares generated in the activating procedure
should be deleted. As long as one of these shares/temporary shares is deleted, the remaining
less than t ones cannot be used to compute the private signature key s. We also know from
Security Property III that with the remaining shares/temporary shares, the attacker cannot compute
a long-term valid secret share, i.e., the value of polynomial f (x), for further usage. Since for each
execution of the activating procedure, the generated shares/temporary shares are from different
polynomials, shares/temporary shares of one execution cannot work with shares/temporary shares
of another to compute the private signature key s.

Security properties I and III state that the attacker cannot obtain any information about shares
of MCA private signature key from a compromised auxiliary server unless its coordinating server
is compromised as well. The property II states that certificate could only be issued with sufficient
shares. Thus, the attacker cannot fabricate certificate by compromising auxiliary servers as long
as the servers are well protected.

5.2. Partition tolerance

In this section, we illustrate the effectiveness of the proposed scheme through a series of simulation
results, in particular, how often the main operation of the MCA (i.e. issuing/updating certificates)
fails is measured in scenarios with different radio ranges and number of HECs.

The MCA was implemented as an agent (written in C++) in the ns-2 network simulator [14].
To simulate a highly dynamic situation in which network partitioning occurs frequently, a series of
1km by 1km scenario files with 50 nodes were generated based on random way-point model [15].
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The random way-point model is one of the most popular mobility models for generating scenario
files that depict the mobility of the nodes. In each scenario file, there are a certain number of nodes
moving at random speeds from one random way-point to another. A node will wait for a random
pause time before starting to move toward next way-point. In our simulation, the maximum node
speed is set to 10m/s and the pause time is set to 10 s.

The generated scenario files were loaded by the simulation script that is written in TCL
language. We could adjust most of the parameters in the script. In particular, the (10,4) threshold
scheme was applied in our experiment, i.e. there are ten servers and any four of them could
provide certificate service. The radio range of nodes was also set in the script: one option is
125m and the other one is 150m. In the scenario where radio range of nodes is set to be
125m, network partitioning is more likely to occur. In the other scenario, the nodes are better
connected.

Another important parameter has to be set is l, which denotes the number of HECs in the
system. l was set ranging from 0 to 30 in the simulation script. As explained before, an HEC
is selected and converted through the selecting and converting procedure before it becomes an
auxiliary server and starts to become operational. For HEC selection, we adopted a specific policy
in which the nearest HEC is selected in the selecting and converting procedure.

As for auxiliary shares generation, we consider another important system parameter Tsc, which
denotes the times of executing the selecting and converting procedure in each scenario. Larger Tsc
indicates that more auxiliary shares are generated. Note that it is possible for some executions of the
procedure to fail since (1) it is possible for one server to select the same HEC (i.e. the nearest one)
in two consecutive executions; and (2) the scenarios are partition-prone. In the simulation script, Tsc
was set to be 5l, with which about l and 2l auxiliary shares were generated for radio range=125m
scenarios and radio range=150m scenarios, respectively.

After a relatively short period of time, there will be a certain number of auxiliary shares held by
auxiliary servers. We then started to measure the availability of the MCA. In practice, the HECs
and LECs request the MCA for either issuing new certificates or updating certificates. However,
we do not strictly differentiate the two kinds of operations in our simulation because their basic
procedures are similar.

When one requests for a certificate, the MCA is either available or unavailable. If the MCA
is unavailable, the request will fail. Supposing that the MCA servers are always turned on,
the reasons that the MCA is unavailable are due to either network congestion or partitioning.
By avoiding unrelated heavy overloads, the failure ratio may approximately show the impact of
network partitioning on the certificate service. We thus illustrate the effectiveness of our scheme
by measuring the failure ratio. To get more reasonable results, the failure ratio we used is the
average of failure ratios from 20 different scenarios, as in Figures 8 and 9.

Owing to the random way-point model, nodes are assumed to exhibit ‘random’ movement in
the simulation. Network partitioning occurs as a result of such random movements i.e. when some
nodes move to a distance that exceeds the radio range of a partition.

Figure 8 shows the average failure ratio in scenarios where radiorange=125m. When l=0, it
amounts to the DCA without the partition-tolerant mechanism. The average failure ratio of the
requests is about 67.3% in this case. It means that about 67.3% requests fail due to the network
partitioning. As l increases, the average failure ratio gradually decreases. In scenarios where l=30,
the average failure ratio is reduced to 47.4% i.e. the average failure ratio is reduced by 20%.
Figure 9 shows the average failure ratio of scenarios where radio range=150m. Since partitioning
occurs relatively infrequently in this case, the total failure ratio is much lower than the scenarios
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Figure 8. Average failure ratio of requesting DCA certificate in scenarios with radiorange=125m.

Figure 9. Average failure ratio of requesting DCA certificate in scenarios with radiorange=150m.

where radio range=125m. As l increases, the average failure ratio is reduced from 35.3% when
l=0 to 14% when l=30 i.e. the average failure ratio is reduced by 21%. We conclude from these
results that the partition-tolerant mechanism of MCA can effectively alleviate the negative impact
of network partitioning on the certificate services.

6. CONCLUSION

In general, applications running in a MANET environment have non-trivial security require-
ments due to the open nature of wireless links, physical vulnerability of mobile nodes and
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lack of centralized security administration. As a basis of security services in a network envi-
ronment, key management is essential for the security protection of MANET applications. In
a traditional wired network system, the PKI that mainly consists of a Centralized Certificate
Authority and Registration Authority is employed. However, key management schemes for conven-
tional wired networks are not suitable for MANET since a centralized authority cannot be
ensured in a typical ad hoc network due to the issue of single point of failure. Addressing
the key management issues in MANET has gained attention of the research community in
the past few years. Broadly speaking, key management schemes for MANET may be catego-
rized into two groups: peer-to-peer key management [16] that is used for secure communication
between any two participants and group key management [17, 18] that is used for secure group
communication. In our application scenario, we considered the peer-to-peer key management
issue.

In order to meet the security requirements of communication systems for emergency tasks,
a threshold-based MCA scheme was proposed in this paper. The MCA issues short-term mission-
specific certificates for all participants of the emergency task. Compared with other approaches, it
has following advantages:

• High availability/partition-tolerance. The availability of the MCA is reasonably enhanced by
introducing auxiliary servers, in particular when network partitioning happens frequently. The
performance is shown in the simulation.
• Security. As stated in the analysis section, the auxiliary servers have limited power to partic-

ipate in issuing certificates. Their abilities are controlled by servers. Besides, only short-term
certificates are issued by the MCA and this does not influence the certificate used in each
organization.
• Simple pre-configuration/fast deployment. Although theMCA consists of servers and typically

more HECs, only servers are needed to be initialized for each mission. This largely expedites
the deployment of the communication system.
• Cross-agency. The MCA is designed with cross-agency applications in mind. With internal

PKIs, the MCA could effectively establish trust relationship among participants and different
organizations, thus providing security support to security services.

These features make the MCA very suitable for supporting communication system of emergency
tasks, which are typically carried out by several organizations assembled in an ad hoc manner.

In some of the peer-to-peer key management schemes, such as the Distributed Certificate
Authority based approaches proposed by [5–9], there exists a security authority for key manage-
ment service. As stated in Section 2, the authoritative power of CA is first distributed to servers
based on a threshold scheme. A quorum of servers could collaborate to issue certificates. It could
efficiently address the problem of single point of failure and achieve relatively high availability
and security. However, all these DCA schemes do not consider the availability issue caused by
network partitioning, which occurs frequently in highly dynamic MANET. As shown in our exper-
imental results, the DCA schemes without partition-tolerant mechanism (0 HECs) suffer from this
problem. Kong et al. [10] proposed a scheme that could improve the availability of the DCA
by means of ‘local servers’, i.e. shares are held by the neighbors of requesting node. This fully
distributed method actually makes each well-behaving node a server, thus improving the avail-
ability and efficiency of the service. The main problem, however, is that it is vulnerable to the
Sybil attack [19] (i.e. creating multiple fake identities), by which the attacker could learn the
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private signature key of DCA by injecting any t fake identities. Furthermore, this approach does
not consider the fact that MANET typically consists of heterogeneous nodes, especially with
respect to the security protection. By compromising any t weakly protected nodes, an attacker
could easily break the system. Budakoglu and Gulliver [20] proposed a multiple threshold scheme
with different threshold values at the same time in order to provide key management services
in different security levels. When decreasing the threshold value, the availability will increase.
It thus provides flexibility of tradeoff between security and availability. The important distinc-
tion between this work and our approach is that Budakoglu and Gulliver [20] uses multiple
threshold values, DCA private signature keys and sets of shares of private signature key, while our
approach needs only one private signature key and utilizes the auxiliary shares to provide higher
availability.

The fully self-organized approaches, i.e. certificate chain (CC)-based schemes, were proposed
in [21–23]. In the CC scheme, each node could create its own public key pair and issue certificates
signed by its own private key to others. The issued certificates will be further sent to other nodes.
Nodes and certificates in the system could be modeled as a directed graph, where the vertices
represent the public keys of nodes with edges representing the certificates. When one has to verify
public key of another node, at least one path between the two nodes has to be found in the graph.
The certificates along the path constitute a CC. To use the CC, each certificate along the chain has
to be verified. The CC schemes adopt the self-organizing nature of ad hoc networks in which they
could be initialized spontaneously. However, it comes with the following disadvantages compared
with the DCA schemes:

• The overhead problem—more than one certificate is issued for each node. It incurs heavier
communication and storage overheads, which is undesirable for mobile devices.
• The verification efficiency problem—to verify public key via CC, more than one certificate

has to been verified, which requires more computational resources.
• The security problem—as the length of the CC increases, the trustworthiness of the public key

obtained through the chain might be decreased; hence, the system might become vulnerable
to attacks.

There are some hybrid approaches proposed for combining these two schemes together.
An approach proposed in [24] shows how the CC scheme could be used in parallel with DCA.
The availability is improved since both the DCA and CC could be utilized to verify a public key,
but it suffers from the security and overhead problems as the CC schemes. Van der Merwe [16]
presented a complete survey of peer-to-peer key management schemes for MANET.
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