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Abstract

As the semiconductor technologies make progress by scaling-down the feature size,
integrated circuits can operate at higher frequencies and achieve higher performance.
However, increasing operating frequencies means deteriorating power dissipation
problems; moreover, scaling-down causes larger leakage current. Power consumption
problems increase the design difficulty for battery powered applications, and also

affect ordinary designs in terms of time to market, cost, and reliability.

CVS (Clustered Voltage Scaling).is an effective way to reduce IC power con-
sumption. CVS utilizes the excess time slacks inside circuits and trade them for
power reduction. Methods based on CVS for saving power have been studied for
years. We propose an improved CVS method, Bilateral CVS (BCVS). BCVS is a
general Clustered Voltage Scaling method which subsumes both CVS and ECVS.

In this thesis, we also discuss why our improvements work by experimental results.
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Chapter 1

Introduction

Power dissipation is an important design parameter in the design of microelectronic
circuits nowadays, especially in portable computing devices and personal communi-
cation applications. A design might be considéred not valuable because it consumes
too much power. For consumer electronics market, battery life is a very important
market requirement that makes people’s ¢hoice: Even though the advancement of
battery technology progresses slowly, the.requirement of built-in high performance
device such as MPEG decoder still increases, which means people’s thirst for low

power seems insatiable. The low power skills become more significant than before.

Because of the requirement for reduction of power dissipation, we study the
methodologies for low power design automation. In this thesis, we put our attention
mainly to the cell-based design automation and optimization. Meanwhile, we are
interested in work about power minimization. We have investigated some works
which put research topic on Clustered Voltage Scaling (CVS), such as [10] [12] [§]
[11] [3]. We also have studied some literatures about relevant technologies, such as
Level Converters [5] , Dual Threshold Voltage [2] [1] [7] [6] , Voltage Islands [9] ,

and surveys of low power methods [4].



1.1 Organization of This Thesis

In this thesis, we give an introduction to clustered voltage scaling (CVS) and rel-
evant background in Chapter 2. In Chapter 3, we describe the major part of our
research and propose bilateral clustered voltage scaling (BCVS) algorithm. We then
demonstrate our experimental results to show the effectiveness of our approach in

Chapter 4. We conclude the thesis in Chapter 5 and present possible future works.



Chapter 2

Clustered Voltage Scaling (CVS)
and the Extensions

Voltage scaling is one of the most effective techniques in reducing the power con-
sumption of CMOS circuits. However, decreasing VDD leads to increase in circuit
delay. In the designs of most microprocessors or ASIC chips, the operating fre-
quency is set by the design specification-aceording to the target market. The timing
constraints in chips are in turn set by theloperating frequency. Designers need to op-
timize designs to reduce power consumption within the specified timing constraints.
If the supply voltage is reduced while Vth remains constant, the critical-path delay
will not meet the timing constraints. CVS is a technology which partially reduces
the supply voltage. It utilizes the excess time slack within circuits and then trades

the time slack for lower saving.

2.1 Cluster Voltage Scaling (CVS)

Clustered Voltage Scaling, firstly proposed by Usami et al. [10], is a simple and
practical technique for low power design. The essence of such technology is based

on the utilization of excess timing slack in synchronous circuits.

As shown in in Fig. 2.1, the output arrival time of a circuit usually distributes

over a range. After lowering down the supply voltage for low power operation, the

3
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Figure 2.1: Output timing distribution of some design.
output arrival time migrates to zirs‘lowei“ range_._ If the -irequired timing constraint lies

on an interval, such as 5.5~6ns in "the shown case; we might fail to create a voltage

island [9] to save power for this circuit.

A possible way to extort power saving is to partially lower down the supply of

the cells which have timing slacks, as shown in Fig. 2.2.

B Level Converter

FF

FF It

=10 3

FF

D= FF
o L

Critical Path

Figure 2.2: Cells with different supply voltage [12].



static current
flows !l

Figure 2.3: Static Weakly-ON Leakage Current [12].

Apparently, such optimization relies on the inner excess time slack inside circuit
blocks. Since most circuits have a critical path and other non-critical paths, we

usually have the opportunity to minimize power consumption by virtue of CVS.

Note that we can not make a gate supplied.by V' DD, directly fan out to another
gate which is supplied by V DD yg."As shown in. Fig. 2.3, the sub-threshold current
(even worse, a static turn on current) would wullify the efforts done to power saving.
We need level converters to shift up signal-voltage level so as to drive the succeeding
logic gates. Unfortunately, such circuits.are relatively large and power consumptive.
They form the main overhead of clustered-type multiple-supply-voltage low-power
designs when we try to drive V DDy gates with VDD gates for possibly more

power saving.

Usami et al. used a kind of specially designed flip-flop with built-in level conver-
sion function (the LCFF) in their CVS technique [10] . To save the overhead induced
by level converters, the original CVS paper proposed an algorithm that performs
Depth-First-Search (DFS) from each output pins backward toward the input pins

to achieve a converter-free solution.

2.2 Extended Clustered-Voltage-Scaling (ECVS)

Usami et al. had proposed two ways to improve CVS in [12]. Firstly, they allow

the insertion of level converter. As shown in Fig. 2.4, ECVS algorithm extends CVS
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algorithm with a hill-climbing possibility. If the VDD assignment to cell G3 is
feasible (considering the cost of lével eomverter-insertion, if necessary) and the total
power consumption increment is within a margin, apply it. Secondly, they applied
the concept of the stage level of gates, instead of original DFS operation, as the new

way to decide the order of V DDy assignments. As shown in Fig. 2.5, they labeled
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Figure 2.4: Extended CVS«(ECVS) [12].

gates and sorted the labeled number as the priority of V. DD assignment.

2.3 Greedy-ECVS (GECVS)

Srivastava et al. had proposed a way to further improve ECVS in [8]. In this paper,
they put emphasis on the priority of V DD} assignment. They introduced a concept

of sensitivity measurement for further power minimization.

They defined the sensitivity of a gate 'x’ as:

Sensitivity,

APower x sensitivity at gate output

ADelay
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Figure 2.5: Labelingithe level in'a logic circuit [12].

APower = Change in total power due to move, and

ADelay = Change in arrival time at gate output due to move

They pointed out a concept that we can exploit the movements according to the
best power savings per unit delay penalty. This is a good idea which directly targets
at the primitive goal of CVS: trade the excess delay for power saving. Intuitively, this
sensitivity measurement seems to give a perfect and non-improvable guideline. In the

next Chapter, we provide a better approach to further lowering power consumption

in cell-based design.



2.4 Problem Formulation

In the following chapters, we formulate our problem as finding the best power saving
without violating the timing requirements. The objective is to trade the excess time
slacks for most power reduction. Please note that we set up the timing requirements
by the Back-roll ratio. The Back-roll ratio means the percentage of increment of the
critical path delay. For example, if the Back-roll ratio is 10%, that means the timing
requirement is set to 1.1 times the critical path delay. The default value of Back-roll

ratio is 0, that is, the timing requirement is equal to the critical path delay.



Chapter 3

Bilateral Clustered Voltage
Scaling (BCVS)

Original CVS does not require any insertion of stand-alone level converters. There-
fore, it is a more practical approach than-ECV'S, especially when the overheads of
level converters are still high. As the reseatch and improvement in level converters
progress, the overheads of level converters-are lowered. We can then utilize more
excess slacks by ECVS if the circuit structure and the timing specification allow.
Furthermore, GECVS gives a guideline of how to trade slacks for power in an ef-
ficient way. In this chapter, we want to show an improved approach to implement

Clustered Voltage Scaling.

3.1 Motivation of BCVS

The term ”bilateral” means that we push our clusters both from the output side and
input side. The motivation is that we want to try to push the clusters from both
sides alternatively for more possibility to reach the optimal solution. Originally, we
try to push both of the wave fronts just n-levels in each step. But the experimental
data shows that if n is small, the resulting quality is deteriorated. Therefore, we let
n be very large so that the optimality for each wave front is not sacrificed by the

action of push of other one.



We have done lots of experiments and observed that such process does little
improvement for our benchmark circuits under test. But it true that this process
has very good performance for our testing circuits. We ascribe this phenomenon
to the difference between circuit structures. For the sake of the adaptability of our

algorithm to different circuitry, we reserve this mechanism.

So, we start our optimization procedure firstly from the output side and grow
the cluster as large as possible if slacks allow. During the wave front traversing on
circuit, we mark the best movement sequence of power reduction. As it is finished,
we push the other wave front from the input side in the same way”. After one such
iteration had been completed, we compare the results. If the solution is better than
the previous optimal results, we re;apply the sequence of movement to the marked

position and then go on the nextiiteratior

3.2 Wave Front Propagation

We utilize a wave front propagator as the engine of our optimizer. As shown in in
Fig. 3.1, the wave front starts from the output pins, propagates to the fan-in cells
if the timing slacks allow. We also implement a reverse wave front which behaves
symmetrically to the ordinary wave front. It starts from the input pins, propagates

to the fan-out cells, and automatically includes level converters if necessary.

We have designed several testing circuits to test the ability of the wave front and

make sure it can find the best solution.

3.3 Priority Criterion

We have tried three types of propagation priority. The first one is "single key:

slack*% , with decreasing order”, which stands for the GECVS algorithm.

The second is "double key: (slack, f;mf” ), both with increasing order”, which is
elay

10
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the one we proposed. The last one 1s”d' [otibl e_.k_ey;:' (slack, fanp ounumber), both
with increasing order”. The reasolr -:f‘(')'r_'_GhOOSi:l‘:lg'-' minimal fan number is that we

want to do least perturbation to the slack distribution of the whole circuit after

each V DDy assignment”.

3.4 BCYVS algorithm

The BCV algorithm is shown in Fig. 3.2 .
The flow diagram of BCVS is shown in Fig. 3.3 .

11



put all output nets into the wave front;
put all input nets into the reverse-wave front;
i wave front = wave front;
mm_reverse_wave_front= reverse_wave_front:
MIN POWER=total power;
do{
wave front= ini_wave_front; power=0MIN POWER:
while(propagation 15 possible) |
propagate from cutput side to mput side;
if{update_total power( }= power){
mark the movement in the moving sequence;
power=total power;

}

undo all movements;
reverse_wave_fronf= ini_reverse wave_front;
reverse_power=MIN_POWER:
while{reverse_propagation is possible){
reverse propagate from input side to outpuf side:
iffupdate_total power ( )= reverse_power){
mark the movement in the moving sequence;
reverse_power=total power;

H

undo all reverse_movements;

if{power or reverse_power < MIN_POWER){
update MIN_POWER.
redo corresponding movement to marked position;
update both wave fronts {and initial wave fronts );

else breal;
Ywhile{better selution 1s found);

Figure 3.2: BCVS algorithm.

{
Try from outputs to inputs

|

Try from inputs to outputs

l

Choose the better side

Yes

et improvement in power saving

End

Figure 3.3: BCVS flow diagram.
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Chapter 4

Experimental Results

In this chapter, we show our experimental results and give explanation for the re-

sulting data.

4.1 Experimental Setup and Modeling

We set our target to find the most+pewer-saving solution on the condition that the
maximal input to output arrival time between all the I/O pins remains the same.
As the problem formulation in Section 2.4, the program automatically gives timing
constraint according to the result of the initial Static Timing Analysis (STA). Then
it starts to trade the excess timing slack inside the circuit for best power saving and
make sure the timing constraint is still satisfied after each movement. For simplicity,
we do not aim to the uphill climbing ability about the timing constraint but set our
focus on the strategy to exploit all feasible movement without timing violation, and
then mark the most power saving solution we have reached. If the uphill movement
support is demanded, we can implement it with special care to the evaluation of

timing requirements.

To simplify the timing analysis, we set up all gates with the same timing and
power parameters. We omitt the information about rise/fall transition time at

the I/O pin of each gate so as to focus on the slack/power relation to the wave

13



Table 4.1: Descriptions of testing circuits

Circuit name | Circuit function of standard cells
cla 128-bit carry look-ahead adder 1911
csm 128-bit conditional sum adder 1701
add_bk 128-bit BK adder 1942
mult32 32-bit Booth multiplier 3418

propagation inside the circuitry. The reason is our primary goal was to exploit
all the feasible movements without timing violation, and secondary mark the best

sequence with most power saving.

We ignore the portion of power which depends on rise/fall transition time, there-
fore, the power consumption depends on supply voltage only. In this way, we can
emphasize on the relationship between VD assignment and resulting reduction

on power consumption.

We also want to examine the sensitivity critérion proposed by GECVS. So we
use UMC 0.18 standard cell library and set different leakage power to each type of

cells according to this cell library.

Finally, we set the delay/power of level converters to be multiples of unit gate

delay /power, respectively

4.2 Results and Discussions

We use some real designs as our test bench. They are listed in Table 4.1. Then we

test them under five types of setup conditions, which are listed in Table 4.2

We have observed that there are two groups of strange data set. First, in Table

4.6, the performance of GECVS seems to be too bad. The reason is that GECVS

h APower

mixed up the information of timing slack wit ADelay

and the key of selection

criterion. So it can not make the right decision that ”the cells with larger timing slack

14



Table 4.2: Setup conditions

Setup No. | VDDy | VDDyp | Vrg | Level converter delay cost | Level converter power cost | Back roll ratio(%)
1 1.8 1.2 0.5 1.0 1.0 0
2 1.8 1.2 0.5 4.0 4.0 0
3 1.8 1.2 0.5 0.0 0.0 0
4 1.8 0.9 0.4 1.0 1.0 0
5 1.8 1.2 0.5 1.0 1.0 10
6 1.8 1.2 0.5 1.0 1.0 20

Table=4,3: Results.of setup 1

VDDy=1.8,V DDy =1.2Vpy=0.5; Level converter delay/power cost: 1.0/1.0, Back-roll=0%
Circuit name original = [=CVS [T GECVS | (slack, {f5erer) | (slack,fan)
Fcells 1911
critical path delay(ns) 2.00
#H cells 1911 1210 1210 1210 1210
cla #L cells 0 701 701 701 701
#Level converters 0 0 0 0 0
avg. output arrival time (ns) 1.51 1.66 1.66 1.66 1.66
power (%) 1.0 0.84 0.84 0.84 0.84
Fcells 1701
critical path delay(ns) 1.50
#H cells 1701 872 872 241 231
csm #L cells 0 829 829 1460 1470
#Level converters 0 0 0 203 196
avg. output arrival time (ns) 1.20 1.30 1.30 1.42 1.42
power (%) 1.0 0.74 0.74 0.65 0.64
Fcells 1942
critical path delay(ns) 1.40
#H cells 1942 721 930 721 721
add_bk #L cells 0 1221 1012 1221 1221
#Level converters 0 0 0 0 0
avg. output arrival time (ns) 1.09 1.27 1.24 1.27 1.27
power (%) 1.0 0.71 0.73 0.71 0.71
Fcells 3418
critical path delay(ns) 3.10
#H cells 3418 3085 2829 1712 1588
mult32 #L cells 0 333 589 1706 1830
#Level converters 0 0 344 550 499
avg. output arrival time (ns) 2.73 2.89 2.94 2.98 2.98
power (%) 1.0 0.97 0.90 0.82 0.81
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Table 4.4: Results of setup 2

VDDg=1.8,VDDr=1.2,Vrg=0.5, Level converter delay/power cost: 4.0/4.0, Back-roll=0%

Circuit name original | CVS | GECVS | (slack, ﬁg‘:f:;) (slack,fan)
Fcells 1911
critical path delay(ns) 2.00
#H cells 1911 1210 1210 1210 1210
cla #L cells 0 701 701 701 701
#Level converters 0 0 0 0 0
avg. output arrival time (ns) 1.51 1.66 1.66 1.66 1.66
power (%) 1.0 0.84 0.84 0.84 0.84
F£cells 1701
critical path delay(ns) 1.50
#H cells 1701 872 872 872 872
csm #L cells 0 829 829 829 829
#Level converters 0 0 0 0 0
avg. output arrival time (ns) 1.20 1.30 1.30 1.30 1.30
power (%) 1.0 0.74 0.74 0.74 0.74
F£cells 1942
critical path delay(ns) 1.40
#H cells 1942 721 930 721 721
add_bk #L cells 0 1221 1012 1221 1221
#Level converters 0 0 0 0 0
avg. output arrival time (ns) 1.09 N 1.24 1.27 1.27
power (%) 1.0 0.71 0.73 0.71 0.71
F#cells 3418
critical path delay(ns) 3.10
#H cells 3418 3085 3085 3085 3085
mult32 #L cells 0 333 333 333 333
#Level converters (0] 0 0 0 0
avg. output arrival time (ns) 273 2.89 2.89 2.89 2.89
power (%) 1.0 0.97 0.97 0.97 0.97

Table 4.5: Results of setup 3

VDDy=18,VDD;=1.2,Vrg=0.5, Level converter delay/power cost: 0.0/0.0, Back-roll=0%

Circuit name original | CVS | GECVS | (slack, %%15“;;‘) (slack,fan)

Fcells 3418
critical path delay(ns) 3.10
#H cells 3418 3085 2307 1410 1214

mult32 #L cells 0 333 1110 2008 2204
#Level converters 0 0 411 447 463
avg. output arrival time (ns) 2.73 2.89 2.92 2.97 2.96
power (%) 1.0 0.97 0.72 0.63 0.65

Table 4.6: Results of setup 4

VDDg=1.8,VDD=0.9,Vrg=0.4, Level converter delay/power cost: 1.0/1.0, Back-roll=0%

Circuit name original | CVS | GECVS | (slack, ﬁ%‘g‘;’;&) (slack,fan)

Fcells 3418
critical path delay(ns) 3.10
#H cells 3418 3231 3229 2096 2033

mult32 #L cells 0 187 189 1322 1385
#Level converters 0 0 119 568 561
avg. output arrival time (ns) 2.73 2.94 2.97 3.05 3.04
power (%) 1.0 0.97 0.95 0.82 0.83

16




Table 4.7: Results of setup 5

VDDy=1.8VDD=1.2Vry=0.5, Level converter delay/power cost: 1.0/1.0, Back-roll=10%
Circuit name original | CVS | GECVS | (slack, R2ver) | (slack,fan)

#cells 3418
critical path delay(ns) 3.10
#H cells 3418 2314 1940 1115 1148

mult32 #L cells 0 1104 1478 2303 2270
#Level converters 0 0 542 350 361
avg. output arrival time (ns) 2.73 3.16 3.26 3.24 3.23
power (%) 1.0 0.88 0.77 0.65 0.67

Table 4.8: Results of setup 6

VDDy=18,VDD=1.2,Vrg=0.5, Level converter delay/power cost: 1.0/1.0, Back-roll=20%
Circuit name original | CVS | GECVS | (slack, ﬁ};"e’i’(g) (slack,fan)

Fcells 3418
critical path delay(ns) 3.10
#H cells 3418 1003 1577 695 778

mult32 #L cells Q 2415 1841 2723 2640
#Level converters 0 0 406 206 181
avg. output arrival time (ns) 2.73 3.39 3.51 3.43 3.56
power (%) 1.0 0.61 0.63 0.54 0.55

should have higher priority to V DD, assignment” . /Please note that we inhibited all
the power except the leakage power, as well.asset the transition time to be constant.

So GECVS had detected a larger %ﬁ‘fg while the actual delay remains constant.

This is the reason for the unexpected results. Second, in Table 4.5, the (slack,fan)
set obtains much more number of V. DDy, cells than the (slack, %ﬂ) set. But the
final power ratio seems to be inconsistent. The reason is the (slack,fan) criterion

can not detect the difference in power saving between cells.

The criterion proposed by GECVS multiplies %ﬂ with slack, so that the

information of slack is blurred. It can not determine whether the cell has a large

A Power

ADelay As we know, the slacks carrie information about the circuit

slack or a large
topology, so we can use it as an observer of topology/timing behavior of the circuit.
However, our target is the most power saving rather than the largest slack utilization.

That is why we need two keys, one observe the topology and timing, the other

measure the location of most power saving.

17



In general, if a function a can be a good measurement of the topology/timing
information for the propagation algorithm, while our final target is to get the most
change in function /3, we should use « as the primary key and d3/da as the secondary
key. That is the reason that we propose slack as the first key and % as the

secondary key.

18



Chapter 5

Conclusions and Future Works

We have successfully improved Clustered Voltage Scaling technologies by assign-
ing better priority/sensitivity. Throughswellzdefined cost function, we have shown
that our priority criterion performs better than the one defined in GECVS (the

sensitivity).

The short circuit power contributes a large-portion of total power consumption.
However, to analyze this effect, we need more precise timing analysis to evaluate
transition time and its sensitivity. Such a work requires much more efforts, especially
if we want to merge it into our algorithms in an efficient way. So our first future
work is to try to upgrade our optimizer so that we can perform STA with more

practical precision.

Our secondary future work is to solve the power scheme problems in an efficient
way. And hope that we can integrate CVS and power scheme optimization to obtain

better solutions.
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